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Preface
This work is carried out as a master thesis in computer science at the Univer-
sity of Stavanger during the Spring semester of 2017. The idea of this study,
is one of the interesting topics in the field of Question Answering and semantic
technologies which is suggested by the supervisor of the project. The objective
is to build an answering engine that can interpret natural language questions
related to statistics about Formula One and can respond appropriately. Due to
relatively large work scale and time limitation, this study focuses on response
generation part and my fellow student focuses on question interpretation part,
making a prototype and evaluation tasks are considered as shared responsibili-
ties.
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Abstract
Focus of this study is on development of a domain-specific ontology and a knowl-
edge base of facts for a Question Answering system. This QA system accepts
natural language questions about statistics of Formula One and transforms them
in to formal queries using natural language processing techniques and the de-
signed ontology. It then executes the queries against the knowledge base to
return exact answers.

During the design process of the ontology, regular standards and regulations
have been utilized, and the required data for implementing the ontology have
been collected from a large-scale and reliable data source. Semantic technologies
have been used to transform data to structured and machine-readable formats
and a graph knowledge base is used for storage and retrieval of the structured
data through formal queries.

The evaluation results show that the knowledge base covers lots of correct
and relevant information about main entities in the given domain. The designed
ontology has required potential to answer many statistical questions that it was
designed for and the QA system based on this ontology can provide correct
answers to easy questions about statistics of Formula One. The limitation of the
ontology is that it cannot provide the QA system with the necessary knowledge
to answer complex queries about statistics of Formula One.
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Chapter 1

Introduction

This chapter consists of three sections. First section, introduces the problem
statement that this thesis covers. Main contributions to solve the problem are
presented in Section 1.2, as well as the thesis outline in Section 1.3.

1.1 Thesis overview
An answering engine is a question answering (QA) system which automatically
answers questions posed by humans in natural language (NL) using either a pre-
structured database or a collection of natural language documents. It attempts
to deal with a wide range of question types including fact, list, definition, how,
why, etc [33].

Unlike traditional search engines which are based on term matching tech-
niques and retrieve all documents containing the keywords of user’s query; QA
systems as the next generation of search engines (semantic search engines), try
to look for the search intent and contextual meaning of query words, to provide
more precise and concrete answers (facts or text).

There are several techniques and technologies that semantic QA systems rely
on, such as natural language processing (NLP) and machine learning algorithms
to interpret the questions; ontologies to provide the system with any domain-
specific conceptual knowledge and structured databases of knowledge to provide
exact answers.

Among the semantic QA systems which is based on an ontology and a struc-
tured database, Wolfram Alpha is an excellent example of answering engine
which introduces new methods for understanding linguistic inputs and is built
purely entirely on semantic search technologies. Wolfram Alpha rather than
crawl the web, uses semantic technologies on its own externally sourced "cu-
rated data" or structured data, that can be relied on by everyone for denitive
answers to factual queries [38]. This engine shows the interpretation of the re-
quest along with a direct answer as the result of a query that is expressed in
natural language format.

1
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One issue with Wolfram Alpha is that its coverage is limited. It knows a lot
about mathematics and even about general purpose (encyclopedia) knowledge,
however it knows very little about sports. For example, if we submit a query
about Formula One sport like Which race driver won Australian Grand Prix in
2010? ; the search engine does not know about the statistics of the sport. It
only simply returns a picture of Formula One races.

Motivated by all these facts and needs mentioned above, in this project, we
propose an answering engine, based on a new ontology and semantic approach,
that can interpret the natural language questions related to statistics of Formula
One sport, extract answers from its pre-structured database and return direct
answers to the user as well as underlying data that is used for the calculations.

1.2 Contributions
The project is presented by the University of Stavanger as a candidate assign-
ment for a master thesis. The specific tasks that were specified for this project
are listed below:

• Collecting data or connecting to existing data services.

• Building a conceptual model (ontology) of the chosen domain of sports.

• Developing a question interpreter that can understand concepts related to
the selected field of sport (e.g., names of teams, players, leagues, years,
etc.) and related to statistics (e.g., “best”, “most”, “highest”, “maximum”,
“on average”, “during X”, etc.).

• Developing an answering module that can process the interpreted question
against a knowledge base of facts. In addition to the factual answer, the
system shows the underlying data that was used for the calculations (as
“evidence”).

• Implementing a working prototype to generate a real version of the an-
swering system, demonstrate, and test its performance.

• Performing an evaluation of the system to determine which aspects of the
system are worthwhile and which parts are to be revised or ignored.

The project has been a cooperation between two students: “Øyvind Blaauw”
and me. The thesis with Blaauw will focus on interpreting NL questions and
converting them into queries that can be executed on the KB. The paper pre-
sented here, focuses on collecting data and developing a new ontology and a
knowledge base. Building a prototype and performing evaluation are shared
responsibilities. The evaluation presented in this study, focuses on ontology de-
sign and the accuracy of the knowledge base, whereas the evaluation presented
by Blaauw, focuses on the performance of the “Question Processing” module.

Figure 1.1 shows the architecture of the proposed system including the mod-
ules which are responsible to perform the specified tasks. The modules Answer

Answering engine for sports statistics Page 2
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Extraction and Ontology Construction colored by blue boxes in the figure, are
contributions of this thesis and the modules Question Processing and Lexicons,
colored by green boxes, are covered by Blaauw.

Figure 1.1: Architecture of the QA system

According to the model, the system works in two stages: offline and online.
In online stage, after entering a natural language question by the user, using
the module GUI, the Question Processing module analyzes and transforms the
question into a formal query which is understandable for the machine. After
the formal query was generated successfully, it is sent to the Answer Extraction
module where the formal query is searched against the knowledge base and the
answer is extracted and prepared in NL format and sent to the user through
the user interface.

In contrast, offline stage shows which processes and data sources are used
to support the modules of the system in online processing. In this stage, Lexi-
cons module helps the system with interpreting the question and generating the
query by generating semantic concepts driven from the ontology and the Ontol-
ogy Construction module, is responsible for collecting data from data sources,
developing an ontology and a knowledge base.

Answering engine for sports statistics Page 3
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1.3 Thesis outline
The rest of this thesis is structured as follows. In Chapter 2, we review the
background theories about semantic answering engines and all the related con-
cepts including ontology, Semantic Web, Linked Data, and knowledge-based QA
systems.

In Chapter 3, we describe the development process of the QA system, with
focus on developing an ontology and a knowledge base for the system. We
also explain how these resources are used in online stage to help the system
to generate final answers. The last section, explains the implementation of a
working prototype where we can run and test the first version of the QA system.

Evaluation of the QA system including experiments and results is provided
in Chapter 4 and finally, in Chapter 5, we summarize our achievements and
findings, outline the limitations and make improvement suggestions for future
studies.

Answering engine for sports statistics Page 4



Chapter 2

Background

This chapter consists of five sections. First section, after listing limitations of
traditional search paradigms, gives a short introduction to semantic search and
its related concepts. Section 2.2, defines the concept of ontology and its related
subjects. Sections 2.3 and 2.4 introduce Semantic Web as an extension of the
current web, semantic technologies and Linked Data which makes the Semantic
Web as a reality. Finally, QA systems based on the domain of questions and
source of answers are studied in Section 2.5.

2.1 Semantic QA systems
Nowadays, in the World Wide Web, the huge amount of information and data
repositories increase rapidly. This has motivated the need for efficient and
powerful search strategies to move from organizing information to knowledge
discovery. Classical search methods that search keywords of the query within
documents and retrieve a ranked list of documents to the user, are based on
content matching rather than meaning. If only taking advantage of keyword
retrieval, there are many limitations as follows:

First, the search results are too comprehensive; typically, redundant, and
irrelevant. The search engine cannot obtain and deliver the specific answer to
the user for a specific question. There is still user who must spend time to
search deeply in to a list of documents to find the appropriate answer.

Secondly, the results usually suffer from low level of reliability; huge amount
of information is accessible through the Internet, mostly unstructured (in for-
mat of free text) where everyone can publish their ideas about different topics.
This simply implies the possibilities for retrieving poor quality or unreliable
information. Most search engines do not evaluate their sources nor asses the
content of information they retrieve.

Moreover, there are no simple options for users to ask their questions in
form of natural language, if the query is expressed in everyday language like the
way in which a person is asking from an expert person, not a machine, mostly

5
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the search results will not be precise enough. It means users are expected to
formulate their queries in a couple of keywords that can be understandable for
the search engine [27]. Furthermore, if the search domain is specialized, the
searcher should be familiar with so much specialized terms in that domain.

Another important issue that Macgregor (2008) mentions is that two queries
consisting similar keywords but having different meanings are not distinguish-
able for the search engine. He clarifies this issue with a simple example: “in the
two queries Books about recommender systems versus Systems that recommend
books, a mere keyword search would not suffice in distinguishing between the
two queries. Consequently, similar results are retrieved despite the difference
in the meaning between the two. While the first query requires a list of books
about recommender systems, the second one requests information on a list of
systems which recommend books. It is evident that additional information need
to be taken into consideration to be able to effectively process such queries” [11].

Endeavors to overcome these limitations has led to significant improvements
in search methods of some existing search engines. For instance, the powerful
search engines like Google which process billions of searches queries each month,
recently provides more explicit responses to common queries, as well as docu-
ments. For example, when querying Google for Hotels in Stavanger, the hotels’
names are displayed on the city map of Stavanger along with main information
represented in tabular formats such as their prices and classes. When search-
ing for a simple conversational query like What’s the weather today? weather
information for the user’s current location as well as a 7-day prediction will
automatically be returned . In many cases for more complex queries, however,
Google falls back to the “10 blue links”.

It is obvious that “the difficulty of identifying and verifying the correct an-
swer makes question answering more difficult than the common information
retrieval task performed by search engines” [2]. Question Answering systems
(QA systems) make use of essential technologies to address this issue. The au-
tomatic systems which can accept and interpret the natural language queries,
locate, extract, and represent precise and meaningful answers to the users [3],
rather providing list of documents or webpages. The new systems even provide
sufficient content to validate the answers.

Today, various Question Answering systems have been developed that are
different based on four dimensions: type of questions to accept (facts, dia-
logue, etc.), source of the answers (unstructured, semi structured, and struc-
tured data), the scope (domain specific or domain independent) and the manner
of adaptability and disambiguation [1].

However, the common objective among new systems is that they can process
natural language questions and look for the search intent and contextual mean-
ing of query words, to deliver more concise and accurate answers. The former,
needs advanced Natural Language Processing (NLP) techniques while the latter
requires semantic search.

Semantic search uses semantics, or the science of meaning in language, to
produce highly relevant search results. In most cases, the goal is to deliver the
information queried by a user rather than have a user sort through a list of

Answering engine for sports statistics Page 6
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loosely related keyword results [31].
Question Answering systems which perform semantic search, are called se-

mantic QA systems, and are powered by Semantic Web technology which was
proposed by Tim Berners Lee in 2000. Kamath et al. (2013) declare that “the
Semantic Web is an extension of the current web that allows the meaning of
information to be precisely described so that Web content can be automatically
processed by machines”. They emphasize that “all Semantic Web technologies
are built on the strong foundation of XML (eXtensible Markup Language) stan-
dardized by W3C. Through XML, it has become possible to transfer data be-
tween systems as diverse as databases, Web services, semantic knowledge bases
or end user applications in one common file format. Yet, XML by itself defines
just the abstract syntax, the makeup of the information. It does not sufficient
to convey meaning or the semantics of the structure of the data. The backbone
of the Semantic Web is said to be the ontologies. Ontologies formally represent
knowledge as a set of concepts within a domain, and the relationships among
those concepts” [17].

In the following sections, more details about ontologies, Semantic Web as well
as its architecture and technologies, and Linked Data that makes the Semantic
Web a reality, are provided.

2.2 Ontology
Ontologies, which are formal specification of the terms in the domain and rela-
tions among them [15], play important roles in different fields of studies. In re-
cent years, ontologies have become common on the World Wide Web (WWW).
The ontologies on the Web, range from large taxonomies -ways of grouping
things in hierarchical manner- categorizing websites (such as on Yahoo) to cat-
egorization of products to order and sell (such as on Amazon.com). WWW
Consortium (W3C) is using ontology languages to encode knowledge on web
pages in machine-understandable form to search for information. In many dis-
ciplines, domain experts develop standardized ontologies to share and annotate
information in their fields [22].

SayedSayed and Muqrishi (2016) also emphasize on the importance of ontol-
ogy in creation and management of knowledge in the Web. More clearly, they
declare that “ontology provides shared knowledge which are rich in semantics
and can be understandable for machines. Moreover, it is proposed as a solution
for the problems that arise from using different terminologies to refer to same
concept or using the same term to refer to different concepts” [28].

The rest of this section, defines the concept of ontology, describes its com-
ponents, levels, and clarifies the relationship between the ontology and the Se-
mantic Web.

Answering engine for sports statistics Page 7
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2.2.1 Ontology definition
Navigli (2016) mentions that the concept of “ontology” is originated from the
field of Philosophy. Ontology in this field, refers to the study of the nature of be-
ing, general existence or reality as well as fundamental classes and relationships
of existing things. Gruber who was the first to introduced the term “ontology”
to computer science, defines an ontology as “a formal and explicit specification
of a shared conceptualization” [26]. Berneres-Lee (1999) clarifies this definition
such that “ “shared” means the information described by ontology is commonly
accepted by users; “explicit” requires the precision of both concepts and their re-
lationships clearly defined; “conceptualization” is referred to an abstract model
of a phenomenon” [4].

2.2.2 Degree of formalization in an Ontology
In the applications that use ontologies, different degrees of formalization in an
ontology, are considered. Navigli (2016) introduces six levels for degree of for-
malization in ontologies changing from least to the most formalized knowledge
resource:

• Unstructured text: just a text string with no structure.

• Terminology: a set of terms expressing concepts for a domain of interest.
(e.g. “racing driver”, “sports team”.)

• Glossary: a terminology with textual definition for each term. (e.g. A
“racing driver” is an athlete who participate in motor sport races.)

• Thesaurus: provides information about relationship between words like
synonyms and antonyms. (e.g. “first driver” is synonym of “winner”.)

• Taxonomy: a hierarchical classification of concepts. (e.g. “Formula One
racer” is a racing driver and “racing driver” is an athlete.)

• Ontology: A fully structured knowledge model, including things, their
properties, and their relationship to other [26].

2.2.3 Ontology components
An ontology is composed of the following building blocks:

• Concepts (also called classes or types); are the core components of most
ontologies. They represent meaningful groups of individuals that share
common characteristics. (e.g. “Person” is a class of all people.)

• Instances (also known as individuals or objects); are the basic ground level
of ontologies. They may model concrete objects like people, machines as
well as abstract objects such as articles, occupation, etc.

Answering engine for sports statistics Page 8
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• Relations; describe the way instances or individuals relate to each other.
Three kinds of common relations are used in ontologies:
1. The “is-a” relation (also called subclass-of or type-of) defines which
objects are classified by which class. “Taxonomy” is a kind of ontology
whose relations between concepts are all this kind. (e.g. A “sports event”
is a subclass of a “social event”.)
2. The “instance-of” relation which connects each instance to the concepts
that represents its abstract counterpart. (e.g. “Germany” is an instance
of “Country”.)
3. The “has-a” or “has-part” relation (also called meteorology relation)
that represents how objects combine to form composite objects. (A “racer
driver” has a team.)

• Attributes (or properties); represent relations intrinsic to specific concepts
(e.g. “name” and “birth date” of a person.)

• Restrictions on relations; are formally stated descriptions of what must
be true for some assertion to be accepted as input. (e.g. The “has-parent”
relation can connect only instances of the human concepts.)

• Rules and axioms: declarations in logical form that encode the overall
theory that the domain ontology describes.

• Events which describe the changing of attributes or relations [23].

2.2.4 Levels of an ontology
Navigli (2016) shows that depending on the degree of formalism, ontologies are
classified to four sections:

1. “Top-level ontology” (also known as “upper ontology”); consists of general
concepts and relations that are shared in all domains of interest. Accord-
ing to Navigli, “upper ontologies support semantic interoperability among
many specific-domain ontologies by providing the most general concepts
structured in hierarchy and optionally associating general rules and ax-
ioms about those concepts”. SUMO is among the several upper ontologies
that have been proposed. It includes more than 1000 concepts and about
4000 relations between them.

2. “Middle or general-purpose ontology”; allows more specific concepts usu-
ally encoded in a domain ontology, connect to each other. It is designed to
not only meet the needs of specific community but also provides termino-
logical structure that can share between different communities. DBpedia
knowledge base represents a kind of middle ontology. The DBpedia Ontol-
ogy is a shallow, cross-domain ontology, which has been manually created
based on the most commonly used info boxes within Wikipedia. The on-
tology currently covers 685 classes which form a subsumption hierarchy
and are described by 2,795 different properties.
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3. “Domain ontology” is a collection of vocabularies about concepts and their
relationship in a domain. For instance, an ontology about the domain of
“computer software” would model the “software developer” meaning. Uni-
fied Medical Language System (UMLS); is an example of domain specific
ontology which includes a semantic network providing a categorization of
medical concepts [21].

4. An “application ontology” which is developed for specific use or applica-
tion that cannot be shared or used by another community. Application
ontologies depend both on domains and on a specific task of interest and
are typically used when crossing domains [26], such as “The Experimental
Factor Ontology (EFO)” which is an application focused ontology, mod-
elling the experimental variables in multiple resources at the EBI and
open targets. This ontology has been developed to increase the richness
of the annotations that are currently made in resources and to promote
consistent annotation, to facilitate automatic annotation and to integrate
external data [9].

2.2.5 Creation of an Ontology
Navigli (2016) mentions that there are two ways to create an ontology: manually
or automatically. The former, refers to “ontology building” and the latter refers
to “ontology learning”. Building of an ontology usually involves four iterating
steps: analysis of required information; design of the concepts and the relations;
implementation via a specific language, e.g. RDFS or OWL and finally testing
the consistency of the designed ontology.

In contrast, ontology learning does not need to construct an ontology from
the scratch, thus leading to reduce the cost of construction and maintenance,
which often must be performed for a long period. The required steps for learn-
ing an ontology include “term extraction” to acquire domain terms; “taxonomy
learning” in which concepts are hierarchically constructed; “relation learning”
where non-taxonomic relations are learned; “learning of facts and axioms” which
is the final step of learning.

The additional process which must be performed for both two methods is
called “maintenance” which include keeping the updates, versioning and avoiding
incompatibility with other ontologies [26].

Up to now, different approaches are used to build ontologies from scratch
and obviously, there is not a general method for building any kind of ontol-
ogy. Martin Dzbor et al. (2005) mention that there are some well recognized
methodological approaches (e.g., METHONTOLOGY, On-To-Knowledge, and
DILIGENT) that provide guidelines to help researchers to develop ontologies
[8].

Among these, we introduce two efficient methodologies which are used as
the main references for creating our ontology. The first one is “METHONTOL-
OGY” which has been considered as a well-structured methodology targeted for
ontology engineers and researchers, introduced by Gomez-Perez, Fernandez and
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De Vicente in 1996. This methodology is based on the experience acquired in
developing an ontology in the domain of chemicals. It also highly recommends
the reuse of existing ontologies.

“METHONTOLOGY” consists three kinds of activities (Management, sup-
port, and development). The order and the depth in which the activities should
be done is provided with life cycle of the ontology which is shown in Figure 2.1.

Figure 2.1: METHONTOLOGY life cycle [10]

As shown in this figure, scheduling is the first activity that is proposed
to be performed while building a prototype. Then, this cycle moves forward
sequentially through the development activities. Supporting activities as well
as other management activities (control and quality assurance) are performed
during the whole life cycle of the ontology. Figure 2.1 also shows that supporting
activities like the knowledge acquisition, integration and evaluation are greater
during the ontology conceptualization, and they decrease during formalization
and implementation [10]. The following provides a brief description for each
activity regardless of their order:

• Scheduling: to plan the main tasks, arrangement, and specifying required
resources (people, software and hardware).

• Specification: to write answers to the competency questions or providing
intermediate representations for describing the requirements that ontology
should fulfill.

• Conceptualization: to build a conceptual model describing the problem
and its solution.
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• Knowledge acquisition: to capture required knowledge of the domain that
ontology is designed for.

• Reusing existing ontologies (integration): to speed up the construction of
the ontology.

• Implementation: to implement the ontology in a formal language to make
it computable.

• Evaluation: to verify and validate the ontology before making it available
to others.

• Documentation: to document all the steps to easily reuse or modify the
ontology in future.

• Maintenance: to keep updates and avoid from incompatibilities with other
ontologies.

“METHONTOLOGY” proposes “evolving prototype” life cycle which better
fits the ontology life cycle. This prototype lets oncologists to add, remove or
modify the definitions any time of the ontology life cycle [10].

The second methodology is called “NeOn” which is aimed at building of on-
tology networks by covering limitations of methodologies mentioned above and
benefiting from their advantages. It practically, provides more detailed and pre-
cise guidelines for performing each activity of ontology building and facilitates
building ontologies for software developers and ontology practitioners. NeOn
methodology places important emphasis on reusing and re-engineering of both
non-ontological resources (e.g. Glossaries, Dictionaries, Lexicons) and ontolog-
ical resources (e.g. existing ontologies, ontology modules, design patterns) [8].

2.2.6 Ontology applications
There are several applications, in need of structured-knowledge, that benefit
from ontologies. Question Answering systems and the Semantic Web are among
these applications that take advantage of ontologies.

Ontology based QA systems accept NL queries and a given ontology as in-
put, and return answers drawn from one or more Knowledge bases that subscribe
to the ontology. Therefore, they do not require the user to learn the vocabu-
lary or the structure of the ontology. They vary in two main aspects: (a) the
degree of domain customization they require, which correlates with their re-
trieval performance, and (b) the subset of NL they are able to understand (full
grammar-based NL, controlled or guided NL, pattern based) [7].

Figure 2.2 lists several examples of ontological QA systems as well as their
used techniques in processing the questions.

Answering engine for sports statistics Page 12



CHAPTER 2. BACKGROUND Spring 2017

Figure 2.2: Ontological Question Answering Systems [7]

Ontologies have also become one of the main components of the Semantic
Web- the web of data in which data can be understandable to machines. Webber
(1997) discusses that the Semantic Web is based on the idea, common to the
fields of Information Systems and Knowledge Management, that knowledge can
be represented by a mapping of entities (things), their properties and their rela-
tionship to each other. It uses the tools of Information Systems and Knowledge
Management, namely, “ontologies” and local specifications of entities and their
properties, to achieve this [39]. Navigli (2016) outlines, “ontologies are consid-
ered as backbone of the Semantic Web. In fact, ontologies model knowledge to
semantically annotate web pages, perform semantic search and create software
agents that can understand user need” [26].

The next section, provides an overview of the Semantic Web and its relevant
concepts.

2.3 Semantic Web
As mentioned briefly in the previous section, keyword based search techniques
cannot answer correctly to the questions when there are various meanings of
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identical concepts. Therefore, semantic search is employed to solve this problem
by understanding the intention of user and the meaning of the concepts in the
search query. The use of semantic technologies has improved search performance
and accuracy by taking in to account the intent and conceptual meaning of the
terms in query and data space where the answers originate from. The Semantic
Web underpin these semantic technologies [38].

Web of data or Semantic Web, known as WEB 3.0, is a collaborative ef-
fort led by World Wide Web Consortium (W3C) with participation from many
researchers and industrial partners. The goal of these efforts is to make web
more understandable for machines. In the current Web, machines cannot derive
meaning from the web contents (HTML documents), however in the Semantic
Web, according to Bizer’s definition in 2009, “information are given well-defined
meaning, thus enabling machines and people work better in cooperation” [5].

2.3.1 Definitions of the Semantic Web
The term semantic implies “meaning” or “relating to the meaning or interpre-
tation in language or logic”. The Semantic Web is commonly described as the
process for giving meaning to the web, or making the web understandable to
machines [38].

Berners-Lee in statement of his dreams indicates that the meaning of data
on the web can be discovered not only by people but also with computers. He
believes that the Semantic Web, in which the web content is meaningful to
computers, can assist the evolution of human knowledge [4].

The Semantic Web as a concept is defined from different perspectives; W3C
(2001), has a machine-readable data view. They consider the Semantic Web as
a vision: “the idea of having data on the web defined and linked in a way that
it can be used by machines not just for display purposes, but for automation,
integration and reuse of data across various applications” [37].

Passian (2004) mentions different views regarding the Semantic Web. For
example, Anutariya (2004) believes that the Semantic Web improves web search
capabilities when it will be possible to access web resources by content rather
than just by keywords.

Another view is defined by Euzenat (2004) who focuses on better annotation
aspect. He states that ”the idea of semantic web, supplies the informal web as
we know it with annotations expressed in machine-process able form and linked
together.”

Aiding intelligent agents to retrieve and manipulate pertinent information,
forming distributed databases, serving human in knowledge discovery from the
Web; are among the other several views that arise from the Semantic Web
concept [24].

2.3.2 Architecture of the Semantic Web
Tim Berners-Lee -known as inventor of World Wide Web and director of W3C
clearly illustrates the architecture of Semantic Web in the form of Semantic
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Web stack. This stack visualizes the hierarchy of languages, where each layer
exploits and uses capabilities of the layers below. It shows how technologies that
are standardized for Semantic Web are organized to make the Semantic Web
possible. It also shows how Semantic Web is an extension (not replacement)
of classical hypertext web [32]. Figure 2.3 illustrates the components of the
Semantic Web stack.

Figure 2.3: Semantic Web Stack (Tim-Berners-Lee, 2015)

Semantic Web stack consists of three main layers. Low layer includes hyper-
text web technologies which are Unique Resource Identifier (URI) and Charac-
ter Set (Unicode). URIs are used to distinguish physical or abstract resources
(things) from each other and Unicode is served to represent and manipulate text
in many languages.

Immediately on top of that, XML (Extended Marked-up Language) is rep-
resented as a language which encodes documents in a structured format and
readable for machines.

Middle layer consists of Semantic Web technologies; Both RDF (Resource
Description Framework) and RDFS (RDF Schema) are formed based on XML
syntax. RDF adds semantics to data which is structured by XML. RDF is a
standard model of data interchange on the web which creates statements about
resources in a form of triples (Subject, Predicate, Object).

RDFS is the basic schema language, which provides terminological knowl-
edge for RDF in the form of classes and property hierarchies and semantic inter-
dependencies. OWL (Web Ontology Language) at higher level of the stack, uses
the RDFS syntax to represent more complex knowledge even the one which is
only implicit in the domain of interest. OWL is a fully structured knowledge
model including concepts, relations of various kinds and possibly rules and ax-
ioms [26].

SPARQL is a Semantic Web standard for querying RDF-based information
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and for representing the results.
Alongside OWL, we have RIF (Rule Interchange Format) aimed at develop-

ing web standard for exchanging rules among disparate systems especially on
the semantic Web applications. It allows describing relations that cannot be
directly described using description logic used in OWL.

The top layers of stack (Logic, Proof, and Trust), deal with the logical and
semantic validation of ontologies that are still ideas and should be implemented
to realize the Semantic Web.

Moreover, cryptography layer covers most layers from bottom to top of the
stack which ensures and verifies the Semantic Web statements come from trusted
sources. “User Interface” and “Applications” constitute the final layer that en-
ables human to use Semantic Web applications [32].

In the next section, the important Semantic Web technologies like RDF,
RDFS and OWL are discussed.

2.3.3 The Semantic Web technologies
Rudolph et al. (2009) declare that “the Semantic Web has been conceived as an
extension of the World Wide Web that allows computers to intelligently search,
combine and process Web content based on the meaning that this content has
to humans. In the absence of human-level artificial intelligence, this can only
be accomplished if the intended meaning of Web resource is explicitly specified
that is process able by computers”.

For this reason, they believe that “it is not enough to store data in a machine-
process able syntax-like every HTMP page- but it is also required that this data
is provided with a formal “semantics” that clearly specifies which conclusions
should be drawn from the collected information. Semantic technologies have
been developed to address this requirement”. Semantic technologies such as
RDF, SPARQL, OWL, etc. enable people to create data stores on the Web,
build vocabularies, and write rules for handling data [25].

RDF

The Resource Description Framework (RDF) is a formal language for modelling
and representing information resources as structured data. The goal of RDF is
to implement the vision of the Semantic Web in which web resources annotated
with semantics, are easily understood by machines [26].

Basics of RDF

An RDF document, describes a directed graph, i.e. a set of nodes (subject or
object) that are linked by directed edges (predicates). Both nodes and edges
are labeled with identifiers (URIs) to distinguish them [25]. Figure 2.4 shows
a simple example of a graph of two nodes and one edge. It represents that the
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“first Race” of “Lewis Hamilton” was “Belgian Grand Prix” which occurred in
year 1991.

Figure 2.4: A simple RDF graph describing the relationship between the race
driver and the GP race

dbo: is an abbreviation for “http://dbpedia.org/ontology/” which means
“first Race” is a label defined at this http address.

Unlike XML documents, RDF information is not encoded in tree structure
but in graph structure. Rudolph et al. (2009) introduce three reasons behind
that; first, a graph consists of resources related to other resources, with no single
resource having any intrinsic importance over another; while an XML document
with a tree structure, typically contains nodes of information each with a parent
node and at the root of the document is the highest-level node, which has no
parent.

For example, the relationship between the driver “Lewis Hamilton” and the
“Belgian Grand Prix” is a kind of information that does not in any obvious sense
belong hierarchically below either of the resources. Another reason they men-
tion for graph structure of RDF, is the fact that “RDF was intended to serve
as a description language for data on the WWW and other electronic networks
and in these environments, information is typically stored and managed in de-
centralized ways and it is very easy to combine RDF data from multiple sources.
Moreover, related information items in trees might be separated by the strict
structure: even if two XML files refer to the same resources, related information
is likely to be found in very different locations in each tree. Therefore, Graphs
in RDF are better suited for composition of distributed information sources”
[25].

Names in RDF: URIs

RDF uses so-called “Uniform Resource Identifiers” (URIs) as names to clearly
distinguish resources from each other. URIs are a generalization of URLs (Uni-
form Resource Locators), i.e. of Web addresses as they are used for accessing
online documents. URLs are valid URIs and indeed can be used as identifiers
in RDF documents that talk about Web resources, however in numerous other
applications the goal is to exchange information about different kinds of objects
not about web pages.
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In general, this might be any object like books, places, people, events, re-
lationship among such things or all kinds of abstract concepts that has a clear
identity in the context of a given application. Such resources can obviously
cannot be retrieved online and hence their URIs are used exclusively for unique
identification [25].

As shown in Figure 2.4, nodes, and edges in RDF graphs both are labeled
with URIs to distinguish them from other resources.

Data values in RDF: Literals

Data values in RDF are represented by so-called “literals”. These are reserved
names for RDF resources of a certain datatype. A sequence of characters gen-
erally describes the value of every literal. The interpretation of such sequence
is then determined by a given “datatype”.

Knowing the datatype is crucial for understanding the intended meaning:
the character sequences “42” and “042”, refer to the same natural number but
to different text strings. On the other hand, there are literals with no datatype.
Such “untyped” literals are always interpreted as text strings. An example of
untyped literal is shown in Figure 2.5 where the driver’s name is described as a
simple text string [25].

Figure 2.5: A simple RDF graph with literal for describing data value

“dbp” is an abbreviation for this address: “http://dbpedia.org/property/”
As can be seen in Figure 2.5, when drawing RDF graphs, rectangular boxes

are used to distinguish literals from URIs which are shown by oval shapes.
Another special trait of literals is that they may never be the origin of edges in
an RDF graph. In practice, it means that we cannot make direct statements
about literals. Moreover, it is not allowed to use literals as labels for edges in
RDF graphs, since it is hard to see what could be intended with such a labeling.

Syntax for RDF

Rudolph et al. (2009) mention that there must be specific syntax formats for
RDF graphs. They reason that “the way of representing RDF in diagrams
is easy to read and still precise, yet it is not clearly suitable for processing
RDF in computer systems. Practically relevant data sets with thousands or
millions of nodes obviously cannot be stored and communicate in pictures.”
They declare that “there are different ways of representing RDF by means of
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character strings that can easily be kept in electronic documents. This requires
splitting the original graph into smaller parts that can be stored one by one.
Such a transformation of complex data structures into linear string is called
“serialization” “[25].

Triple serialization

In this way of representation, each edge corresponds to an “RDF triple”. There
are three distinguished parts in each edge; they are called “subject”, “predicate”
and “object” respectively. “Subject” node denotes the resource being described
and is represented by a URI. The edge (also called “predicate”) denotes a prop-
erty of the subject or a relation between the subject, and the object. The
predicate is generally a term from a well-known vocabulary or ontology repre-
sented by a URI. The node “object” denotes the value of a property or another
resource which is the target of the relation.

For instance, from Figure 2.4 and Figure 2.5 we distinguish these three parts
as following shown in Table 2.1.

Subject Predicate Object
dbr:Lewis Hamilton dbo: first Race dbr:1991 Belgian Grand Prix

dbr:Lewis Hamilton dbp: name “Lewis Hamilton”

Table 2.1: Sample triple statements in RDF

Turtle, N3 and N-triples are triple syntax formats that were developed for
RDF. N-triples is a less complicated part of N3 as possible syntax for RDF which
is very simple, easy to parse, has a line-based format and is not as compact as
Turtle.

An example of N-triples format of RDF document including three sentences
is shown in Figure 2.6. In this example, URIs are abbreviated using prefixes of
the form “prefix” and are no longer enclosed in angular brackets.

Figure 2.6: A sample RDF document with N-Triples format

In addition to Triple representation which is more suitable for human use,
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in practice, there is a main syntax for RDF known as “RDF/XML” which Many
programming languages offer standard libraries for processing it.

This syntax is XML-based serialization and offers several additional features
and abbreviations that are convenient to represent advanced features. Figure
2.7 describes the triples from Figure 2.4 and Figure 2.5 in RDF/XML format.

Figure 2.7: A sample RDF/XML document

2.3.4 RDFS
It is possible to give identity and structure to data using URIs and RDF, but
to add semantic to data, ontology is needed. As described before, an ontology,
represents knowledge as a hierarchy of concepts in a domain using a shared
vocabulary to specify classes (concepts), properties and relationships of those
concepts.

RDF Schema provides basic constructs to define an ontology to specify RDF
real data; it allows to define classes, properties, and their subsuming hierarchies
along with the domain and the range of each property [20].

In RDFS vocabulary, there are elements such as rdfs:class which define
“class” but instances of a class are defined using rdf:type. There are also
elements that define properties via rdf:Property and property restrictions
via rdfs:domain and rdfs:range. hierarchical relationship is denoted by sub
classes and super classes via rdfs:subClassOf and rdfs:superClassOf. Fig-
ure 2.8 presents an example of RDF/XML document stating that “Race Driver”
is a class and subclass of “Athlete” and “Lewis Hamilton” is an instance of this
class and has a “name” property which can accept literal values and all the
instances of class “Race driver” can have the “name” property.

2.3.5 OWL
OWL is the latest standard in ontology languages from the World Wide Web
Consortium (W3C). It is built on RDF and RDFS and provides additional
vocabularies for defining classes and relations.
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Figure 2.8: An example of RDF/XML document using rdfs elements

RDFS suffers from many weaknesses, that leads to an extension to the on-
tology upper layer. For instance, RDFS cannot describe resources in sufficient
details because there are no localized constraints for defining range and domain.
It has also no reasoning support and no cardinality constraints, transitive, or
symmetrical properties [28]. Therefore, OWL was created from the need to
extend RDFS to increase its expressivity, thus adding a consistent number of
constructs useful to better formalize a domain.

To allow usability by various users, OWL provides three increasingly expres-
sive sub-languages: OWL-Lite, OWL-DL and OWL-Full [20].

“OWL Lite” which is contained in two other sub-languages, is decidable,
less expressive and in worst case, it has computational complexity; “OWL DL”
contains Lite version and similarly is decidable but, most software tools fully
support it; “OWL Full” compared with those two sub-languages is very expres-
sive and contains all RDFS, undecidable and hardly supported by any software
tools. It is semantically difficult to understand and work with [25].

2.3.6 SPARQL
SPARQL is the query language of the Semantic Web. It stands for SPARQL
Protocol and RDF Query Language. According to the definitions provided by
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W3C; “SPARQL can be used to express queries across diverse data sources,
whether the data is stored natively as RDF or viewed as RDF via middleware.
SPARQL contains capabilities for querying required and optional graph pat-
terns along with their conjunctions and disjunctions. SPARQL also supports
extensible value testing and constraining queries by source RDF graph. The
results of SPARQL queries can be results sets or RDF graphs” [34].

2.4 Linked Data
Bizer (2008) outlines that “Semantic Web has been brought to being by the ma-
turing of the Semantic Web technology stack and by publication of an increasing
number of data sets according to the principles of Linked Data” [6].

There are different opinions on definition of Linked Data; Tim Berners-Lee,
the person credited with coining the terms “Semantic Web”, believes that Linked
Data is not a separated part and defines it as “the Semantic Web done right”,
however a widely-held view is that the Semantic Web is made up of Linked Data
implying that Linked Data is the parts of the Semantic Web.

Regardless of different interpretations, technically “Linked Data” refers to
data published on the Web in such a way that has explicit meaning, machines
can understand, read, and manage it, external datasets can be linked to it and
it can also be linked to other external datasets [5].

In the following section, a short review of the purpose and principles of
Linked Data as a fundamental part of the Semantic Web is provided.

2.4.1 Why Linked Data
Bizer et al. (2009) believe that traditionally, most structure and semantics of
data is sacrificed, since the published data on the web is mostly available in for-
mats such as CSV, XML, or HTML tables. In the conventional hypertext, Web,
in which users or machines can move from one document to another by using
Hypertext links (typed links), the relationship among documents has remained
implicit, since the concepts (entities) in HTML documents cannot be connected
to the related concepts by typed links.

However, they represent that “in recent years the global information space
has been extended to both linked documents and linked data. As the result of
this evolution, a set of best practices for publishing and connecting structured
data on the Web known as “Linked Data” have been emerged. In this space,
data from diverse domains can be connected and queried; domains such as
people, companies, books, scientific publications, films, music, television and
radio programs, genes, proteins, drugs and clinical trials, online communities,
statistical and scientific data, and reviews” [5].

Linked Data also empowers search engines. Search engines by working on
the Linked Data, can provide sophisticated query capabilities, like “those pro-
vided by conventional relational databases, because the query results themselves
are structured data, not just links to HTML pages, they can be immediately
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processed, thus enabling a new class of applications based on the Web of Data”
[6].

2.4.2 The principles of Linked Data
Berners-Lee (1999) outlines a set of “rules” for publishing data on the Web in a
way that all published data becomes part of a single global data space:

1. Use URIs as names to clearly distinguish things from each other.

2. Use HTTP URIs so that people can look up those names.

3. When someone looks up a URI, provide useful information, using the
standards like RDF.

4. Include links to other URIs, so that they can discover more things.

While HTML provides a means to structure of documents and link docu-
ments on the Web, Resource Description Framework (RDF) provides a structure
for the data on the web and link data with a graph-based data model. Linked
Data employs these standards to publish structured data on the Web and to
connect data between different data sources, effectively allowing data in one
data source to be linked to data in another data source [5].

2.4.3 Linking Open Data project
The most visible example of adoption and application of the Linked Data princi-
ples has been the Linking Open Data project (cloud). The original and ongoing
aim of the project is to bootstrap the Web of Data by identifying existing data
sets that are available under open licenses, republish these in RDF on the Web
according to the Linked Data principles, and interlink them with each other [5].

Figure 2.9 shows an indication of the range and scale of the Linking Open
Data “cloud”, this figure shows main interlinking hubs are data sources such as
DBpedia and Geonames. DBpedia extracts RDF triples from the “Info-boxes”
commonly placed along side of Wikipedia articles, and makes these available on
the Web in RDF to be crawled or queried with SPARQL, whereas Geonames
provides RDF descriptions of millions of geographical locations worldwide. As
these two data sets provide URIs and RDF descriptions for referring to many
entities, many other data sets are using them as the main references, therefore
they have been developed into hubs where an increasing number of other data
sets are connected [5].

2.4.4 Linked Data applications
In addition to publishing and interlinking data sets, there are many applications
that exploit Linked Data.

Linked Data browsers, which allow users to navigate between data sources
by following links expressed as RDF triples; Linked data search engines like
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Figure 2.9: Linking Open Data cloud diagram [29]

Falcons and SWSE that provide keyword-bases search services and similar to
Yahoo and Google are oriented towards human; lookup indexes like Swoogle
which serves the needs of specific applications; domain specific applications offer
more domain-specific functionality by “mashing up” data from various Linked
Data sources. All These services enable humans and machines to locate and
query Linked Data that has been published on the Web [6].

2.5 Knowledge-base QA systems
Referring to the “ontology” Section, like ontologies that can be targeted at either
all domains or a specific domain; QA systems can also be divided in two types
based on the domains of questions:

1. Open-domain QA systems: deals with the questions which are related
to every domain. These systems, mainly have more data available from
which the system extract the answer. It can answer any question related
to any domain but with very low accuracy as the domain is not specific
[19].

2. Closed-domain QA systems: refers to specific domain related questions
and can be seen as an easier task because NLP systems can provide
domain-specific knowledge. It has very high accuracy but limited to single
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domain. The example of such system is medicines or automotive mainte-
nance [19].

QA systems also use two major paradigms of question answering to provide
answers to the questions in different formats; known as IR based question an-
swering and knowledge-based question answering.

IR-based (Information Retrieval-based) question answering mostly rely on a
large amount of unstructured information (like documents, web pages, snippets,
etc.) available on the Web or in specialized collections. They generally answer
the questions in three phases:

• “Question processing” where the answer type (often a named entity e.g.
person or a place) is determined and the query is formulated to send to
the search engine.

• “Passage retrieval” in which the relevant passages (that contain query key-
words) are obtained and ranked.

• “Answer processing” where candidate answers from the passages are ex-
tracted and ranked.

Many open-domain QA systems use this paradigm where the degree of simi-
larity between query and documents is assessed and the candidate answers are
extracted from the most relevant passages. (with highest score of similarity)

In contrast, closed-domain QA systems mostly use the knowledge base paradigm,
since they translate user’s question into a database query, then this query is ap-
plied to the database for providing the answer [2].

The QA systems which make use of knowledge base paradigm, take ad-
vantage of more structured forms of data on the web, like RDF, XML and
relational databases. They answer a natural language question by mapping it
over a structured database. “BASEBALL” (Green et al., 1961) was one of the
earliest question answering systems which developed to answer user questions
about Baseball stats and games from a structured database of Baseball [14].

Knowledge-based QA systems build a semantic representation of the query
(for example using a query language like SQL or SPARQL) to access the required
information in databases of facts. Depending on the scale and complexity of the
application, these databases can be full relational database and quite complex
(e.g. full of scientific or geo-spatial data) which need powerful logical queries or
they can be databases including simple relations, known as triple stores, such as
DBpedia and Freebase which are popular ontologies and build structured data
from Wikipedia articles in format of RDF triples [16].

Like a relational database, one stores information in a “triple store” and
retrieves it via a query language, but unlike a relational database, a triple store
is optimized for the storage and retrieval of triples. In addition to queries, triples
can usually be imported or exported using Resource Description Framework
(RDF) and other formats.
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There is also a more generalized structure than a triple store, known as
“Graph database” which uses graph structures with nodes, edges, and prop-
erties to represent and store data. Graph databases might provide index-free
adjacency, meaning every element contains a direct pointer to its adjacent ele-
ments, and no index look-ups are necessary [35].

Using a graph database as the source of answers in a question answering
system, have several advantages over using a relational database [13]:

1. A graph database generally uses graph structures for semantic queries to
represent and store data. A key concept of the system is the graph, which
directly relates data items in the store. The relationships allow data in the
store to be linked together directly, and in many cases retrieved with one
operation, whereas in relational databases, links between data are stored
in the data, and queries search for this data within the store and use the
“join” concept to collect the related data which is costly for complicated
queries that need complex “join” operations.

2. Graph databases, by design, allow simple and fast retrieval of complex
hierarchical structures that are difficult to model in relational systems.

3. SPARQL is one of the main query languages that is used for querying
RDF data in graph databases and is introduced as one of the components
of the Semantic Web Stack, while for relational database, “SQL” is the
main query language which is not suitable for querying RDF data.
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Chapter 3

Development of the QA
system

In this chapter, we describe the development process of QA system, with focus
on “Ontology Construction” and “Answer Extraction” modules mentioned in the
proposed model in Chapter 1; first, we address the offline stage, where design
of an ontology and its implementation with the help of semantic technologies
and a knowledgeable, are described in Sections 3.1 and 3.2. Then, in Section
3.3, the online stage is addressed where we explain how the “Answer Extrac-
tion” module works and interact with other parts. Lastly, implementation of a
working prototype for the QA system is explained in Section 3.4.

3.1 Design of the ontology
In the development process of the QA system which makes use of semantic
technologies, ontology plays important role from two aspects: first, ontology is
used in the process of interpretation of user question and translation to a formal
query; second, it is used as a structured knowledge model to create a semantic
knowledge-base. This KB can be used as a machine-readable resource for the
system to retrieve the answers.

Regarding the mentioned roles for the ontology in this study and referring
to concepts of ontology and QA systems described in Chapter 2, we consider
the following specifications for the target ontology:

• It should have the most degree of formalization, including things, proper-
ties, and their relationship to other.

• It should be a domain-ontology, as we want to represent knowledge in a
specific domain (Formula One sport).

• As the QA system is targeted at answering the questions in a specific
domain, it is considered a closed-domain system and it is preferred to use
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knowledge-based paradigm for answering the questions. For this purpose,
the ontology can be implemented through a knowledge base of facts to
provide more concrete and precise answers for the system.

In the following, the main steps for design of target ontology are described.
In the previous chapter, we introduced two ways to develop an ontology: “build-
ing” versus “learning” and two methodologies to develop an ontology: “METHON-
TOLOGY” and “NeOn”. For this project, we build an ontology from scratch
and for the process of design and implementation of the ontology, we mainly
follow the steps outlined in the mentioned methodologies.

In the design process, generally METHONTOLOGY approach is used which
introduces the required activities in each step for building an ontology, but for
performing important activities, like specification of requirements and reusing
existing ontologies which METHONTOLOGY does not specify required and
detailed guidelines to perform the tasks; we follow the NeOn guidelines to make
use of its advantages over the other one.

Moreover, similar to the life cycle of METHONTOLOGY, for this project
the “evolving prototype” is chosen as the appropriate life cycle for building the
ontology, in which we can go back from any state to other if some definition is
missed or wrong.

The following sections describe the development process of Formula One
ontology based on these methodologies.

3.1.1 Specification
This activity is a collection of requirements that the ontology should fulfill. The
result of this activity is the Ontology Requirements Specification Document
(ORSD). The following tasks are required to do this activity:

1. To identify the purpose, level of formality and the scope of ontology.

2. To identify the intended users and intended uses.

3. To identify and validate the requirements which the ontology should satisfy
after being formally implemented.

4. Extraction of required terminology for building ontology.

To do Task 1, the potential need for developing a knowledge model in domain
of Formula One sport was specified by consultancy with the supervisor of the
project.

To determine degree of formality in the ontology, we referred to the defini-
tions provided by METHONTOLOGY approach which relate it to the formality
that will be used to codify the terms and their meaning. Uschold and Gruninger
(1996) classify the level of formality in a range of “informal”, “semi-formal” and
“rigorously formal”, depending on whether terms and their meaning are codified
in a language between natural language and a rigorous formal language [36].
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Since the implementation language of the target ontology will be RDFS, the
level of formality will be rigorously formal. To identify the scope of ontology,
we used the questions about domain and scope of the ontology, based on the
“Ontology Development 101” guide. This guide addresses the scope of ontology
by providing answers to the basic questions such as: “What is the domain that
the ontology will cover?”, “For what are we going to use the ontology?”, “Who will
use and maintain the ontology?”, as well as identifying the ontology competency
questions [22].

To do Task 2, through consulting with the supervisor, we specified the target
group and intended uses of the ontology. The results are documented in the
ontology requirements specification document.

To do Task 3, most of the methodologies like “METHONTOLOGY” and
“On-To-Knowledge”, propose the use of competency questions as a useful tech-
nique to gather the ontology requirements. “Competency questions” are defined
as natural language questions that the ontology to be built should be able to
answer.

In this study, it is assumed that the potential users ask for statistical data
about Formula one races, drivers, teams, and seasons. Other kind of questions
like predictive or descriptive ones are not the target questions of our QA system.
In addition, the questions are asked in natural language format in “English”.
Considering these assumptions, we prepared 40 questions for the specification
phase and tried to make them various by addressing different entities or concepts
in the questions in terms of type and number.

Moreover, we prepared questions in a way that range from easy to diffi-
cult. Answer(s) to easy questions can be a simple fact or multiple facts directly
available in Wikipedia tables; while answer(s) to difficult questions often need
statistical calculations on available information in Wiki- tables. For example,
the question Who won the Spanish GP in 2013? is considered “easy” that can
be answered by simple facts directly available in Wiki- table, but the question
Which team has the most wins since 2010? is considered as a difficult question
requiring calculations on the data.

Regarding the points mentioned above for adding variety to the questions,
we classified them in three categories: factoid, list, and aggregation questions.
Factoid questions are the ones that can be answered with simple facts expressed
in short text answers, similarly, list questions can be answered with a list of
simple facts and aggregation questions are more complex questions that can be
answered either with a single fact or a list of facts. A sample list of competency
questions, as well as their answers and categories are presented in Figure 3.1.

In the next step, we tried to validate the competency questions through
consulting with the supervisor and used his recommendation and suggestion to
choose the most appropriate questions regarding the categorizations mentioned
above. The correctness and consistency of the answers are checked by referring
to the available resources on the Wikipedia info-boxes and tables.

To perform Task 4; extraction of required terminology, the main objects in
the domain of Formula One were recognized from the terms used in competency
questions and the answers: drivers, races (Grands prix), seasons and teams.
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Figure 3.1: A sample list of competency questions and answers

Then to extract pre-terminology for instances of these objects, we made use of
the information provided in the Wikipedia info-boxes and tables which is related
to the identified objects in domain of Formula One. This terminology will be
formally represented in the form of concepts (entities), attributes and relations
during conceptualization phase. Examples of the terms related to “Formula one
driver” (racer) are shown in Table 3.1.
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Related terms to Formula One racer
personal Infor-
mation

Formula One Career

name races
birth Date wins
birth Place poles
nationality podiums
occupation championships

fastest Laps
first Win
last Win
first entry
last entry
points
position
season
GrandPrix
team

Table 3.1: Sample terms related to Formula One racer

At the final step of Task 4, using the information sources mentioned above,
we outlined a number of instances of each recognized object and listed them
in Table 3.2. These example objects will be represented as instances in the
conceptual phase.

Objects
Formula One
Racer

Formula One
Season

Grand Prix Formula One
Team

Lewis Hamilton Season 2010 2010 Canadian GP Red-Bull
Mark Webber Season 2011 2011 AbuDhabi GP McLaren
Sebastian Vettel Season 2012 2012 Australian GP Ferrari
Jenson Button Season 2013 2013 Japanese GP Mercedes Benz
Nico Rosberg Season 2014 2014 Monaco GP Williams
Felipe Massa Season 2015 2015 Brazilian GP Renault
Jenson Button Season 2016 2016 Hungarian GP Sauber

Table 3.2: Examples of objects

After fulfilling all the tasks, the output of the Ontology Specification activity
is the Ontology Requirements Specification Document which is presented in
Figure 3.2.

Answering engine for sports statistics Page 31



CHAPTER 3. DEVELOPMENT OF THE QA SYSTEM Spring 2017

Figure 3.2: Formula One Reference Ontology Requirement Specifications Doc-
ument
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3.1.2 Conceptualization
The goal of conceptualization activity is to structure the domain knowledge
in a conceptual model that describes the problem and its solution in terms of
the domain vocabulary which is human readable [10]. The following tasks are
determined for the conceptualization step:

1. To provide complete Glossary of Terms (GT) in the intended domain.

2. To describe GT in a Data Dictionary including concepts, instances, at-
tributes and relations.

3. To describe instance attributes and relations in tables of “Instance at-
tribute” and “Instance relation” and to describe instances in tables of “In-
stances” [12].

4. To build a preliminary conceptual model based on the gathered knowledge
in the previous tasks.

5. To build the extended conceptual model by improving the preliminary
model.

The generated conceptual model allows the final users: (a) to figure out if an
ontology is useful and usable for a given application without inspecting its source
code; and (b) to compare the scope and completeness of several ontologies,
their re-usability and share-ability by analyzing the knowledge expressed in
each Intermediate representation (IR). IR is considered as the result of each
task mentioned above [10].

In this project, all the first four tasks are carried out with the help of DBpedia
ontology and Dbpeida knowledgebase in both Class and Instance levels. The
result of final task will be the modified conceptual model in the domain of
Formula One. The following, describe these tasks in more details:

According to “METHONTOLOGY”, starting point for conceptualization is
providing complete Glossary of Terms (GT) including concepts, instances, rela-
tions and properties. Fernandez (97) states that: “the GT identifies and gathers
all the useful and potentially usable domain knowledge and its meaning” [10].
In this study, many terms of the intended ontology have already been identified
in the document of specification phase (ORSD). The extracted terms in the de-
fined ORSD are mainly driven from Wikipedia articles. There are some strong
reasons behind:

Wikipedia is the most popular online encyclopedia and ranks among the top
ten visited sites [30]. Wikipedia articles consist of different types of structured
data such as info-boxes, tables, lists and categorization data. This structured
data is extracted by the extraction frame work of the DBpedia project and is
turned into a rich knowledge base. The structure of the DBpedia knowledge
base is maintained by the DBpedia user community. Most importantly, the
community creates mappings from Wikipedia information representation struc-
tures to the DBpedia ontology [18]. The DBpedia Ontology is a multi-domain
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ontology that serves as a structural backbone for this data. This ontology was
manually created and has been maintained by the DBpedia team from the FU
Berlin [30].

To speed up the conceptualization activity, we decided to follow the approach
of reusing existing ontologies. “The NeOn Glossary of Activities” defines “on-
tology reuse” as the activity of using an ontology or an ontology module in the
solution of different problems [8]; the problems like design of an ontology-based
answering engine.

To follow this approach, reuse of DBpedia ontology was considered as an
appropriate choice for several reasons; first it is a multi-domain ontology which
provides knowledge in different domains. Domain-closed ontologies such as “For-
mula One ontology” which is intended to provide knowledge of a certain domain
(sports domain) can reuse a part of DBpedia ontology which defines the relevant
concepts (entities) and relations in Formula One domain.

Second, as mentioned above, DBpedia ontology is the one which its state-
ments and definitions are the mappings from Wikipedia articles where the glos-
sary of terms for Formula One ontology was identified. Third, it covers most of
the competency questions which were determined in the specification phase.

Furthermore, accessing to this ontology is easy and free; it does not impose
any time limitation or cost. It is also well documented and provides source of
data freely in different formats of RDF (N3, XML, Json, N-Triples, Jason). As
the target language in implementing of the Formula One ontology is RDFS,
this kind of ready formats can save time in the implementation phase. The
definitions and naming conventions of DBpedia ontology about Formula One
is very similar to the ones that the intended ontology is going to use. Finally,
DBpedia ontology is regarded as a reliable ontology where very well-known
ontologies or projects have been reused it [8].

Next step in conceptualization, is building a “data dictionary” where for
each identified concept in the domain, the ontology builder should fill in the
following fields of the dictionary: concept name, synonyms, description which
provides meaning of the concept, instances of the concept, Class hierarchical
level, Instance attribute and Instance relations which provide relevant properties
that describe the instance of concepts.

Figure 3.3 shows the data dictionary which was built based on DBpedia
ontology in Formula One (F1) domain. The selected concepts (Classes) of DB-
pedia ontology are the ones which are directly related to Formula One category.
In instance level, entities with the same identifier of DBpedia knowledge base
are reused.
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Figure 3.3: Data dictionary in the domain of Formula One (based on DBpedia
ontology)

To perform Task 3, the tables of “instance attributes” and “instance relations”
are provided. Some examples like “podiums” and “distance laps” as attributes
and “(has) first driver” and “(has) pole team” as relations are shown in the
following tables:

Name podiums
Description The Podium is the name given to the

rostrum on which prizes are awarded
to the three highest placed drivers or
teams at the end of a Grand Prix.
“Podiums” refer to the number of times
the driver (or the team) has been
among the three top drivers or teams.

Value type natural
Range of values Non-negative integers
Domain Formula One Racer, Formula One

Team

Table 3.3: Table of instance attribute: podiums
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Name distance Laps
Description It is the distance travelled by a car over

a lap. This distance may vary from lap
to lap as the car takes different lines
over different laps. However, in most
cases, it is the length of the racing line
along the circuit. In DBpedia ontology
number of laps is used as unit of mea-
sure for this attribute.

Value type real
Unit of measure Laps, Km, Mile
Range of values integers
Domain Grand Prix

Table 3.4: Table of Instance attribute: distance Laps

Name (has) first Driver
Description The driver who stands on first position

of the podium (winner of that specific
GrandPrix) is called first driver. The
relation “(has) first Driver” is a relation
between F1 Racer and Grand Prix.

Range of values Formula One Racer
Domain Grand Prix

Table 3.5: Table of Relation attribute: first Driver

Name (has) pole Team
Description In motor sport the pole position is the

position at the inside of the front row
at the start of a racing event. This
position is typically given to the driver
and the car (constructor team) with the
best qualifying time in the trials before
the race. This number-one qualifying
team is referred to as the pole team.
The relation “(has) pole Team” is a re-
lation between the F1 team and Grand
Prix.

Range of values Formula One Team
Domain Grand Prix

Table 3.6: Table of Relation attribute: pole Team

To finalize Task 3, the tables of instances should be listed. In practice,
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duo to the large number of instances, the information about instance attribute
and relations are directly provided in the implementation phase where all these
data are extracted from the reliable sources and represented in RDF formats
in a knowledge base. Figure 3.4 shows an example of table of instance which
describes an instance of Formula One Racer (Sebastian Vettel).

Figure 3.4: Table of Instances: Sebastian Vettel

In Task 4, the goal is to build a preliminary conceptual model based on the
gathered knowledge in the previous tasks of conceptualization activity. RDF
statements (triples) and RDF graphs are the proposed techniques to formally
structure and visualize this knowledge. As mentioned before, RDF statements
are triples of the form “subject, predicate, object” to describe the resources; and
RDF graphs are used to visualize RDF statements easily for human use. They
consist pairs of nodes (subject and object) connected by an edge (predicate).

To do Task 4, we reused the RDF triples available in the documentation
of DBpedia’s website, which were related to the knowledge gathered in data
dictionary and other tables. We divided these triples into three parts and drew
RDF graphs regarding to these parts.

In the first part, we considered the RDF triples about the part of the knowl-
edge in Data Dictionary including Formula One Classes, instance relations and
attributes. The resulted RDF graph from these triples is shown in Figure 3.5.
This graph of DBpedia ontology in domain of Formula One, is called “prelimi-
nary conceptual model”, designed for Formula One domain.

In this RDF graph which is based on DBpedia ontology, the “subject” and
“object” parts of an RDF triple are represented by the DBpedia resources- “class”
in the ontology refers to the set of resources of a specific type- and “predicate”
part which defines the property for the subject, is represented by the “attribute”
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Figure 3.5: Preliminary conceptual model of Formula One domain based on
DBpedia ontology

or “relation” in the ontology. The object part can be “literal” as well. All the
parts of RDF triples should have a unique identifier (URI) except for the time
when object is a literal and is not a resource. These URIs in the Figure 3.7 are
abbreviated using “dbo” and “xsd” which are summarized form of theses URIs:

• http://www.dbpedia.org/ontology

• http://www.w3.org/2001/XMLSchema#

In the second part, RDF statements about hierarchical structure of DBpe-
dia’s classes, were considered to visualize. As can be seen in Figure 3.5, the main
concepts (classes) from DBpedia ontology that are directly involved in Formula
One domain: Formula One Racer, Grand Prix and Formula One Team, generally
belong to a large subsuming hierarchy that is formed by 320 classes of DBpedia
ontology and are described by 1,650 different properties [18]. Figure 3.6 depicts
the hierarchical relations of the main Formula One classes with other classes of
DBpedia ontology as well as sample properties that describe the instances of
these classes.
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Figure 3.6: Snapshot of a part of DBpedia ontology with focus on Formula One
classes

In the third part, the RDF triples to represent knowledge in instance level
were chosen to visualize in an RDF graph. The sample instances of Formula One
Classes as well as their attributes and relations’ values are shown in Figure 3.7.
Similar details that are provided during the previous task in table of Instances,
such as type of the property, range, and domain, can be seen in this graph.
These terminological knowledge (RDFS/OWL) can be seen in the middle and
top parts of the graph and assertion knowledge (RDF) is expressed at the bottom
part. The details about ontology language (RDFS elements) are provided in the
next section (Implementation phase).
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Figure 3.7: Snapshot of a part of DBpedia ontology with focus on Formula One
instances

In the next step, the terminological knowledge represented in the preliminary
model should be evaluated. The goal is to determine how much this model
can fulfill the requirements specified in the specification phase?, which kinds of
competency questions it cannot provide answer for? and what are the missing
parts?

Reviewing the preliminary conceptual model based on DBpedia ontology
and competency questions specified in the specification phase, led us to this
conclusion that some questions cannot be directly or indirectly answered using
this model. These questions are listed below:

• Questions about Grands Prix in which the round number of a race in a
season, its exact location (Grand Prix circuit or the name of race track)
and its exact date is questioned.

• Questions about the Formula One Racer (driver) that look for the infor-
mation about the years that the athlete (driver) was active in Formula
One races; about the teams that he participated in, during different sea-
sons; about the points and the position that the driver gained in different
seasons.

• Questions that are intended to find statistical information about one spe-
cific Formula One season like which driver or team was the champion of
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that season, which Grands Prix, teams and drivers participated in that
season?

• Statistical questions about a Formula One team like the number of wins,
champion titles, fastest laps, pole positions and the drivers who had con-
tract with them during different seasons.

To modify the current model to be able to answer these kind of questions, two
classes for defining Formula One season, race circuit and a number of properties
for different objects are considered to be added to this model.

To represent this complementary knowledge, we expressed them in a struc-
tured format, using RDF triples: <subject><predicate><object>. (For sim-
plicity in writing, the prefixes in triples are ignored). Then they are visualized
using RDF graph and added to the current model to build the optimized con-
ceptual model. These proposed solutions in form of RDF triples, are listed
below:

• Introducing “Formula One Season” and adding predicates to the instances
of this class such as: “constructors Champion”, “drivers Champion”, “races”,
“started In” and “season Date” to provide information about the champi-
ons, place, date and number of races in each season. The example triple
below, introduces F1 Season, and shows the information about the in-
stance “2010 Formula One Season “:
<F1-Season><type Of><F1-Class>

<2010-F1-Season><type Of><F1-Season>

<2010-F1-Season><constructors Champion><Red-Bull-Racing>

<2010-F1-Season><started In><Bahrain>

<2010-F1-Season><season Date> 2010

<2010-F1-Season><drivers Champion><Sebastian-Vettel>

<2010-F1-Season><races> 19

• Completing information about “Grand Prix" by introducing a new class
named “Formula One Circuit” and adding several new predicates to all
instances of “Grand Prix”. For example, the predicates that are listed in
triples below for the instance “2010 Australian Grand Prix”, can provide
information about the season, round number of GP, circuit name and the
exact date and place of the race.
<Formula-One-Circuit><type Of><F1-Class>

<2011-Australian-Grand-Prix><part Of><2011-F1-Season>

<2011-Australian-Grand-Prix><race Of Season> 1

<2011-Australian-Grand-Prix><circuit><Melbourne-Grand-Prix-Circuit>

<Melbourne-Grand-Prix-Circuit><type Of><Formula-One-Circuit>

<2011-Australian-Grand-Prix><race Date> 27 March 2011

<2011-Australian-Grand-Prix><hosted In><Australia>
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• Completing information about “Formula One Racer” class by adding sev-
eral predicates to all instances of this class. For example, the predicates
like “has Contract” and “has Records” for the driver “Sebastian Vettel”
can provide statistical information about the driver’s membership in dif-
ferent teams during certain seasons and statistical information about all
the records that the driver gained during different seasons, respectively.
These records include number of races, wins, fastest Laps, poles, podiums,
points, positions that a driver gained in a specific season. In addition, two
more predicates were added to determine the first and last seasons each
driver has participated in F1 races.

In the preliminary model, there are some predicates (attributes) with the
same name of these records for the drivers, but these attributes provide
the total number of the records during the whole Formula One Career of
the driver. For instance, from the current model we can figure out how
many times “Sebastian Vettel” was in podium during his whole F1 career,
but we cannot figure out how many times he was in podium in a specific
season. Triples below are some examples from the added part to ontology
about the driver “Sebastian Vettel”.

<Sebastian-Vettel><has Contract><contract-123>

<contract-123><with Team><Toro-Rosso>

<contract-123><in Year> 2007

<Sebastian-Vettel><has Contract><contract-456>

<contract-456><with Team><Toro-Rosso>

<contract-456><in Year> 2008

<Sebastian-Vettel><has records><record-2010>

<record-2010><season><2010-F1-Season>

<record-2010><points> 256

<record-2010><races> 19

<record-2010><fastest Laps> 3

<record-2010><poles> 10

<record-2010><podiums> 10

<record-2010><wins> 5

<record-2010><position> 1

<Sebastian-Vettel><first Season><2007-F1-Season>

<Sebastian-Vettel><last Season><2017-F1-Season>

• Adding predicates to instances of “Formula One Team” class to provide
information about the number of drivers/team ’s champion titles, race vic-
tories, points, podiums, fastest Laps and pole positions which a particular
team has gained as well as the first and latest entries of the team to the
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F1 races, the first and the last wins of a winner team and the number
of races in which it has participated in. The triples below provide theses
information about the team “Red Bull Racing”:
<Red-Bull-Racing ><first Entry><2005-Australian-Grand-Prix>

<Red-Bull-Racing ><last Entry><2017-Russian-Grand-Prix>

<Red-Bull-Racing ><drivers Championships Number> 4

<Red-Bull-Racing ><constructors Championships Number> 4

<Red-Bull-Racing ><races> 227

<Red-Bull-Racing ><wins> 52

<Red-Bull-Racing ><pole Positions> 58

<Red-Bull-Racing ><fastest Laps> 52

<Red-Bull-Racing ><points> 3557.5

<Red-Bull-Racing ><podiums> 135

<Red-Bull-Racing ><first Win><2009-Chinese-Grand-Prix>

<Red-Bull-Racing ><last Win><2016-Malaysian-Grand-Prix>

After applying all the modifications mentioned above, the preliminary model
based on DBpedia ontology was extended to the new conceptual model (new
ontology), designed specifically for domain of Formula One. Figure 3.8 depicts
this optimized model.

Figure 3.8: Conceptual model of Formula One domain based on new ontology
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The empty (blank) nodes in the model represent resources which are anony-
mous. It means (real) URIs or literals are not assigned to them. According to
the RDF standard, these blank nodes are only used as subjects or objects of
RDF triples. They helped us to group sub-properties within a parent property.
For example, we could define sub-properties (detailed records of each driver in
each season) for the “has Records” predicate defined for an instance of “Racer”
class.

3.2 Implementation of the ontology
In this step, we want to convert the conceptual model (F1 ontology) to a
machine-readable format. In other words, all the specified knowledge in the
conceptualization phase, must be collected completely and converted into a
format that can be understandable for machines. Therefore, implementation
activity consists of two main tasks: first, providing (collecting) data for the
specified knowledge in conceptualization phase, second converting this knowl-
edge in machine-readable format and storing it in an appropriate database.

3.2.1 Collecting data
In the first task, we should collect all the required data for the specified knowl-
edge in our ontology. As mentioned before, in the new ontology, we have two
parts of knowledge:

• The part that introduces the classes (entities), along with their subsuming
hierarchies and define properties or relations for each entity with appro-
priate domain and range restrictions. This part is called “terminological
knowledge” of the ontology (also known as schema) that add semantics to
the data (RDF) with the help of an ontology language like RDFS; Resource
Description Framework Schema. This knowledge is mainly visualized in
the new conceptual model (Figure 3.8).

• The part that provides information about the instances of the classes in
domain of Formula One, which is called “assertional knowledge” of the on-
tology where data about instances of classes namely F1 Racer, F1 Team,
Grands Prix, F1 Circuit and F1 Season and Country is presented in stan-
dard data model and all the resources (instances) are given unique iden-
tifiers.

The following sections, introduces the resources where we collected data for
each part separately:

1. Collection of data for schema part: by referring to the new concep-
tual model which demonstrates schema knowledge, for each entity in the model
as well as all the attributes and relations among them, which belong to DBpedia
ontology and are specified by red color in the figure, we collected RDF-data from
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the associated path on the DBpedia official web site: “dbpedia.org/data/[name
of entity or property].ntriples “

Figure 3.9 shows a snapshot of a DBpedia web page including N-triples about
“GrandPrix” entity and the properties whose domains or ranges are defined
by this entity. The highlighted lines, refer to the sample triples which were
extracted by a script, to define “Grand Prix” entity and its related properties in
our ontology.

Figure 3.9: Snapshot of a DBpedia web page including schema triples about
Grand Prix entity

On the other hand, all the data related to defining the entities and proper-
ties of new ontology which were specified by blue color in the conceptual model,
were gathered manually from the Wikipedia articles about Formula One.

2. Collection of data for instances: As Wikipedia is considered a huge
information resource about Formula One, we selected this encyclopedia as the
main source to collect data about instances of entities in Formula One. Except
for “Grand Prix” instances whose information is driven directly from Dbpedia
database, the data about all other instances are driven from Wikipedia tables.
The following sections introduce data resources for defining the instances of
classes in F1: Racer (Driver), Country, Season, Circuit, Team, and Grand Prix.

2.1 F1 Racer and Country

Figure 3.10 shows the Wikipedia table where we collected a list of drivers’
names, the countries where they come from along with the total records in
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their F1 careers. The first and last season where they participated in F1 races,
are also other related data that we collected about drivers (according to the
ontology). All the fields in the table are used to extract values and have been
pointed by the arrows.

Figure 3.10: Snapshot of a Wikipedia web page including names, countries and
total records of drivers

The information about the current team of active drivers (about 98 drivers)
is driven from the table shown in Figure 3.11. The values for the first and last
Grands Prix where drivers won, are provided from the table shown in Figure
3.12. The arrows point at the selected fields for data collection.
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Figure 3.11: Snapshot of a Wikipedia web page including current teams of
drivers

Figure 3.12: Snapshot of a Wikipedia web page including first and last wins of
GP winners (drivers)

In addition, the detailed records of all drivers in every season are collected
from wiki-pages of all Formula One seasons, in the tables where drivers’ stand-
ings are recorded. The big red-line arrow, points at all the fields that were used
for collecting information. Driver’s name and his points are directly extracted
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from the table, but values of other properties like number of podiums, poles,
fastest laps and wins are extracted indirectly from the table after a process is
performed on the cells below the columns of the countries ‘names. The content
of each cell represents the value, background color and font formats.

The numbers/ letters and the background color represent the result (posi-
tion) of each participant driver in a race; “Bold” and “Italic” fonts refer to this
fact that if the driver has been a pole sitter or a fast driver in a specific race.
The yellow-line arrows point at this key information inside and below the “Key”
Table shown in Figure 3.13. The figure shows a sample table from season 2015
with the data explained above.

Figure 3.13: Snapshot of a Wikipedia web page including records of drivers in
season 2015

Finally, the information about the teams that each driver had contract with,
are collected from wiki-tables of F1 seasons where data about participant con-
structors (teams) and drivers are recorded. A sample table in “Season 2014” is
shown in Figure 3.14. The arrows in the figure refer to the selected fields for
extraction of values.
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Figure 3.14: Snapshot of a Wikipedia web page including participant construc-
tors and drivers in season 2014

2.2 F1 Season and Circuit

Figure 3.15 shows a part of a Wikipedia page about a specific season (2012
F1 season) that are used for extraction of necessary data for instances of “F1
Season” and “F1 Circuit” classes.

The table in the figure provides information about start date, round number,
and circuit’s name of each instance of Grand Prix in that season. In addition, list
of champions (teams and drivers) who gained the first position after completing
a F1 season, are provided from the table shown in Figure 3.16.

Answering engine for sports statistics Page 49



CHAPTER 3. DEVELOPMENT OF THE QA SYSTEM Spring 2017

Figure 3.15: Snapshot of a Wikipedia web page including general info. about
season 2012
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Figure 3.16: Snapshot of a Wikipedia web page including champions of all
seasons

2.3 F1 Team

We collected the required statistics about different constructors, according
to the ontology, from a Wikipedia table named “former constructors’ statistics”.
Figure 3.17 depicts the selected fields of this table (pointed by red-line arrows).
Moreover, the statistics of “2017 constructors” were collected from a similar
table (2017constructors’ statistics).
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Figure 3.17: Snapshot of a Wikipedia web page including total records of teams

Similar to the case of drivers, the list of first and last races where constructors
(teams) won the Grands Prix are gathered from the table shown in Figure 3.18.

Figure 3.18: Snapshot of a Wikipedia web page including first and last wins of
GP winners (teams)
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2.4 Grand Prix

Like collection of data for schema knowledge, all the required statistics ac-
cording to the new ontology about instances of Grands Prix are gathered directly
from the Dbpedia knowledge base which is stored in the Dbpedia official website:
“www.dbpedia.org”. The reason behind is that, Dbpedia extracts information
from Wikipedia which is the main source of data for our ontology and converts
them to structured format (like RDF statements) which is the target format of
our data to be stored in a database.

Figure 3.19 shows a snapshot of a DBpedia web page including N-triples
that define the instance of “2014 Canadian Grand Prix” in terms of specified
properties and relations in our ontology. The highlighted lines, refer to the
sample triples which include the required data about this instance.

Figure 3.19: Snapshot of a Dbpedia web page including sample triples about an
instance of GP for extraction

3.2.2 Developing a knowledge base
In this step, we want to convert the collected data from the previous step to
RDF-statements and store them in an appropriate database. For this purpose,
several Python scripts are used to collect data for both schema and instances,
from the mentioned resources (Wikipedia HTML tables and DBpedia pages).
These scripts after extraction of the required data, convert the non-triples data
to RDF statements. As mentioned before, there are several serialization formats
for storing RDF statements in electronic documents (e.g. Turtle, N-Triples,
RDF-XML, etc.). In this study, we used “N-Triples” standard which is very
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simple, easy to parse and has a line-based format. In the final step, all the
provided triples are saved in N3-files and stored in a database to construct a
knowledge base. This process is summarized in Figure 3.20.

Figure 3.20: Process of making RDF triples and storing in a database

The database that we used to store triples is a kind of graph database known
as “Ontotext GrapDB”. GraphDB is a Database engine, based fully on Semantic
Web standards from W3C: RDF, RDFS, OWL and SPARQL. For this study,
free version of GraphDB was used for storage of data which is a database engine
for small projects.

To easy access to the RDF triples, we stored each part in a separate path (di-
rectory) of the knowledge base. The schema part was stored in a directory with
the same name “schema” and the triples about instances of the F1 classes were
stored in their corresponding directories namely “seasons”, “drivers”, “teams”,”
Grandsprix”,” circuits” and “countries”.

A snapshot of RDF N-Triples stored in the “schema” and “Grandsprix” di-
rectories of “Ontotext GrapDB”, are shown in the Figures 3.21 and 3.22 respec-
tively. The first one, shows data about the class of “Sports Event” which is super
class of “Grand Prix” in DBpedia ontology along with some related properties
to “Formula One Racer” and “Grand Prix” classes and their restrictions.
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Figure 3.21: Snapshot of GraphDB including schema triples

Figure 3.22, represents triples about one instance of the class “Grand Prix”
namely “2011 Australian Grand prix”. As can be seen, for the given resource
(subject), all the properties below the “predicate” column, are given values below
the “object” column which are either entities (resources with URIs) or literals.

Figure 3.22: Snapshot of GraphDB including triples of an instance of Grand
prix
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3.3 Extraction of answers
In this section, referring to the general model of QA system pictured in Chapter
one (Fig 1.1); we present an overview of how the ontology and the knowledge
base in online and offline stages, provide the QA system with necessary knowl-
edge to return the result to the user.

Using the user interface, the question in natural language is sent to the
“Question Processing” module. Referring to Blaauw’s report, the overall goal
of this module is to interpret the NL question and convert it into a SPARQL
query which is used for retrieving data in the knowledge base. The “Question
Processing” module uses well known methods for NLP such as Part-of-speech
tagging, chunking and lexical lookups. It also recognizes and maps "Named
Entities" like people or organizations based on defined resources and phrases
in the ontology. Finally, it generates queries through a greedy approach and
selects the one which yield the expected correct result and send it to “Answer
Extraction” module.

In this module, the generated query is searched against the prepared knowl-
edge base and extracted answer is sent to the “Answer Preparation” component
where the RDF-answer is converted to exact answer in NL format and if the
RDF-answer is a kind of resource which has a specific URI like a driver’s name,
the “label” of the resource is retrieved and is prepared as a linkable text to the
“http” address of the resource in Wikipedia.

The answer is finally returned to the user via the “GUI” module as well as all
the data that are used for processing the answer in a “web-form” structure. This
processed data consists of different parts corresponds to the outputs of several
components in the pipeline of "Question Processing" like the mapped phrases,
recognized entities and SPARQL queries.

3.4 Implementing a prototype
The following section, presents a working prototype for the system that is imple-
mented to represent all the functionality of the QA system. For this purpose, all
the QA modules, are implemented through a software program which performs
all the tasks for processing the questions and generation of the results.

In addition, the program provides a web interface, consisting of one web
page with a search box, where the user can enter the question and receives the
answer. This interface also has a simple possibility for fault handling through
checking “empty input”.

The framework of prototype is constructed using Flask version 0.12, a micro
web framework written in Python. With Flask, both the back-end (modules
for providing answer) and the front-end (web interface) of the program is con-
structed through a combination of python code and common HTML syntax,
where it is possible to include python code inside the HTML code. Figure 3.23
shows a picture of user interface while typing a question.
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Figure 3.23: User interface of the QA system while typing a question

The user is free to ask his/ her own questions; by clicking on “Ask” button
or choose a random question out of a prepared list from the system by clicking
on a “Refresh” button. All the questions in this list are answered correctly by
the system and have been checked before. The usability of the sample questions
is to provide users with ideas and tips about what type of questions usually can
be asked from the system. Users are also free to modify the sample questions.
Figure 3.24 shows the user interface after hitting the “Ask” button and receiving
the answer as well as the other information as “evidence”.
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Figure 3.24: User interface of the QA system after hitting the Ask button
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Chapter 4

Evaluation

In this chapter, first we provide statistical information about the ontology and
the knowledge base in Section 4.1 and then in Section 4.2, we explain the ex-
periments which are conducted to evaluate the accuracy of the knowledge base.
Section 4.3 describes how we made use of the results in the evaluation of the
QA system, performed by Blaauw, to study the potentials and limitations of
the ontology and the knowledge base while being used in the QA system.

4.1 Statistical analysis of the knowledge base
In this section, we provide statistical information about the Knowledge base
which reflects what types of knowledge is covered by the ontology and how
much data is available in the KB. The KB contains 81004 RDF triples which
describe schema and instance data of the ontology. Schema triples define the
classes, sub-classes, and properties for the instances of classes as well as the
restrictions for values of the properties (like “domain” and “range”). Instance
data consists of all triples used for defining the instances of classes.

Regarding the instance data, there are 2153 instances in the KB which are
distributed over six classes. Figure 4.1 shows this distribution as the number of
instances per class in the ontology. According to this chart, the highest number
of resources is defined for Grands Prix and drivers, whereas the lowest number
of instances (resources) belongs to “Country” and “F1 Season” classes.
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Figure 4.1: Number of instances in F1 ontology

The large number of resources for F1 races (Grands Prix) recorded in the
KB reveals this fact that the knowledge base covers Formula One races over
relatively a long period of time (67 years). In each year or season, a certain
number of races has been recorded. Since 1950, on average, there have been 15
races hosted in each season. During the past 30 years, the average number of
races increased and reached to a range between 15 and 20 races each season. By
summing up these numbers, we end up with large number of instances recorded
in the KB for Grands Prix (976 instances). The same logic applies for drivers.
During the past 67 years of F1 races, vast number of athletes have participated
in the races (849 drivers).

On the other hand, one could expect that the number of teams would also
be in the similar range as “Grand Prix” and “F1 racer” instances, but teams
do not have an “expiration date” as drivers have. They survive many years.
For example, both Ferrari and Mercedes Benz have competed in F1 races since
1950’s.

Figure 4.2 shows how the number of instances defined for main classes in
Formula One ontology (Grand Prix, F1 Racer, F1 Team) has changed over this
67-year period between 1950 and 2016. As mentioned before, during this time,
we can see a steady rise in the number of Grands Prix, whereas for the number
of drivers, the trend is almost the reversed. Since 1950 up to 1996, the number of
drivers reduced gradually, and since then a considerable reduction in the number
of attendants took place and remained with a little fluctuation until now (around
25 drivers each season). Highest and lowest numbers of participants (drivers)
are recorded for seasons 1950 and 2008 respectively (100 versus 21).
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Figure 4.2: Number of instances per season

Moreover, in Figure 4.2, the graph of “teams” shows slight fluctuations in the
number of participation ranging from 6 to 21 during this period. The highest
number of different constructors that participated in the F1 races is recorded for
season 1977 (21 teams). In contrast, the lowest number is recorded for season
1957 with only 6 entrants. Since 1998 until the present, about 11 teams on
average have participated in the races.

Regarding the schema part of ontology, we determined the percentage of
predicates (properties) that are specifically defined for each sample instance of
F1 classes. The “type” property is common among all instances. The pie chart
in Figure 4.3 shows this information for the main classes: “F1 Racer”, “F1 Team”,
“F1 Season” and “Grand Prix”, where the most statistical information in domain
of Formula One can be represented via the properties and values of resources
that belong to these classes. As no specific property is defined for countries and
F1 circuits in the ontology, they are not included in the pie chart. As we can
see, the large numbers of predicates are defined for drivers and Grands Prix
respectively, since main statistical information belong to these categories.
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Figure 4.3: Percentage of defined predicates for instances of F1 classes

Finally, Figure 4.4 shows the dependencies between the six classes in the
knowledge base. This figure is a snapshot that is taken from the Graph DB
engine where all the ontology’s knowledge is stored. The diagram shows the
relationship between RDF classes, where a relationship is represented by links
between the individual instances of two classes. Each link is an RDF statement
where the subject is an instance of one class, the object is an instance of another
class and the link is the predicate. Depending the number of links between the
instances of two classes the bundle can be thinner or thicker and it gets the
color of the class with more incoming links. The links can be in both directions.
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Figure 4.4: Relationships between Classes in F1 ontology

We can see in Figure 4.4, highest number of both incoming and outgoing
links belongs to “Grand Prix” class, (by 16000 links), in contrast “F1Circuit”
class has the lowest number of links with only 976 incoming links. By clicking on
the “links” icon shown in the figure, we gained more details about the classes that
are related to each F1 class. In summary, “Grand Prix” class has relationships
with all the rest five classes and has most mutual relationships with drivers and
teams. Moreover, Instances of “F1 Season” class have most relationship with
the drivers.

4.2 Measuring the accuracy of the knowledge base
Evaluation of the knowledge base in terms of accuracy, has high importance and
affect in accurate performance of the entire answering engine (QA system), since
this knowledge base, first, is used as the main source for making the lexicons
in “Question Processing” module and, second, as the main source of answers in
“Answer Extraction” module of the QA system.

In this section, we plan to evaluate the accuracy of the knowledge base.
In other words, we want to know how accurate our Knowledge Base (KB) is?
Accuracy has two components, which correspond to the ideas of “precision” and
“recall” in information retrieval.

4.2.1 Measurement of precision
To measure precision, we would like to know whether all the facts present in
the created knowledge base (stored as triples) are correct against the source of
origin. In our study, this source would be Wikipedia which is used as the main
source of data in our KB.
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In practice, since the number of available facts (triples) in our knowledge
base is relatively large and obtaining the entire data is too time consuming,
we decided to select a sample group of triples that can be a representative of
all triples in the KB. To do sampling, we chose random sampling approach.
The precision of the chosen triples, is measured against the corresponding facts
available in Wikipedia pages. This precision can be later generalized to the
precision of the whole knowledge base.

As mentioned in previous sections, the triples in our KB are classified in
two main parts: KB schema and instance data. Before doing random sampling
out of this collection of records, we decided to filter out the triples that are not
the target of the evaluation, because either there is no explicit reference knowl-
edge base that can be used for measuring correctness of them or their accuracy
does not have a high importance in evaluating precision of the knowledge base.
Therefore, the records stored in “schema” directory which include terminologi-
cal knowledge of the ontology; not the statistical data about the instances, are
ignored.

According to the explanation above, to specify target data, we selected the
main directories in the knowledge base that include the instance data: “drivers”,
“Grands Prix”, “teams” and “seasons” to choose samples from. “countries” and
“circuits” directories contain triples that only define “type” of instances and do
not have any predicates to cover the statistical data, thus we removed them
from the target data.

To determine the size of sample, since the distribution of instance data is
not symmetric over the main Formula One classes in the ontology, rather than
choosing equal number of instances per class, we decided to choose more triples
from “F1 Racer” and “Grand prix” classes which include larger number of in-
stances and fewer triples from “F1 team” and “F1 season” classes which contain
smaller number of instances. For this purpose, we chose one-tenth of instances
from each class to make a relatively appropriate sample of 203 instances out of
2030 instances in main classes of the knowledge base. The sample size for each
directory (class) as well as total number of instances in each class are presented
in Table 4.1.

Number of instances
Source Grand

Prix
F1
Racer

F1
Team

F1 Sea-
son

Total

Knowledge
base

976 849 138 67 2030

Sample 97 85 14 7 203

Table 4.1: Number of instances in samples and the KB per class

To perform random sampling, by sending four SPARQL queries to the end-
point of the KB which benefit from “RAND” function for randomization, we
created four sets of samples with the sizes determined in Table 4.1. Each set,
consists of random instances related to each main class (directory). Then, using
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SPARQL queries, we retrieved the related triples to all the instances in each set
of samples. To specify the correct triples, we checked the correctness of triples
in each set, against their associated fact recorded in Wikipedia pages (either in
info-boxes or in tables of information about F1 entities). Finally, we used the
formula below to measure precision values for each class.
“NCT” refers to the number of correct triples in sample set and “NTT” refers to
the number of total triples in sample set.

Precision for each sample set =
NCT

NTT
(4.1)

Table 4.2 shows the results of this experiment:

F1 Class NTT NCT Precision
value

Grand
Prix

2425 2403 0.99

F1 Racer 1275 1248 0.97
F1 team 154 154 1.00
F1 season 42 40 0.95
Total 3896 3845 0.98

Table 4.2: Detailed and total precision values of the samples from the KB

As shown in the table above, the precision value is high for each set of
samples and totally we gained 98 percent precision for the 203 instances that
were chosen out of 2013 instances in the KB.

4.2.2 Measurement of recall
To measure recall, we are interested to know if there are relevant triples in the
ontology that are not present in the KB. In other words, we want to check what
is supposed to be in the KB according to the ontology, and is not there.

Since there are lots of relevant information about all the instances recorded
in our knowledge base, we decided to collect relevant information about only
few instances from each main entity type as a set of samples. To select the
instances, we did not follow a random approach, since we wanted to choose the
properties or entities which might be challenging in terms of “recall”. For this
purpose, we considered factor of “time” to choose various instances, thus we
selected three resources for each entity type from three time periods that F1
races have been hold: “1950-1970”, “1970-1990” and “1990-2016”. The sample
instances are listed in the table below (Table 4.3)
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Sample instances from main F1 classes
Grand
Prix

1965 South African
GP

1982 Swiss GP 2016 Canadian GP

F1
Racer

Alberto Ascari Mario Andretti Robert Kubica

F1
Team

Cooper Shadow Racing
Cars

Scuderia Ferrari

F1Season 1962 F1 Season 1978 F1 season 2015 F1 season

Table 4.3: Sample instances for recall evaluation

To determine the relevant information about a sample instance in a class,
we used the predicates (properties) that are defined for instances of that class
in the ontology. All these properties and their values are considered relevant
information to the instance. Missing information for the sample resource, simply
means lack of relevant predicates or their values for that resource in the KB.

According to the defined predicates for instances of “Grand Prix” class in the
ontology, the direct information about “1965 South African Grand Prix” will be
all the top three drivers and teams (winners, pole sitters, fastest ones) who
participated in this Grand prix as well as the date, host country, circuit name
and round number of this race in season 1965. Moreover, since “1965 South
African GP” is part of “1965 F1 Season” entity, then all drivers and teams who
attended this season can be considered the relevant information to the given
instance. This part was provided in two lists from the Wikipedia pages to
compare with the corresponding information in the knowledge base.

To check the existence of the first part (direct information), we simply looked
them up manually in the knowledge base and compared them with the defined
predicates for each instance of GP in the ontology, but for the second part, we
tried to drive the corresponding information in two lists from our KB by sending
SPARQL queries to the endpoint.

Finally, to check if there are any missing drivers or teams in the resulted
lists, we made a comparison between the two sets of lists that we provided from
Wikipedia and the KB. A similar investigation was performed for “1982 Swiss
GP” and “2016 Canadian GP”.

For the driver “Alberto Ascari”, again according to ontology, the total records
during his F1 career and personal information are considered relevant direct
information Moreover, all the seasons that this driver participated and all the
teams which he had contract with during his F1 career, was considered as the
relevant information.

For the detailed records, for simplicity, we decided to restrict the relevant
information to one specific season. For example, in season 1952, all his records
(number of races, wins, poles, podiums, fastest laps, podiums, position, and
points) as well as the constructor with which entered the races on that season,
are considered the relevant information about this driver. (Detailed records of
the driver in each race of a season are not considered in our ontology, thus they
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are not mentioned as the relevant information.)
Like the case of Grand Prix, we collected the mentioned information above

by sending related queries to the KB, and made comparison with corresponding
data in the Wikipedia table and information box for this driver to find the
missing records (values). This approach was repeated for the other two instances
of drivers.

The relevant information about “Cooper”, would be all the drivers who had
contracts with this team and even became champion by this team, and the
seasons that this team took part. This data is available in “Racing record"
table on the Wikipedia page specific to this team. In addition, general statistics
like number of races, points, poles, podiums, wins and fastest laps which this
team gained during the history of F1 are considered relevant. (The detailed
records of this team in each season or Grand Prix are not addressed in the
ontology, thus they are not considered relevant.)

Like the previous approaches, most of the information mentioned above like
“general F1 statistics” was accessible through direct queries. To specify drivers
who became champion with this team, we used a query in the KB which looks up
the winning drivers of Grands Prix whose first team is “Cooper”. This approach
was repeated for the rest of instances.

At last, for “1962 F1 season” and the other two instances, according to the
ontology, we considered the season date, first host country, number of races
and season champions (driver and team) as the relevant information. In addi-
tion, all drivers and teams who competed in this season can be relevant data
(which is accessible in Wiki-page of the sample season). Then like the previous
experiments, we looked for the corresponding information in the KB.

Table 4.4 shows which relevant information found missing for each instance.
“Missing information” in the table, refers to lack of predicate(s) or the values of
predicates for an instance.
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Sample instance Missing information
1965 South African
GP

8 participant teams in season 1965

1982 Swiss GP 1 participant team in season 1982
2016 Canadian GP Fast team and pole team, distance laps, 2 teams and

4 drivers from season 2016
Alberto Ascari Name and birth date, detailed records, (poles, points,

etc.) in season 1950
Mario Andretti Name and birth date, his team in 1982
Robert Kubica Name and birth date, detailed records in season 2011
Cooper 10 drivers who drove with this team, 2 seasons
Shadow Racing-
Cars

2 drivers who drove with this team, 2 seasons

Scuderia Ferrari 2 seasons this team participated
Season 1962 1 participant team
Season 1978 1 participant driver
Season 2015 —–

Table 4.4: Missing data found for sample instances

The results above show that in all main directories, there are some relevant
data that are missing. To provide recall information in terms of certain quantity,
we defined some variables and calculated their values according to the results
of experiments mentioned above. Table 4.5 shows results of these calculations.
“NRR” refers to the number of relevant predicates for each instance that is
retrieved from the KB. “NRK” refers to the number of relevant predicates for
the instance in the ontology and “recall value” for each instance refers to fraction
of relevant predicates for that instance in the ontology that are retrieved from
the KB. Formula 5.1 shows how recall measure is calculated based on above
definitions and variables.

Recall for each instance =
NRR

NRK
(4.2)
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Sample instance NRR NRK Recall
value

1965 South African
GP

26 27 0.96

1982 Swiss GP 25 27 0.93
2016 Canadian GP 21 27 0.78
Alberto Ascari 14 17 0.82
Mario Andretti 14 17 0.82
Robert Kubica 13 17 0.76
Cooper 13 15 0.87
Shadow Racing-
Cars

13 15 0.87

Scuderia Ferrari 14 15 0.93
Season 1962 6 7 0.86
Season 1978 6 7 0.86
Season 2015 7 7 1.0

Table 4.5: Recall values for sample instances

To calculate the overall recall value for the sample classes, we calculated
the average of recall values of the samples in each class (recorded in Table 4.5).
Table 4.6 shows the results of these calculations. According to the results, within
the sample set from the knowledge base, the most amount of recall belongs
to “Season” category whereas, the least amount of recall belongs to “Racer”
category. (0.90 versus 0.80), and in total, recall rate for the chosen samples
from the knowledge base is 87 percent.

F1 Class Recall
value

Grand Prix 0.89
F1 Racer 0.80
F1 team 0.89
F1 season 0.90
Total 0.87

Table 4.6: Detailed and total recall values for sample classes

4.3 Evaluating design of the ontology
In this part, we wanted to know how well the ontology is designed to help the QA
system to answer the questions correctly. Two approaches helped us to perform
this evaluation: preparing and using a set of base line questions intended to
measure the accuracy of the QA system and an error analysis of the system
after measuring the accuracy of the system.
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As the QA system works based on the ontology, the preparation of base
line questions has been performed as a shared task between Blaauw and me,
but measuring the accuracy of the QA system and analysis of unsuccessful
performance of some “Question Processing” components, have been covered in
Blaauw’s thesis. In this study, we just use the results of the evaluations and
analysis to evaluate the strengths and weaknesses of the ontology and the KB
applied to the system. The following section explains how we prepared the
baseline questions.

4.3.1 Baseline questions
We know that the main objective of the QA system is to provide a system in
a friendly environment to interact with computers in natural language. The
system does not require user to learn any programming language skills, any
structure of a formal query (like SQL or SPARQL) or to know the structure
of the knowledge base, but the user must know something about the Formula
One domain to ask questions about the domain concepts like pole sitters, laps,
podiums, winners, etc.

By considering the assumptions above, we prepared manually, 50 questions
in “natural language” in English that are predicted to be asked from the system
known as “baseline questions”. To prepare this set, we tried to avoid using
keywords in the questions that corresponds to the domain-specific vocabularies.
For example, instead of using “first driver” in a question to address the winner of
Grand Prix, we used an equivalent term like “winner” which seems more natural
to use in everyday language.

To determine the scope of questions and answers, we were inspired by the
competency questions that were used for designing of the ontology, specifically
targeting the domain knowledge of Formula One which is included in our on-
tology/ knowledge base. There are also few numbers of questions in F1 domain
that cannot be answered by the ontology, just to challenge the system to handle
the questions outside its domain.

Moreover, to challenge the system to answer various questions, we made the
questions that look for different resources and properties in the ontology with
different answer types. However, there are few numbers of questions in the set
with similar meaning but different formatting in expression, just to test the
system’s behavior to address these types of questions as well. For instance, the
question Who came in third place in 2014 Grand prix in Italy? is equivalent to
the question Who was the third driver in 2014 Italian Grand Prix?

Two kinds of classifications are considered for setting baseline questions. In
the first one, the questions are classified as factoid and list. Definition of this
classification as well as the number of questions in each category are provided
in Table 4.7. This classification is based on the answer type: a single factoid
answer versus multiple factoid answers.

Answering engine for sports statistics Page 70



CHAPTER 4. EVALUATION Spring 2017

Category of
question

Description Number of
questions

Factoid Questions with Single text answer 35
List Questions with multiple text answers 15

Table 4.7: Categories of questions based on the answers

For each question in the baseline set, we manually created a SPARQL query
that could retrieve the answer from the knowledge base. This could help us
both to check the possibility of retrieving answers from the knowledge base and
providing “ground truth” answers to compare them with the final answers of the
QA system.

For the second classification, we considered the difficulty of questions and
focused on these SPARQL queries. The difficulty of questions is determined
based on the type and number of RDF statements which are used in making
the corresponding SPARQL queries. The terms included in SPARQL queries
are taken from the designed F1 ontology.

Type of
question

Description Number of
questions

Type 1 At most two RDF statements in the SPARQL
query

22

Type2 More than two RDF statements in the query
(Filtering, ordering and setting limitations are
allowed)

15

Type 3 Aggregated queries with grouping, summing,
averaging or counting

10

Type4 SPARQL query is not enough to retrieve the
answer (additional processing is needed)

4

Table 4.8: Types of questions based on difficulty

Based on this classification, in the set of baseline questions, we can consider
the “Type 1” questions as the simplest ones and “Type 4” questions as the most
difficult ones for the system to be processed.

Figure 4.5, represents a sample list of base line questions which shows the
corresponding SPARQL query, type, category, and answer for each question.
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Figure 4.5: A sample list of baseline questions

In this process, we found out that the ontology has the potential to answer all
the defined questions in the set except for “Type 4” questions, but this cannot be
considered a big advantage for the ontology design, because we knew beforehand
which questions could be answered by the ontology and included them in the
set. Stronger evaluation occurs when the ontology is used by the machine (QA
system) to create SPARQL queries. The complex SPARQL queries in the set
of questions, indicate the probable limitations in the design of ontology, for
example there was no simpler relation between two classes or there was not a
property to provide value in an easier way by the query.

The next section, evaluates the design of ontology based on the results of
performance evaluation of the QA system and analysis of errors in answering
the base line questions.

4.3.2 Analysis of errors
Referring to Blaauw’s report, measuring the accuracy of the QA system was
performed in two levels: end-to-end and component levels. In end-to-end eval-
uation, the system was fed by the baseline questions and the final results were
compared to the ground truth. The results showed that the QA system an-
swered 22 out of 50 questions correctly and yields an accuracy score of 40% and
highest score of accuracy belongs to “Type 1” questions which were considered
easy questions. In component evaluation, performance of each component in
pipeline of processing questions, were evaluated, then the probable causes of
weak performance of some components were recognized. More details about
these evaluations are provided in Blaauw’s work.
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During the error analysis, as the focus of this study is on development of
the ontology and the KB, we focused on the problems that were mostly related
to design of the ontology or lack of data in the KB. Eight questions out of 28
problematic questions were recognized in the baseline set, that are related to
these error types. These questions are listed as below:

• Q11.List the teams that participated in the 2015 season?

• Q25. Name a circuit in Spain?

• Q35. List all the drivers who has won the Australian Grand Prix more
than once?

• Q37. List all the teams who have won the Italian Grand Prix more than
once?

• Q41. Who is the youngest driver to become a champion?

• Q42. Who is the youngest driver with more than one win?

• Q43. How many points did Nico Rosberg get in the Canadian Grand Prix
in 2014?

The list below, explains the probable lacks or limitations in the ontology,
related to each question listed above:

• Regarding “Q11”, in schema part of the ontology, the relationship between
individual instances of “Team” class and “Season” class, are not mutual,
instead, they are mostly incoming links which implicitly means that look-
ing up information for team instances relevant to seasons, should start
from seasons (the origin of links) not the teams, thus making the search,
difficult for the system.

• Regarding “Q25”, in schema part of the ontology, there is no direct relation
between a F1 circuit and the country it is located in. The system first
needs to look up the Grand Prix, the hosting country, and the circuit
where the race took place.

• Regarding “Q35” and “Q37”, as mentioned before, “Australian GP” or “Ital-
ian GP” is not defined a separate entity in the ontology. All instances of
“Grand Prix” Class have date information in their definition like “2014
Australian GP” which is an instance of “Grand Prix” class, thus it might
cause problem in concept mapping.

• For “Q41” and “Q42”, there is no data about birth date of drivers in the
KB and hence, the system cannot use this attribute.

• For “Q43”, there is no defined relation/property between instances of
drivers and Grands Prix that allows storing records of each driver in a
specific Grand Prix, the KB just contains the detailed records of drivers
in each F1 season.
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In summary, the recognized lacks in design of ontology can be divided in
three parts: lack of relevant entities in domain of Formula One (like Grand Prix
entity with name of the host country), lack of specific properties for some entities
(like “has Records in GP” for drivers), lack of enough mutual relationships (two-
way links) between some entities (like relation between “Team” and “Season” or
between “Circuit” and “Country”). Finally, the lack of data in the KB is related
to lack of values for “birth Date” property of “Racer” instances.
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Conclusion

This chapter consists of four sections. First section, provides a brief overview of
what we covered in this report. Section 5.2 Discusses our results and findings
from the experiments. The limitations of the work are explained in Section 5.3.
Finally, our suggestions for future work are presented in Section 5.4

5.1 Achievements
In this study, we managed to develop a conceptual model (ontology) in domain of
Formula One and make a knowledge base (KB) for a QA system, using semantic
technologies and reliable information sources.

Through the design process of ontology, we have shown that how to provide
specifications of target ontology using competency questions and Wikipedia as
source of answers to the questions. During conceptualization of ontology, we
have shown how to structure the domain knowledge in a conceptual model,
using information from DBpeid ontology; where information from Wikipedia
pages and tables are extracted and stored in a structured format using semantic
technologies like XML and RDF.

Furthermore, we have demonstrated how to extend the DBpedia ontology in
domain of formula One to a more advanced ontology with larger number of en-
tities, properties (attributes) and relations between entities to be able to answer
variety of statistical questions, mentioned in the set of competency questions.

Through the implementation process of ontology, we could collect all the
required data specified in the extended conceptual model in two parts: data
which represents terminological knowledge of ontology and data which defines
instances of entities in the target domain. We also managed to formulate all the
gathered data in RDF statements with N-triples format which are understand-
able for machines/ QA system to process.

In the final step of implementation, we managed to store data in a graph
knowledge base which uses graph structures for semantic queries to represent
and store data. The graph structure was advantageous to relate and link data
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items together directly which mostly makes retrieval of data with one operation
through a SPARQL query.

Finally, to generate a real version of the QA system, we implemented a
prototype for the system. This prototype makes use of all components of the
QA system which were designed for processing the questions and generation of
answers as well as a graphical user interface which provides online interaction
with the user. The prototype was implemented through a web application that
uses Flask framework to run Python codes inside HTML tags.

The results and findings from evaluation of our ontology and knowledge base
are discussed in the next section.

5.2 Discussion
The statistical analysis of our knowledge base shows that we could store all
instances of drivers, teams, and Grands Prix during 67 years of F1 races along
with many relevant information about them. Experiments that we conducted
for measuring the accuracy of the knowledge base on a subset of records, showed
that at least we have 90 and 80 percent precision and recall rates, respectively,
for the chosen samples and if we can generalize this to the whole KB, it means
we can rely heavily on the accuracy of the knowledge base as the source of
answers in our QA system; the KB which reflects both schema and instance
knowledge in our ontology.

Furthermore, referring to Blaauw’s report, results of experiments on measur-
ing the accuracy of the QA system indicate that the system works well to answer
easy and factoid questions about statistics of Formula One whose answers are
simple facts, which are directly available in the KB and the corresponding au-
tomated SPARQL queries, do not need more than two statements and applying
advanced aggregation functions.

Evaluation of design of the ontology, through performing component evalu-
ation and analyzing errors for unsuccessful results, reveals that there are some
lacks in schema part of the ontology like lack of a relevant entity, a property or
mutual relationship between some entities (like between “Team” and “Season” or
between “Team” and “Driver” entities); which makes interpreting the questions,
difficult for the system while processing the questions.

However, we should mention that effectiveness and efficiency of the designed
ontology is dependent on the system or application that makes use of the ontol-
ogy. It implicitly means, if we used this ontology in another QA system which
leveraged from other techniques for interpretation of NL questions; our evalu-
ation about effectiveness of the ontology was most probably different from the
current assessment.

From the results of our experiments, we have learned that, design of a com-
plete and effective ontology in a specific domain is a heavy task that need enough
time and expertise to deal with different issues. For example, selection of ap-
propriate set of competency question which cover the scope of most potential
questions plays important role in defining all necessary entities and relationships
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between them in the conceptual model. We also learned that, reusing existing
ontologies, like DBpedia ontology, can save time and effort in making an ontol-
ogy from the scratch, thus leading us to concentrate more on removing existing
lacks in current ontology for developing a more complete ontology.

Moreover, after evaluation of the QA system, we found that choosing mean-
ingful and distinguishable names for entities, properties, and relations, makes
ontology more readable and easier to use for the QA system. Since, during
interpretation of questions, detecting entities in the questions and generation of
formal queries are based on the entities and relations defined in the ontology.

In addition, as we could answer 90 percent of baseline questions, based on the
ontology, through manual generation of SPARQL queries; we can conclude that
the ontology has required potential to answer many statistical questions that it
was designed for, but capabilities of an ontology in providing clear knowledge are
mainly determined when it is used as a conceptual model in a real application
or system. The results of using our ontology in the QA system proved that we
cannot expect the current QA systems can totally compete with human mind
in reasoning and comprehension, therefore we learned to consider the strengths
and weaknesses of computer processing while developing an ontology.

5.3 Limitations
In design of ontology, although we tried to make various competency questions
in the domain of interest, but still, there are many more questions that potential
users can ask about statistics of Formula One that we did not cover in the set
of competency questions. As a result, definition of all elements in ontology was
restricted to the limited and certain number of concepts and entities mentioned
in this set of questions.

Moreover, we did not have time to collect more relevant data about some
entities like “Driver”, “Team” and “Season”. For example, our KB does not
include information about detailed records of each team in each season or Grand
Prix; or it does not cover information about detailed records of drivers in each
Grand Prix during a season like “poles”, “points”, “podiums”, etc.

The ontology language that we chose for writing schema part of ontology
(RDFS) is not that expressive and cannot describe resources in sufficient details.

We also did not have time to develop automatic approach to be able to
measure the accuracy of all records in the KB, therefore restricted ourselves to
a small sample of KB in evaluation process.

The baseline questions that we set manually for both end-to-end and com-
ponent evaluations, like the case of competency questions, could not be a com-
prehensive representative of all questions that might be asked from the system
in domain of Formula One.
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5.4 Future work
In this section, we present the following suggestions for future work. Regard-
ing optimization of ontology, further work includes new definitions for missing
entities, properties, and mutual relationships. Moreover, adding more relevant
data to the defined resources, can covert the knowledge base to a more compre-
hensive source for the QA system to answer a wider range of user’s question in
domain of Formula One. Extending the knowledge of ontology to the knowledge
in domain of other sports, also can be helpful for the future QA systems within
sports domain that need ontologies or semantic data sources.

Regarding the preparation of answers, improving the performance of the
related component by adding NLP capability, would make it to produce the
result in a more natural way and would give a sense of real interaction with the
system to the user. For example, if the answer of a question that looks for a
winner of “2012 Australian GP” is shown as Jenson Button as a link-able text,
it would be more interesting if the answer would be processed like this: The
winner of Australian GP in 2012 is Jenson Button.

Finally, about the GUI, we can add more flexibility to the system by adding
an “edit” part to the user interface which allows the users with technical knowl-
edge, to cooperate with generation of desired answers by editing the SPARQL
queries made by the system.
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Appendices as attachments
All the main documents that were created during design of the ontology in
two phases such as competency questions; the baseline questions as well as the
corresponding SPARQL queries and answers; are collected in three folders and
have been attached to this report as a zipped file. The attached documents are
introduced in summary, in the table below:

Table of contents
Content of folder Label of

folder
Ontology documents -Specification A
Ontology documents -Conceptualization B
Baseline Questions C

Table 1: Contents of attachments
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