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ABSTRACT 

As algorithms have evolved to become alternatives to human decision-makers in several 

domains, trust in algorithms becomes a crucial research topic. Indeed, research have shown that 

higher levels of trust lead to more reliance and faster adoption of technological artifacts. The 

intention of this thesis is to examine if people trust algorithms more than their human 

counterparts. This is done by constructing two experiments which each explore different 

manifestations of trust. First, we replicate the well-known trust game by Berg, Dickhaut and 

McCabe to investigate if people trust unknown individuals more than algorithms (‘Study 1’, 

𝑛 = 1,600). Next, we employ the ‘Judge-Advisor System’—a paradigm used to study the 

impact of advice on human judgements—and examine if people rely more on a financial advice 

emanating from a financial advisor compared to a robo-advisor (‘Study 2’, 𝑛 = 350). All 

participants were recruited through the online crowdsourcing platform ‘Amazon Mechanical 

Turk.’ 

The results from ‘Study 1’ suggest that people trust algorithms more than people. However, 

this does not seem to translate to the context of financial advisory (‘Study 2’), where the 

participants relied equally on an advice given by a financial advisor and a robo-advisor. 

Moreover, age does not seem to affect the level of trust in algorithms nor robo-advisors and 

trust in algorithms seems to be independent of the information revealed about the algorithm.  
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1. INTRODUCTION 

Algorithms have been around for centuries. The Babylonians used them to find square roots by 

hand, Greek mathematicians used them to find an approximation of Pi, the greatest common 

divisor and prime numbers, and the British used them to decipher German Enigma codes 

(Chabert, Barbin, Borowczyk, Guillemot & Michel-Pajus, 1999; Das, 2016). Decades later, 

algorithms of the present form, driven by the proliferation of ‘big data’ feeding into advanced 

technology, are increasingly making decisions and giving advice in areas that require human 

judgement (Science and Technology Committee, 2018). 

Examples abound. In the health sector, algorithms are employed to assess the risk of cancer, 

support complex treatment decisions and ensure earlier and more accurate diagnoses (Science 

and Technology Committee, 2018). In the criminal justice system, they are used to help judges 

in parole and sentencing decisions by making predictions on the future risk of re-offending 

(Kehl, Guo & Kessler, 2017; Science and Technology Committee, 2018). And in the 

recruitment industry, automatic vetting systems are screening candidates and rejecting up to 

75% of résumés before a human sees them (Millar, 2012; The Economist, 2018).  

Another industry transformed by intelligent algorithms, empowered by the tremendous 

advancements in computing power, ‘machine learning’ and ‘artificial intelligence’, is the 

financial industry. ‘FinTech’ investments have never been higher and the banking sector is 

likely to see more change in the following ten years than it did in the past two centuries (KPMG, 

2019; Treanor, 2014). At the same time, consumer preferences are evolving. Customers of 

financial services are getting more comfortable with computer-generated support and expect 

banks to leverage their data to create personalized offerings based on their life stage, financial 

goals and personal needs (Accenture, 2017). In response, wealth management firms are 

introducing digital financial advisors, known as ‘robo-advisors’, that utilize mathematical 

algorithms to invest client assets by automating client advisory.  

As more and more complex algorithms and technology continue to penetrate our everyday 

environments, the role of trust in the human-technology interaction (e.g. trust in algorithms or 

robots) becomes a crucial research topic. While previous trust literature has focused on trust 
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between humans (e.g. Mayer, Davis, & Schoorman, 1995; Rousseau, Sitkin, Burt, & Camerer, 

1998), more recent studies have investigated the concept of trust between humans and 

technology. Much of this literature has focused on the antecedents and role of trust in such 

relationships. However, fewer studies have investigated whether humans trust other people 

more than technology. This is essential to understand as technology in the form of algorithms 

and robots are increasingly being used as alternatives to human decision-aids in both our 

personal and professional lives.  

By using a game-theoretic framework (a repeated version of ‘the prisoners dilemma’), Wu, 

Paeng, Linder, Valdesolo and Boerkoel (2016) found that humans tend to trust algorithms to a 

greater degree than other humans. Yet, research on algorithms as decision-aids suggest that 

people exhibit ‘algorithm aversion’, a phenomenon where people rely more on an advice given 

by a human over an advice given by an algorithm (e.g. Dietvorst, Simmons & Massey, 2015; 

Promberger & Baron, 2006). However, the research on algorithms as decision-aids is 

ambiguous as other report that people trust algorithmic advice more than human advice (e.g. 

Logg, Minson & Moore, 2019; Madhavan & Weigmann, 2007). 

This thesis aims to elaborate on previous findings and investigate whether humans trust other 

people more than algorithms. Furthermore, because of the increased utilization of algorithms 

as decision-aids in financial services and the conflicting results from previous studies—which 

may be a result of the nature of the tasks being studied (Lee, 2018)—the thesis also seeks to 

explore how individuals rely on financial advice from a financial advisor as opposed to a robo-

advisor. Consequently, two research questions are defined: 

RQ 1. Do people trust other people more than algorithms? 

RQ 2. Do people rely more on financial advisors or robo-advisors? 

To address these questions, two studies are formed. The first study (‘Study 1’) is based on the 

well-known ‘trust game’ (also referred to as the investment game), introduced by Berg, 

Dickhaut and McCabe (1995) [BDM]. In its most basic form, the trust game consists of two 

anonymous agents: a trustor (sender) and a trustee (responder). After given a monetary 

endowment, the trustor is given an option to send all, some or none of the money to the trustee. 

Any amount sent grows (normally triples) before reaching the trustee. Next, the trustee decides 

how much of the received amount to return to the trustor. In our replication, different conditions 



3 

were created to explore how the level of trust, measured by the amount transferred by the 

trustor, depends on the characteristics of the trustee (labeled as a human or an algorithm). 

The second study (‘Study 2’) adopt the ‘Judge-Advisor System’, a paradigm used to study the 

impact of advice on human judgements (Sniezek & Buckley, 1995). Similar to Önkal, Goodwin, 

Thomson, Gönül and Pollock (2009), participants were asked to provide a price forecast for 

different stocks. Subsequently, they received an (identical) advice from either a financial 

advisor or a robo-advisor depending on which condition they were assigned to. The subjects 

were then asked to revise their initial estimate, allowing them to weigh the advice relative to 

their first estimate. By observing which condition that weighted the advice the most, we could 

determine if there were any effect of source on advice utilization. 

The rest of this thesis is structured as follows. Section 2 begins with a review of the trust 

literature in order to understand the concept of trust, how trust is measured and why people 

choose to trust. Then we will present literature on trust in technology, followed by the 

importance of trust within the financial industry. Section 2 ends with an introduction to the 

‘Judge-Advisor System’ and previous research on advice utilization. The subsequent section 

(section 3) incorporates both ‘Study 1’ and ‘Study 2.’ First an overview of the experimental 

platform is presented, followed by the experimental design, proceedings, predictions, results 

and a discussion for each study respectively. Section 4 offers a general discussion and the 

implications of the two studies, while section 5 concludes. Finally, section 6 looks at the thesis’ 

limitations and illuminates the possibilities for future research. 
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2. THEORETICAL BACKGROUND 

2.1. Towards a definition of trust 

Over the past six decades, researchers across multiple academic disciplines, predominantly 

psychologists, sociologists and economists, have been studying the concept of trust. Yet, little 

consensus has been formed. Indeed, more than 300 definitions have been proposed, and over 

700 articles focusing on trust as their primary research topic have been published (Schaefer, 

2013). Some of these are explanatory or conceptual pieces, while others are empirical or 

experimental (Lyon, Möllering & Saunders, 2011). Some take the perspective of the trustor, 

while others recognize that to fully understand trust, one must see it in the light of the qualities 

and behaviors of the trustee (Lewicki & Brinsfield, 2011). Furthermore, some argue that trust 

is a behavior (e.g. Coleman, 1990; Fehr, 2009; Elster, 2007), while others define trust as a 

personal disposition (e.g. Rotter, 1967, 1971) or a state of mind (e.g. a belief or an expectation) 

(e.g. Mayer et al., 1995; Rousseau et al., 1998) (Lewicki & Brinsfield, 2011). 

Advocates of the behavioral-based approach to trust argue that ‘trust is best seen as ways of 

acting’ (Reiersen, 2017, p. 436). According to Luhmann (1979), trust is a decision taken by a 

trustor based on familiarity, expectations and risk. Moreover, Coleman (1990) writes about the 

decision to place trust and compare it with the decision to place a bet. Elster (2007, p. 344) infer 

that trust is to ‘…refrain from taking precautions against an interaction partner’ and Fehr (2009, 

p. 238) defines trust as a behavior where an individual ‘trusts if she voluntarily places resources 

at the disposal of another party (the trustee) without any legal commitment from the latter.’ 

From the behavioral standpoint, beliefs and expectations are reasons for which an agent decides 

to trust, while trust itself is a matter of choice and actions characterized by the way people 

behave (Reiersen, 2017).  

In contrast, the belief-based approach view trust as a belief about others’ trustworthiness 

(Reiersen, 2017), which in turn can be grounded in expectations about others’ ability, 

benevolence, and integrity (Mayer et al., 1995). Gambetta (1988) defines trust in terms of 

subjective probabilities, Robinson (1996, p. 576) in terms of ‘expectations, assumptions or 

beliefs’ and Rousseau et al. (1998, p. 395) argue that ‘trust is a psychological state comprising 

the intention to accept vulnerability based upon positive expectations of the intensions or 

behavior of another.’ Consequently, actions can be seen as a result of trust. Indeed, Bauer (2015, 

p. 8) distinguishes ‘trust’ from ‘trusting behavior’ and states that ‘trust is an expectation and 

not a decision or a behavior.’ Moreover, Rousseau et al. (1998, p. 395) claims that ‘trust is not 
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a behavior (e.g. cooperation), or a choice (e.g., taking risk), but an underlying psychological 

condition that can cause or result from such actions.’ Hence, the belief-based approach view 

trust as an antecedent of trusting behavior, not as a behavior itself. 

While the belief-based approach to trust argue that trust can be seen as a belief about others’ 

trustworthiness, Dietz and Den Hartog (2006) note that even though a trustor may consider a 

trustee to be trustworthy, it does not necessarily mean that the trustor actually trusts the trustee. 

In their view, trust can take three different forms: a belief, a decision and an action. This leads 

to a three-stage process of trust. In the first stage, the trustor forms a belief about the trustee’s 

trustworthiness. Next, this belief is manifested through the intention of making oneself 

vulnerable to potentially harmful actions of the trustee (Dietz & Den Hartog, 2006). However, 

this is not enough as the decision to trust ‘only implies an intention to act’ (Dietz & Den Hartog, 

2006, p. 559). Consequently, Dietz and Den Hartog (2006, p. 559) argue that the trustor must 

commit themselves to a ‘trust- informed, risk-taking behavior’ to demonstrate their trust. Thus, 

trusting behavior is a consequence of the decision to trust, which again is based on a belief 

about the trustees’ trustworthiness. A similar model of trust is presented by McKnight and 

Chervany (2001), where trust-related behavior is seen as a result of an individual’s trusting 

intentions and trusting beliefs, as people ‘tend to translate their beliefs and intentions into 

actions’ (McKnight & Chervany, 2001, p. 39).  

The widespread views of trust have led researches to call it an ambiguous and elusive concept 

(Bauer, 2015; Lyon et al., 2011; Yamagishi & Yamagishi, 1994). McKnight and Chervany 

(2001) compare the trust literature with the story of the six blind men who together were to 

explain an elephant by touching different parts and Shapiro (1987, p. 625) call the state of trust 

definitions a ‘confusing potpourri.’ Yet, there seems to be an agreement among most scholars 

that for trust to arise, both risk and interdependence must be present (Rousseau et al., 1998).  

Mayer et al. (1995, p. 712) remarks that ‘trust is not taking risk per se, but rather it is a 

willingness to take risk’, and Hardin (2002, p. 11) notes that ‘…acting on trust involves giving 

discretion to another to affect one´s interest. This move inherently subject to the risk that the 

other will abuse the power of discretion.’ Following, vulnerability and expectations seem to be 

fundamental elements when defining trust (Rousseau et al., 1998). Indeed, Evans and Krueger 

(2009, p. 1004) note that ‘without personal vulnerability, trust devolves into confidence – a 

belief without consequence.’ Moreover, when analyzing 121 definitions of trust, Walterbusch, 

Gräuler and Teuteberg (2014) found that 47.9% of the definitions included the word 

‘expectation’, while ‘vulnerability’ was used in 23.1% of the cases.  
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Considering the discussion above, we take the view that trusting behavior (an action) is a 

consequence of the decision to trust (trusting intention) based on a belief about others’ 

trustworthiness (trusting beliefs). Thus, this thesis adopts a widely held definition of Mayer et 

al. (1995, p. 712): 

Trust is the willingness of a party to be vulnerable to the actions of another party based 

on the expectation that the other will perform a particular action important to the 

trustor, irrespective of the ability to monitor or control that other party. 

This definition also holds in a human-technology interaction (e.g. human-algorithm or human-

robot interaction), although the beliefs about the dependent object’s trustworthiness may be 

based on other factors, such as the characteristics of the technology itself, as well as its 

perceived performance, reliance, functionality and helpfulness (McKnight, Carter, Thatcher & 

Clay, 2011). Indeed, McKnight et al. (2011, p. 7) define trust in a specific technology (or more 

specifically, trusting beliefs) as ‘the beliefs that a specific technology has the attributes 

necessary to perform as expected in a given situation in which negative consequences are 

possible.’ This will be further discussed in section 2.4. 

2.2. Measuring trust 

Historically, much of the empirical work on measuring trust have drawn on answers from 

different survey questions similar to the National Opinion Research Center’s General Social 

Survey (GSS): ‘Generally speaking, would you say that most people can be trusted or that you 

can’t be too careful in dealing with people?’ (Sapienza, Toldra-Simats & Zingales, 2013). Such 

attitudinal questions have attempted to assess trustors’ willingness to accept risk or 

vulnerability along with the trustors’ beliefs about trustees’ intentions by analyzing peoples’ 

self-reported responses (Lewicki & Brinsfield, 2011). However, Glaeser, Laibson, Scheinkman 

and Soutter (2000) argue that attitudinal questions measure trustworthiness, not trust. 

Moreover, to determine whether someone is trusting, Glaeser et al. (2000) advise one to ask 

them about specific instances of trusting behavior.  

In contrast to attitudinal questions, behavioral scholars—primarily psychologist and behavioral 

economists—have undertaken laboratory experiments constructed as interactive games 

grounded in game theory to better measure trust by eliciting trusting behavior (e.g. prisoners 

dilemma and trust games) (Evans & Krueger, 2009). Common for these experiments is that a 

trustor is given a choice to trust or not. The decision to trust offers a potential gain, but it also 

makes the trustor vulnerable to the behavior of the trustee (Evans & Krueger, 2009). On the 
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other hand, no trust yields no loss. Although such experimental games primarily measure 

trusting behavior, we argue that trusting behavior is an indicator of trust as people ‘tend to 

translate their beliefs and intentions into actions’ (McKnight & Chervany. 2001, p. 39). Indeed, 

Evans & Krueger (2009, p. 1004) argue that experimental games ‘provide an external, 

quantifiable measure of the underlying psychological state of trust’ and Naef and Schupp (2009) 

advocates that common trust experiments offer a valid measure of trust in strangers.  

2.2.1. The trust game by Berg, Dickhaut and McCabe (1995) 

Since the introduction of the trust game by Berg et al. (1995), the experiment has been 

frequently replicated and come to be the standard experiment to study trust and trustworthiness 

in behavioral economics (Evans & Krueger, 2009). The trust game consists of two players (a 

sender and a responder) that are paired anonymously. At the beginning of the game, each player 

is given an endowment of S (S=$10 in the original BDM experiment). The sender then decides 

whether to transfer all, some or none of the endowment to the responder. Any amount 𝑠 𝜖 [0, 𝑆] 

sent by the sender is multiplied by a factor X (typically, X is 3) so that 𝑋 ∗ 𝑠 is passed on to the 

responder. In turn, the responder decides how much to return, 𝑟 𝜖 [0, 𝑋 ∗ 𝑠], back to the sender. 

Consequently, the sender earns the endowment, minus the transferred amount, plus any amount 

returned by the responder (𝑆 − 𝑠 + 𝑟). The responder earns the endowment, plus the multiplied 

amount sent by the sender minus the returned amount (𝑆 + 𝑋 ∗ 𝑠 − 𝑟). The amount sent by the 

sender is said to capture the degree of trust, while the amount returned by the responder is used 

as a measure of trustworthiness. A zero transfer is associated with no trust, while a higher 

amount sent (higher s) indicates greater trust. Similarly, a zero-return amount suggests that the 

trustee is not trustworthy, while a higher amount returned (higher r) is associated with greater 

trustworthiness. 

Using backward induction, it is evident that the subgame perfect Nash equilibrium in a one-

shot anonymous trust game is for the sender to keep the entire endowment. Given that the 

responder is self-interested, they will take advantage of the sender’s vulnerability and retain the 

entire amount sent by the sender. Anticipating the responder’s decision, the sender should keep 

the endowment and send no money to the responder in the first place. Consequently, 

neoclassical economic theory, based on the assumption that individuals are rational and purely 

self-interested, predicts no trust and reciprocation as self-interest undermines trust and 

discourage reciprocity (Evans & Krueger, 2009). However, observed behavior is quite different. 

In the original BDM experiment, 55 out of 60 senders transferred an average of $5.65 of their 
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$10 initial endowment (56.55%) (Berg et al., 1995).1 Furthermore, multiple replications of the 

BDM trust game reveal that there is a substantial willingness for senders to make themselves 

vulnerable to the trustworthiness of the responder by choosing to send a significant amount of 

their initial endowment (see Johnson & Mislin, 2011 for a review).  

Although the trust game is widely used to study trust in behavioral economics, several scholars 

note that senders’ behavior cannot only be explained by beliefs about others’ trustworthiness 

(Ashraf, Bohnet & Piankov, 2006; Sapienza et al., 2013). Cox (2004) argue that the amount 

sent may be driven by people’s altruistic preferences and that individuals may be inclined to 

send parts of their endowment out of pure kindness. Indeed, Sapienza et al. (2013, p. 1325) note 

that transfers ‘lower or equal to 25% of the initial endowment can be interpreted as an act of 

charity more than an act of trust.’ Moreover, Bohnet and Zeckhauser (2004) suggest that the 

amount sent might be affected by people’s betrayal aversion. In a series of experiments, they 

found that people sent less of their endowment to another person than a computer which 

randomly chose how much to return. Consequently, they argue that (when keeping probabilities 

of outcomes equal) people will require a premium to engage in a risky lottery where the 

outcome is determined by another person, as opposed to an identical lottery where nature is in 

charge of the outcome. Finally, other scholars have remarked that the amount sent can be 

influenced by other factors, such as individual’s risk aversion (Karlan, 2005; Schechter, 2007), 

inequality aversion (Sapienza et al., 2013) and efficiency preferences (Engelmann & Strobel, 

2004).  

Contrarily, Brülhart and Usunier (2012) found no support for the assertion that altruism is a 

statistically significant determinant of 'trust-like' behavior. In addition, other researchers argue 

that trust games measures trusts separate from risk, and that trusting decisions is distinct from 

risky decisions (Houser, Schunk & Winter, 2010; McCabe, Houser, Ryan, Smith & Trouard, 

2001). Finally, even though some of a sender’s behavior in the trust game can be explained by 

people’s preferences, beliefs about others’ trustworthiness still seems to play an important role 

 

 

1 The original BDM experiment had two conditions (‘No history’ and ‘Social history’) which together consisted  

   of 60 senders. The 32 senders in the ‘No history’ condition sent an average of 51.60% ($5.16) of their $10  

   endowment, while the 28 senders in the ‘Social history’ condition sent an average of 53.60% ($5.36) of their  

   $10 endowment (Berg et al., 1995). 
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(Sapienza et al., 2013). Hence, to further understand why people’s observed behavior 

contradicts the predictions of neoclassical economic theory, an important question to ask is… 

2.3. Why do people trust others?  

Different explanations have been proposed to explain why people trust others. According to 

Coleman (1990, p. 99), a rational agent will choose to trust ‘if the ratio of the chance of gain to 

the chance of loss is greater than the ratio of the amount of the potential loss to the amount of 

the potential gain.’ Coleman’s statement represents a dominating view within the trust 

literature, especially within economics, where trust is seen a mean to maximize one’s own 

utility (Banu, 2019). Moreover, it has been widely noted that one of the key determinants of 

trust is the belief about others’ trustworthiness. Indeed, Reiersen (2019, p. 19) argue that ‘trust 

is only sustainable in the presence of widespread trustworthiness’, Hardin (2002, p. 30) remark 

that ‘the best device for creating trust is to establish and support trustworthiness’ and Thielmann 

and Hilbig (2015, p. 1523) note that ‘trust—especially among strangers—is only defensible if 

one can expect the trusted person (the so-called trustee) to honor rather than betray the trust.’ 

If trust is driven by perceived trustworthiness, it is essential to understand what makes someone 

appear trustworthy. According to Hardin’s (2002; 2006) theory of trust as encapsulated self-

interest, a trustee might be deemed trustworthy because the trustee could take the trustors 

interests into account as it might yield the trustee a benefit. This benefit could be directly 

towards the trustee in the future, or it could be a benefit for the trustee that arise from the well-

being of the trustor. Hardin’s theory provides a reason for the trustee to act trustworthy, as well 

as a reason for the trustor to believe that the trustee could be trustworthy. Yet, Hardin (2006) 

argue that one of the most important reasons for encapsulating the trustee’s interests with the 

interests of the trustor is that there is an ongoing relationship and that the trustee would like the 

relationship to continue. Consequently, since trust as encapsulated self-interest is most relevant 

to explain trust in repeated interactions, the concept might have difficulties to explain trust in 

one-shot interactions with strangers. 

One reason for trustors to believe that unknown individuals will behave trustworthy in one-shot 

interactions is the existence of norm driven trustworthiness. Indeed, Bichierri, Xiao and 

Muldoon (2011) and Reiersen (2019) found that people believe that others are likely to punish 

someone who do not reciprocate others trust, concluding that acting trustworthy can be 

considered a norm. If a trustor believes that being trustworthy is a norm, then trust in strangers 

can in fact be rational ‘insofar as the trusting acts as a signal, whose intended effect is to focus 
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the recipient on a reciprocity norm’ (Bichierri et al., 2011, p. 172). However, the belief about 

others’ trustworthiness and the existence of a ‘trustworthiness norm’ can only act as a 

foundation for trust and does not state how trust is formed for individual trustees.  

Literature on generalized trust, that is, the trust we have in unknown individuals, have examined 

how trust is formed between people with no relation (Dinesen & Bekkers, 2015). It is mainly 

split between two views: the experiential and the dispositional explanation. Advocates of the 

experiential explanation argue that trust is a direct consequence of the perception of others’ 

trustworthiness, formed by past experiences and under continuous development (Dinesen & 

Bekkers, 2015). In contrast, advocates of the dispositional explanation posit that trust is either 

a ‘downstream consequence of proximate dispositions such as personality traits’ or a ‘facet of 

personality in its own right’ (Dinesen & Bekkers, 2015, p. 5). In either case, the dispositional 

explanation view trustfulness as a deeply rooted disposition and note that trust is formed 

through generic transmission or socialization in early stages of life (Dinesen & Bekkers, 2015). 

Although the experiential and dispositional explanation differ on how trust is formed and its 

stability through an individual’s life, they are not considered mutually exclusive. The concepts 

might even interact (Dinesen & Bekkers, 2015). As a result, generalized trust could be a product 

of previous experiences and deeply rooted dispositions, which both will affect the beliefs about 

others trustworthiness, and consequently, the trust towards others. 

As illuminated above, various theories have been proposed to explain why people trust others. 

However, as humans increasingly interacts with technological artifacts, it is important to 

understand that trust in people and trust in technology might differ. 

2.4. Trust in technology 

Although some researchers have argued that people cannot trust technology (e.g. Friedman, 

Khan & Howe, 2000; Scneidermann, 2000), an increasing number of scholars recognize the 

existence of human-technology trust (Lankton, McKnight & Tripp, 2015). Indeed, trust in 

technology have become a diverse research domain with papers ranging from trust in 

automation (see Lee & See, 2004 for a review) to trust in robots (see Hancock, Billings, 

Schaefer, Schen, de Visser & Parasuraman, 2011 for a review) and online recommendation 

agents (e.g. Komiak & Benbasat, 2006; Wang & Benbasat, 2005). Moreover, previous studies 

have shown that trust in technology affect people’s strategy towards the use of technology 

(Bagheri & Jamieson, 2004; Muir, 1987). In addition, Lee and See (2004) note that a higher 

level of trust leads people to rely more on automated artifacts. This has led researchers to 
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integrate trust into the ‘Technology Acceptance Model’ (TAM), a model that seeks to explain 

why people choose to accept or reject new technologies (Wu, Zhao, Zhu, Tan & Zheng, 2011; 

Xu, Le, Deitermann & Montague, 2014).  

One should note, however, that many of these studies have examined trust in technology based 

on human trust attributes, such as ability, benevolence and integrity (McKnight et al., 2011). 

Although insights from the interpersonal trust literature is important when studying trust in 

technology (Schaefer, 2013), McKnight et al. (2011) argue that trust in technology and trust in 

people are two related, yet distinct constructs. According to them, a major difference between 

trust in people and trust in technology is that people are ‘moral and volitional agents’, while 

technology is ‘human-created artifacts with a limited range of capabilities that lacks volition 

and moral agency’ (McKnight et al., 2011, p. 4).  

In line with the trust definition given by Mayer et al. (1995), McKnight et al. (2011, p. 4) view 

trust as ‘beliefs that a person or a technology has the attributes necessary to perform as expected 

in a situation.’ However, trust in people and trust in technology differ in that people´s beliefs 

about the dependent object are based on different attributes. Indeed, McKnight et al. (2011, p. 

9) suggest that trust in technology is based on beliefs about the technology’s functionality, 

helpfulness and reliability, in which functionality is the technology’s ‘capacity or capability to 

complete a required task’, helpfulness is a feature of the technology itself and reliability is the 

technology’s capacity to perform consistently and predictably. Despite the distinction, both the 

human-like approach (ability, benevolence and integrity) and the technology-like approach 

(functionality, helpfulness and reliability) have been used in previous trust studies depending 

on the nature of the technology. For example, Lankton et al. (2015) note that it seems reasonable 

to use the human-like approach when studying more human-like technology such as online 

recommendation agents. Similarly, the technology-like approach seems reasonable when 

studying technology with fewer human traits. 

Another aspect of trust in technology is the fact that technologies are designed, operated and 

controlled by humans. Thus, even though technology does not exhibit their own will or moral 

compass, it is created with an objective and therefore seek to fulfill goals of the designers (Lee 

& See, 2004). Following, Sztompka (1999) claims that trust in people and trust in technology 

are essentially the same construct, as people bestow their trust to the creators and operators of 

the technology (Wang & Benbasat, 2005). Other studies report that humans respond socially to 

technology by treating technological artifacts similar to people, rather than simple tools (Reeves 
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& Nass, 1996). Indeed, Wang and Benbasat (2005, p. 72) found that people perceive ‘human 

characteristics (…) in computerized agents’ and ‘treat online recommendation agents as social 

actors.’ Yet, Lee and See (2004, p. 66) note that trust in people and trust in technology differ 

as interpersonal trust ‘is often a part of a social exchange relationship.’ They argue that there is 

symmetry in trust between people as the involved parties are aware of each other’s behavior, 

intentions and trust. This symmetry is not present in a human-technology relationship, which 

may affect how people trust technology (Lee & See, 2004). Furthermore, McKnight et al. 

(2011) stress the importance of distinguishing trust in people and trust in technology to 

differentiate beliefs towards the designer of the technology and the cognitions about the features 

of the technology itself.  

From the discussion above, trust in technology is a product of the beliefs about designers of the 

technology, as well as the characteristics and features of the technological artifact itself. For 

example, the trust people put in a robo-advisor can be affected by beliefs about the advisor’s 

functionality, helpfulness and reliability, as well as beliefs about the specific supplier of the 

robo-advisor (e.g. a bank or a wealth management firm). 

2.5. The importance of trust in financial advisory 

In the aftermath of the 2008 financial crisis, the financial industry suffered a great loss of trust 

from the general population. People started to question the stability of the financial systems, 

the validity of the underlying principles and the agents present in the financial markets. Indeed, 

survey results showed that people’s trust towards the stock market, banks and financial 

professionals (e.g. bankers, brokers and financial advisors) plummeted to a lower level than the 

trust people reported in random, unknown individuals (Guiso, 2010). The following recession 

illustrated the importance of trust in the financial industry, an industry that acts as custodians 

of people’s savings. Sapienza and Zingales (2012, p. 124) called it a ‘trust crisis’ and noted that 

‘while trust is fundamental to all trade and investment, it is particularly important in financial 

markets, where people part with their money in exchange for promises.’ Moreover, Knights, 

Noble, Vurdubakis and Willmott (2001, p. 318) remark that ‘financial services can be said to 

be in, or even be, the business of trust’ and argue that trust is a fundamental condition for the 

existence of financial services. 

While trust is acknowledged as a fundamental element for the overall functioning of financial 

systems, it is also essential for investors, especially for retail (i.e. non-expert) investors. Indeed, 

investing in financial assets and utilizing financial advice involves making oneself vulnerable 
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and accept the risk of potential losses based on expectations of positive returns. Furthermore, 

commissions are often complex, while sales-based incentives may lead to biased advice 

(Lahance & Tang, 2012). Hence, consumers of financial service providers need to be confident 

that the financial markets are fair and that the financial institutions and professionals do not 

exploit the vulnerable position the investors put themselves in. Moreover, non-experts often 

lack financial literacy and therefore seek financial professionals to get a better insight into the 

diverse investment options that exist (Van Raaij, 2016). Yet, Sunikka, Peura-Kapanen and 

Raijas (2010) found that consumers consider financial advisors to be more loyal to their 

employer than their clients. Thus, trust is essential in a client-advisor relationship. The findings 

of several researchers support this sentiment: Burke and Hung (2016) note that trust is a key 

determinant of seeking financial professionals for advice, Guiso, Sapienza and Zingales (2008) 

find that stock market participation increases with trust and Sunikka et al. (2010) report that 

consumers have higher trust in their own financial advisor than financial advisors in general, 

indicating that they selectively choose financial advisors they believe they can trust. 

The perceived trustworthiness of a financial advisor can be affected by individual beliefs about 

the advisor’s benevolence, integrity and ability, as well as shared values and effective 

communication (Ennew & Sekhon, 2007). With large sums of money at stake and significant 

investment risk present, investors need to believe that the advisor is concerned about their 

interests and acts accordingly. Furthermore, when utilizing financial advice, people rely on the 

advisors’ expertise and financial knowledge. Indeed, Sunikka et al. (2010) find that trust in 

competence, integrity and benevolence are the most important characteristics of a financial 

advisor. Moreover, Madamba and Utkus (2017, p. 5) found that emotional factors ‘that bring 

about positive feelings or sensibilities in the investor’ accounted for 53% of the overall trust in 

financial advisors, ethical factors such as absence of conflict of interest, reasonable fees and 

acting in the clients’ best interest accounted for 30% of the total trust, while functional factors 

such as the advisors’ credentials, expertise and skills accounted for the remaining 17%.   

With new technology and robo-advisors entering the financial industry, the nature and role of 

trust may change. Reichheld and Schefter (2000) argue that trust is even more crucial in digital 

rather than physical environments and suggest that the need for trust emerges from the lack of 

human interaction. However, while previous research report that human characteristics is an 

important driver of trust in financial advisors, a recent study by Hodge, Mendoza and Sinha 

(2018) found that people’s inclination to rely on financial advice provided by a robo-advisor 

decreases when the robo-advisor is given human attributes. Specifically, naming the robo-
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advisor reduces the likelihood that investors follow their advice. As previously mentioned, trust 

in technological attributes and trust in people are two related, yet distinct constructs. When 

evaluating robo-advisors’ trustworthiness, investors might focus more on the advisors’ 

functionality, helpfulness and reliability, as well as the trustworthiness of the developer and 

financial institution associated with the advisor. Indeed, Yousefi and Naisiripour (2015) found 

that the features of the bank had the greatest impact on customers’ trust in e-banking services. 

Previous research also suggest that people trust computers to provide more unbiased 

information than humans (e.g. Fogg, 2009; Fogg & Tseng, 1999). Hence, functional factors 

might have a greater influence of the overall trust in financial advisors (both human and robo-

advisors) as new agents continue to emerge.  

2.6. Trust and advice utilization 

When making important decisions, people often rely on advice from various sources with the 

expectation that the advice can reduce their uncertainty and improve their judgement. In doing 

so, decision-makers make themselves vulnerable to the competence and intentions of the 

advisor (Van Swol & Sniezek, 2005). Consequently, relying on advisors and utilizing advice is 

often associated with trust. Indeed, Doney, Cannon and Mullen (1998, p. 604) define trust as a 

‘willingness to rely on another party and to take action in circumstances where such action 

makes one vulnerable to the other party.’ Moreover, previous research on advice utilization 

report a strong relationship between trust and the degree to which an advice is taken into 

account. For example, Sniezek and Van Swol (2001) find that trust increases the likelihood of 

taking an advice, Jungermann and Fischer (2005) note that people largely rely on their trust in 

the advisor when deciding to accept or reject advice and Prahl and Van Swol (2017) argue that 

advice utilization is a behavioral measure of trust.  

2.6.1. The Judge-Advisor System 

To examine how people utilize advice, researchers on judgement and decision-making have 

often employed the ‘Judge-Advisor System’ (hereafter, ‘JAS’). A ‘typical’ JAS study consists 

of a judge (the decision-maker) and an advisor. First, the judge is asked to provide an initial 

decision before being presented with a recommendation from an advisor. Next, the judge must 

decide to follow the advice or not. Importantly, they are under no obligation to follow the 

advisor’s recommendation and can therefore choose whether to take the recommendation into 

consideration or not (Bonaccio & Dalal, 2006). In some studies, the advice is dichotomous 

(accept or reject), while in others, the judge can adjust their initial decision towards the 
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advisor’s recommendation (e.g. forecasting tasks) (Bonaccio & Dalal, 2006). Adjusting the 

final decision towards the advice is referred to as advice utilization, while advice discounting 

exist if a judge chooses not to follow advice, but rather follow their own instincts (Bonaccio & 

Dalal, 2006).  

Several findings are worth noting from the JAS literature (see Bonnacio & Dalal, 2006 for a 

complete review). Despite the fact that following advice generally helps judges make better 

decisions, multiple studies have found evidence of ‘egocentric advice discounting’, a 

phenomenon where people ‘overweigh their own opinion relative to that of their advisor’ 

(Bonnacio & Dalal, 2006, p. 129).  Harvey and Fischer (1997) claim that egocentric advice 

discounting occurs because people are overconfident in their own abilities and anchored 

towards their initial estimates, while Yaniv and Kleinberger (2000) note that people have full 

access to their own thoughts and reasonings’ and less information about the advisor’s. Another 

finding is that advice utilization increases with the advisors’ perceived expertise (Bonnacio & 

Dalal, 2006; Jungermann & Fischer, 2005). Related is the finding that people are more likely 

to follow what they perceive to be a good advice compared to what they see as a poor advice 

(Yaniv & Kleinberger, 2000). Moreover, Gino and Moore (2006) find that advice utilization 

increases with the complexity of the task (see also Schrah, Dalal & Sniezek, 2006), while 

Bonaccio and Dalal (2006) note that it decreases if the judge questions the intentions of the 

advisor. Hence, it is argued that trust in the advisor is an important determinant of advice 

utilization (Sniezek & Van Swol, 2001; Van Swol & Sniezek, 2005; Prahl & Van Swol, 2017). 

Finally, Heath and Gonzalez (1995) find that receiving an advice increases judges’ confidence 

in their final decisions and Van Swol (2009) report that judges’ confidence is strongly 

correlated with how much they trust an advice.  

The majority of these studies have investigated how people react to the advice from human 

sources. However, as algorithms, computers and expert systems have evolved to become 

alternatives to human advisors, researchers have started to examine the degree to which people 

rely on advice from non-human sources.  

2.6.2. Relying on advice from non-human sources 

Researchers studying advice utilization have also investigated how people rely on advice that 

emanates from non-human advisors. Several domains have been investigated, ranging from 

medical recommendations (e.g. Promberger & Baron, 2006) and financial recommendations 

(e.g. Önkal, 2009), to more subjective domains like humor and attractiveness (e.g Yeomans, 
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Shah, Mullainathan & Kleinberg, 2019; Logg et al., 2019). Results are ambiguous and seem to 

depend on the task under investigation (Lee, 2018). In the medical domain, people seem to 

prefer an advice from a medical professional as opposed to a computer program, even though 

the computer program is more likely to provide a better advice (Promberger & Baron, 2006). 

Yeomans et al. (2019) also found algorithm depreciation when studying joke recommendations. 

People relied more on advice from friends rather than algorithms. In contrast, Logg et al. (2019) 

found that people utilize advice more when it comes from an algorithm than when it comes 

from a person. They studied advice utilization through several domains, including estimation 

of people’s weight, popularity of songs and attractiveness. In all their experiments, Logg et al. 

(2019) found evidence of advice appreciation.  

In the domain of financial forecasting, Önkal et al. (2009) studied how subjects utilized advice 

from human experts versus statistical methods when presented with a financial forecasting task. 

The findings indicate that people rely more on the advice given by the human experts. For 

forecasting tasks in other domains, Dietvorst et al. (2015) investigated how people utilized 

advice after seeing the algorithm perform. The findings suggest that after seeing an algorithmic 

advisor err, the algorithm is punished harder than a human advisor. Consequently, people seem 

to tolerate mistakes from human advisors more than algorithmic advisors. In fact, the results 

showed that after observing an algorithmic advisor outperform a human advisor, people were 

still more willing to depend on the human advisor (Dietvorst et al., 2015). 

One suggested explanation of the tendency to rely more on human advisors, despite the fact 

that non-human advisors like statistical methods, computer programs and algorithms are often 

more precise than human expertise (e.g. Meehl, 1954; Dawes, 1979), is that human advisors 

can be accountable for their recommendations. Relying on a human’s advice therefore shifts 

the responsibility of the decision, as human advisors can be blamed for their inaccurate 

precision (Harvey & Fischer, 1997).   
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3. EXPERIMENTAL PROCEDURE AND RESULTS 

3.1. Recruitment, Experimental Platform and Challenges 

To answer the research questions given in section 1, 2  we designed two online experiments by 

utilizing the web-based software ‘LIONESS Lab.’3 Participants were recruited through the 

online crowdsourcing platform ‘Amazon Mechanical Turk’ (hereafter ‘MTurk’) as it offers an 

active and diverse subject pool with over 500,000 workers at a lower cost than traditional 

laboratory experiments conducted at university campuses (Arechar, Gächter & Molleman, 

2018; Berinsky, Huber & Lenz, 2012; Mason & Suri, 2012). Although participants recruited on 

MTurk are paid considerably less than subjects in lab experiments, research shows that as long 

as stakes are present, the size of the stakes does not seem to have a significant impact on 

subjects’ behavior—with the exception of extremely large stakes (Amir, Rand & Gal, 2012; 

Raihani, Mace & Lamba, 2013). Furthermore, online replications of classical psychology and 

economics experiments have shown results comparable to those obtained in offline 

environments (Arechar et al., 2018; Mason & Suri, 2012). As such, the data obtained online 

seems to be of the same quality as that obtained through traditional laboratory experiments. In 

fact, Mason and Suri (2012, p. 4) note that ‘while there are clearly differences between 

Mechanical Turk and offline contexts, evidence that Mechanical Turk is a valid means of 

collecting data is consistent and continues to accumulate’ and Berinsky et al. (2012) conclude 

that ‘the MTurk subject pool is no worse than convenience samples used by other researchers 

in political science.’ Yet, despite its benefits, online experiments have some challenges that are 

normally not present in offline environments (Arechar et al., 2018).  

A major challenge for online experiments is participant dropout rates (Arechar et al., 2018). In 

contrast to physical laboratory experiments, where subjects typically stay till the end, online 

participants are considerably more likely to abort in the middle of a session. Consequently, 

online experiments (particularly those with live interaction) are exposed to higher dropout rates 

 

 

2   RQ1: Do people trust other people more than algorithms?  

     RQ2: Do people rely more on financial advisors or robo-advisors? 

3  LIONESS (Live Interaction Online Experimental Server Software) is a free software that offers a basic    

    architecture to conduct online experiments with live interaction. It is a shared project between the University of  

    Nottingham, the University of Passau and the Max Planck Institute for Human Development in Berlin  

    (https://www.lioness-lab.org/) 
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(Arechar et al., 2018). This raises two concerns, the latter more serious than the former. First, 

dropouts due to exogenous circumstances such as technical issues or random distractions can 

raise the cost of the experiment. Second, selective dropouts or dropouts contingent on the 

conditions of the experiment could compromise the collected data which may raise a concern 

about the internal validity of the experiment (Arechar et al., 2018; Zhou & Fishbach, 2016). 

This issue was addressed by implementing various procedures to reduce the dropout rates in 

each experiment. These procedures will be explained in further details below. 

Another concern raised about online experiments is that it reduces the experimenters’ control 

of the experimental session. Some studies require that subjects only participate once as the 

presence of re-takers could violate the assumption of independent observations, which may 

jeopardize the quality of the collected data (Arechar et al., 2018; Jilke, Van Ryzin & Van de 

Walle, 2016). While this can be easily controlled in offline environments, detecting re-takers 

in online sessions requires additional measures (Arechar et al., 2018). To prevent duplicate 

participation, the employed software (LIONESS Lab) logged the participants IP-address and 

blocked individuals that had already entered the experimental pages (Lioness Lab, 2018).4 

Moreover, each participants’ MTurk worker ID was recorded to prevent workers who had 

already completed the experiment to join a later session and to ensure that each submitted HIT 

(Human Intelligence Tasks) had a unique worker-ID.5  

When participating in experiments at university campuses, participants may ask the 

experimenters questions if anything is unclear. However, this is difficult to implement in online 

sessions (Arechar et al., 2018). Consequently, to verify if the subjects understood the task they 

were to perform, they had to complete a set of comprehension question before continuing to the 

decision-making phase of the experiments. However, to reduce dropouts and avoid selection 

bias in our sample, participants in both studies were allowed to take part of the experiment even 

 

 

4 To protect the participants’ personal data, Lioness Lab record IP-addresses in an anonymized way. The  

    participants’ actual IP-address cannot be retrieved by the experimenters (Lioness Lab, 2018). 

5  The Amazon MTurk worker ID is a 14-character alphanumeric code that does not offer any information about a   

    worker’s identity (UC Berkeley Committee for Protection of Human Subjects [CPHS], 2018). 
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if they did not answer the comprehension questions correctly after three attempts.6 To control 

for this ‘lack of understanding’, participants who failed to answer correctly where registered 

and assigned a dummy variable to use in our analysis.  

Other measures were also taken to secure the quality of the experiment. A reCAPTCHA was 

implemented to avoid the use of bots.7 The reCAPTCHA blocked 63 requests (59 in ‘Study 1’ 

and 4 in ‘Study 2’), preventing denied subjects to participate in the experiment. Furthermore, 

specific requirements were set to secure the quality of the participants. Based on previous 

research and recommendations from other researchers, we required participants to have a 

minimum of 1,000 approved MTurk HITs and an approval rate of minimum 98% (Amazon 

MTurk, 2019; Kaufmann & Tummers, 2017). In addition, the geographical location of the 

participants was restricted to the United States and the minimum age was set to 18. To further 

reduce the likelihood of dropouts, the HIT descriptions on MTurk gave an approximation of 

how long it would take to complete the experiment, as well as information about privacy 

concerns and informed consent. This reduced the time the participants spent in the experimental 

pages. Importantly, the HIT description revealed no detailed information about the experiment 

or the decision task to reduce selection bias.  

3.2. Study 1: Trust Game—Berg et al. (1995) 

3.2.1. Experimental design  

To address the first research question ‘Do people trust other people more than algorithms?’ we 

replicated the original BDM trust game and manipulated the characteristics of the trustee (a 

human or an algorithm) by constructing four conditions (one baseline and three treatments):8 

Strategy Method (‘SM’) – The baseline group consisted of a sender playing the trust game 

against a responder (another MTurk worker) who had already provided a conditional response 

for every possible amount sent by the sender (i.e. the responder employed the strategy method).  

Game Method (‘GM’) – The first treatment group differed from the baseline (SM) in that the 

sender and responder (also another MTurk worker) were playing the trust game simultaneously, 

 

 

6  This was not revealed to the participants. 

7  reCAPTCHA is a service offered by Google to identify bots and protect websites from spam and abuse (Google,  

   n.d.). 

8  The instructions and the hyperlinks for each condition are attached in Appendix A. 
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providing their decisions sequentially, similar to the original BDM experiment (i.e. the 

responder employed the game method, also referred to as the direct-response method).  

Transparent Algorithm (‘TA’) – The second treatment group was identical to the baseline (SM) 

except that the senders were informed that the responder was a pre-programmed algorithm 

programmed by another MTurk worker.  

Black-Box Algorithm (‘BBA’) – The third treatment was similar to the transparent algorithm 

treatment (TA) except that the senders were not given any information about how the algorithm 

was programmed or who programmed it. 

Henceforth, the strategy method condition (SM) and the game method treatment (GM) will 

jointly be referred to as the human conditions, while the transparent algorithm treatment (TA) 

and the black-box algorithm treatment (BBA) will be addressed as the algorithmic treatments. 

By manipulating the characteristics of the trustee (a human or an algorithm), we investigated if 

people trust other people more than algorithms. This was done by comparing the amount sent 

by senders in the strategy method condition versus the transparent algorithm treatment. These 

conditions were essentially identical in that the responder in both conditions employed the 

strategy method (made conditional responses for every possible amount sent by the sender). 

However, senders in the strategy method condition were told that they were playing against 

another person, while the senders in the transparent algorithm treatment were told they were 

playing against an algorithm pre-programmed by another person.9 Hence, the only difference 

between the conditions were the framing of the responder (see instructions in Appendix A). The 

black-box algorithm treatment was added to examine if the information revealed about the 

algorithm affected participants’ behavior, while the game method treatment was included to 

control for the different elicitation methods in the human conditions (strategy method versus 

 

 

9  Responders in the strategy method condition were asked to give their conditional responses to every possible     

    amount sent by the sender, while responders in the transparent algorithm treatment (and the black-box algorithm  

    treatment) were asked to provide their conditional responses which would be used to pre-program an algorithm  

    (for further details, see Appendix A). Thus, the participants were not deceived. 
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game method).10 Moreover, both the black-box algorithm and the game method treatment was 

used to check the robustness of the possible findings.  

In our version of the trust game, subjects were endowed with $1.00 which was framed in cents 

(100 cents rather than $1.00) to increase the perceived stakes. For practical reasons (as most 

responders employed the strategy method), participants could only send and return amounts in 

increments of five cents. Similar to the BDM experiment, the amount sent was tripled before it 

reached the responder (Berg et al., 1995). Finally, although the trust game allows researchers 

to study the behavior of both senders and responders, this thesis aims to investigate differences 

in trust across conditions. Consequently, decisions made by responders were excluded from the 

analysis. 

3.2.2. Proceedings 

‘Study 1’ consisted of two experiments: a pre-experiment and a main experiment. The pre-

experiment was completed by 600 participants and conducted between 26th and 28th of March 

to collect the conditional decisions of the responders in the strategy method condition, as well 

as the algorithmic treatments. These participants played the trust game using the strategy 

method and were given different instructions depending on which condition they were assigned 

to (see Appendix A).  

As 600 responders had already provided their conditional response, and therefore had to be 

paired with a sender, the number of participants for each condition in the main experiment were 

set in advance. Hence, the main experiment (hereafter ‘the experiment’) was completed by 

1,000 participants (800 senders and 200 responders). The experiment was conducted between 

1st and 4th of April. Since previous research have shown that MTurk recruitments decreases 

with time, we divided the experiment into four experimental sessions (not including a few 

follow-up experiments to match all the pre-collected responders with a sender). Moreover, as 

one condition relied on live interaction (the game method treatment), it was important to 

 

 

10  We recognize that there is more than one factor that differentiate some of the conditions (SM vs. BBA, GM  

     vs. TA and GM vs. BBA). However, only one factor differentiates the SM and the TA (responder framed as  

     human or algorithm),) the TA and the BBA (information revealed about the algorithm) and the SM and the  

    GM (elicitation method) (see Appendix A for instructions for each condition). Introducing live-interaction for  

    the game method treatment (GM) also implied a different experimental flow than the other conditions, as     

    illustrated in figure 3-1. 
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maintain a high and steady stream of participants entering the experiment to reduce dropout 

rates. Thus, participants were given 20 minutes to join a session and 40 minutes to complete 

the experiment and submit a survey code. Furthermore, we encouraged the participants to start 

the experiment immediately after accepting the HIT. Each session had high recruitment rates, 

which reduced the waiting time for subjects in the game method treatment and secured an 

efficient matching process.  

Before accepting to participate in the experiment, the subjects were told that the experiment 

would take approximately 15 minutes to complete. In addition, they were informed that they 

would get a $1.00 show-up fee to complete the task, as well as a possible bonus depending on 

the outcome of the experiment. The size of the bonus was not revealed. Moreover, subjects 

were informed that by proceeding to the experimental pages, they would give informed consent 

that their answers could be used for research purposes only.11 After accepting the HIT, subjects 

were forwarded to a reCAPTCHA which had to be passed to enter the experiment. At the 

beginning of the experiment, participants were randomly assigned to either the role of a sender 

in one of the four conditions, or as a responder in the game method treatment. 

Once the participants entered the welcome page, they received some general information about 

the experimental session. In the next stage, all participants were given the same description and 

details about the trust game to ensure common knowledge. In addition, they were informed that 

a summary of the game would be available at every stage of the experiment. In the third stage, 

participants received specific instructions about the task they were to perform, as well as some 

information detailing who they were playing against.12 After reading the instructions, 

participants were forwarded to a set of comprehension question which had to be answered 

before entering the decision phase (after three attempts, participants were automatically 

forwarded to the next stage).  

Subjects that were not dependent on live interaction were then forwarded to the decision phase, 

while those who were assigned to partake in live interaction (game method treatment) were 

directed to a lobby where they had to wait to be matched with another participant. Once 

matched, they were sent to the decision phase of the experiment. All participants were given 

 

 

11 The Amazon MTurk HIT description is attached in Appendix A. 

12 The instructions for each stage are attached in Appendix A. 
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two minutes to make a decision. This was important to reduce the waiting time for participants 

in the game method treatment, which could further reduce the likelihood of participant 

dropouts. Senders were told that they could send an amount between 0 and 100 cents in 

increments of five cent. Responders in the GM could return an amount between zero cents and 

triple the amount sent by the sender in increments of five cents. After making a decision, 

participants were forwarded to a post-experiment questionnaire. Upon completion, participants 

were able to see the results and given a survey code to submit on MTurk in order to receive 

payment. 

 

Figure 3-1: Flowchart 'Study 1' 

Figure 3-1 illustrates the experimental flow for the main experiment in ‘Study 1.’ Participants were randomly 

assigned to the role of a sender in one of the four conditions, or as a responder in the game method treatment.  
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3.2.3. Dropouts  

Despite our measures to prevent participation dropouts, 12.89% (118 of 918) of the senders that 

entered the experimental pages left before completing the experiment. A closer examination of 

the dropout data reveals that most of the these left the experiment before the decision phase 

(see figure 3-2). 30 senders did not proceed past the introductory pages (stage 1–3),13 and 68 

out of the 888 senders that reached the comprehension questions left without submitting a 

correct answer. Furthermore, seven senders could not be matched with a responder and were 

therefore unable to proceed to the decision phase of the experiment. These participants were 

still paid the $1.00 show-up fee as well as the $1.00 endowment from the trust game. Thus, 

only 1.6% (13 of 813) of the senders that started the decision phase dropped out at some point 

in the experiment.  

 
Figure 3-2: Participant dropout by stage 

Figure 3-2 shows how many participants that dropped out at each stage of ‘Study 1’. The red shaded area illustrates 

how many participants that rushed through the stage (used 15 seconds or less to complete the stage).  

When analyzing the dropout data, we found no indications of selective dropouts. Dropout rates 

were not statistically different across conditions (𝑝 = 0.582, Chi-square test of homogeneity, 

see figure 3-3). Although 10.68% of the senders left the experiment before completing the 

 

 

13 Stage 1: Welcome page, Stage 2: General Instructions and Stage 3: Specific Instructions. 
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comprehension questions, a further analysis revealed that most of these (70 out of 98 or 71.43%) 

rushed through the introductory pages (stage 1–3), indicating that they did not pay attention to 

the instructions and were therefore unable to answer the questions successfully (see figure 

3-2).14 Hence, selective dropouts (dropouts depending on the condition of the experiment) did 

not seem to compromise the quality of the collected data.   

 
Figure 3-3: Participant dropout by condition 

Figure 3-3 shows how many participants that dropped out in each condition. The red shaded area illustrates how 

many participants that rushed at least one stage during the experiment (used 15 seconds or less to complete at least 

one stage).  

3.2.4. Sample 

The final sample consisted of 800 participants (senders) spread across four conditions (200 

participants in each condition). The average age of the participants was 37.91 years old 

(𝑆𝐷 = 11.58) with the oldest and youngest being 78 and 19 years old respectively. 441 of the 

participants (55.20%) were male, while 357 participants (44.68%) were female (one participant 

reported a gender of ‘other’ and one value is missing).15 Participants with a bachelor's degree 

dominated the distribution (40.50%), followed by participants with a high school diploma 

(20.75%) and technical training (13.75%).16 68 participants (8.50%) had a master’s degree, 

while 16 (2%) had completed their PhD. 42.63% of the participants were familiar with the trust 

 

 

14 ‘Rushed’ means that the participant used 15 seconds or less to complete at least one of the introductory pages. 

15 The missing observation is due to a technical error. 

16 Due to a technical error, the education level was not recorded correctly in the first session of the main experiment.     

   Consequently, there are 115 missing observations for the education variable.  
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game before entering the experiment, and 5.25% of the participants that completed the 

experiment failed to answer at least one of the comprehension questions correctly. 

Table 3-1: Age and gender distribution ‘Study 1’ 

Table 3-1 presents the distribution of age and gender for each condition, as well as for the whole sample. Each 

condition consists of 200 participants (senders), which yields a total sample of 800 participants. 

 

3.2.5. Predictions 

From a purely rational and self-interested perspective, the dominant strategy in the BDM trust 

game suggests that people should not trust, as it is irrational for trustees to reciprocate. Yet, 

Berg et al. (1995) and numerous replications have found evidence of widespread trust and 

reciprocity, rejecting the hypothesis of neoclassical economists. However, another question 

arises when comparing trust across groups. Instead of being a question of if people trust, it 

becomes a whom people trust the most. As the nature of the trust game implies a clear monetary 

incentive for the trustee to not act in a trustworthy manner, we hypothesize that people will trust 

another person more than an algorithm. This is based on the finding that people often view 

algorithms as more rational and objective agents than humans (Dijkstra, Lierbrand & 

Timminga, 1998), combined with the fact that algorithms to a lesser extent are characterized by 

the social attributes that makes humans appear trustworthy. Indeed, Lee (2018, p. 3) note that 

people ‘perceive algorithmic decision-makers as more rational, and less intentional and 

emotional than people.’ Hence, our first hypothesis is:  

Hypothesis 1.1: People trust other people more than algorithms. 

This hypothesis is independent of the employed elicitation method or the information revealed 

about the algorithm. Consequently, we expect the amount sent by the senders in the strategy 
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method condition and game method treatment to be statistically higher than the amount sent in 

both the transparent algorithm treatment and the black-box algorithm treatment.  

Our second hypothesis address the information revealed about the algorithm. While the trustors 

in the transparent algorithm treatment were told that the algorithm was pre-programmed by 

another Amazon Mechanical Turk worker, the trustors in the black-box algorithm treatment 

were only informed that they were playing against a pre-programmed algorithm (see 

instructions Appendix A). Consequently, subjects in the black-box algorithm treatment had to 

rely more on their own beliefs and interpretations of algorithms. Based on the same rationale 

as for ‘Hypothesis 1.1’, we predict that the transparency of the algorithm will have a positive 

effect on trust. Thus, our second hypothesis is: 

Hypothesis 1.2: Trust in an algorithm increases with the information revealed about  

        the algorithm. 

This implies that the amount sent by trustors in the transparent algorithm treatment is 

statistically higher than the amount sent by trustors in the black-box algorithm treatment. 

Our third hypothesis is based on the observation from the literature on generalized trust which 

suggests that socialization in early stages of life could affect the propensity to trust other 

humans. As today’s youth are increasingly being exposed to technology from an early age, we 

predict that younger individuals trust algorithms more than older individuals: 

Hypothesis 1.3: Trust in algorithms decrease with age.  

3.2.6. Results   

’Study 1’ sought to investigate how trust differs depending on the characteristics of a trustee. 

Trust was measured by the amount of money the senders transferred to their responder. Higher 

amounts sent were associated with a higher level of trust. 
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Figure 3-4: Distribution of amount sent 

Figure 3-4 illustrates the distribution of the amount sent in cents by the senders in each condition (𝑛 = 200 in all 

conditions). The participants could send an amount between 0 and 100 cents in increments of five cents. 

Figure 3-4 illustrates the distribution of amount sent across the four conditions. None of the 

treatments had a significant different distribution compared to the strategy method condition 

(𝑝 = 0.864;  𝑝 = 0.178;  𝑝 = 0.088, Kolmogorov-Smirnov Test, see Appendix B). However, 

by comparing the histograms in figure 3-4 it is apparent that a greater fraction chose to send 

more in both of the algorithmic treatments, while more subjects chose to send zero in the human 

conditions. Indeed, figure 3-5 depicts that trustors in the SM and the GM sent on average 

39.63% (𝑆𝐷 = 36.33) and 37.33% (𝑆𝐷 = 36.50) of their endowment, while trustors in the 

TA and the BBA sent 48.25% (𝑆𝐷 = 38.07) and 49.13% (𝑆𝐷 = 37.33) respectively (see also 

table 3-2).  
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Figure 3-5: Average amount sent by condition 

Figure 3-5 illustrates the mean and the 95% confidence interval of the amount sent by the senders in each condition 

(𝑛 = 200 in all conditions). The subjects had the option to send an amount between 0 and 100 cents in increments 

of five cents. 

Table 3-2: Descriptive statistics by condition 

Table 3-2 presents the mean and standard deviation of the amount sent by senders in each condition (𝑛 = 200 in 

all conditions). The subjects had the option to send an amount between 0 and 100 cents in increments of five cents. 

 

As the distribution of amount sent was not normally distributed in any condition (see the ‘Test 

of Normality: Amount sent’, Appendix B), a Mann-Whitney U test was conducted to determine 

whether the observed differences in the amount sent across conditions were statistically 

significant.17 As reported in table 3-3, the amount sent in the TA were statistically significantly 

higher than the amount sent in the SM, 𝑈 = 17 299.50, 𝑧 = −2.368, 𝑝 = 0.018. The same 

holds when comparing the BBA and the SM, 𝑈 = 17 035.50, 𝑧 = −2.600, 𝑝 = 0.009. 

Likewise, both trustors in the TA and the BBA transferred a higher amount to their trustees 

compared to trustors in the GM, 𝑈 = 16 594.50, 𝑧 = −2.984, 𝑝 = 0.003;  𝑈 = 16 336.00,

𝑧 = −3.211, 𝑝 = 0.001. Moreover, no significant difference was found between the amount 

 

 

17 The Mann Whitney U test is a rank-based nonparametric test that does not require the assumption of normal  

    distributions. It is often presented as the nonparametric alternative to the independent-samples t-test and can be  

    used to determine if there are differences between two groups (Laerd Statistics, 2015). 
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sent in the SM and the GM, 𝑈 = 19 258.00, 𝑧 = −0.650, 𝑝 = 0.515, or the amount sent in 

the TA and the BBA,  𝑈 = 19 780.00, 𝑧 = −0.193., 𝑝 = 0.847. 

Table 3-3: Mann-Whitney U tests amount sent 

Table 3-3 presents the output of the Mann-Whitney U tests that were conducted to test differences in the amount 

sent by the senders in the four conditions (𝑛 = 200 in all conditions). 

 

To isolate the treatment effects (the characteristics of the trustee) from other factors, we 

conducted two Tobit regressions (upper limit 100 cents).18 The results of these regressions are 

presented in table 3-4. Controlling for age and gender did not change the results above. The 

amount sent by the trustors in the algorithmic conditions were still statistically significantly 

higher than the amount sent by trustors in the human conditions (model 1). The coefficient for 

age suggests that the amount sent was not affected by the participants’ age (𝑝 = 0.907), while 

the gender coefficient imply that females sent more than males (𝑝 = 0.030). Adding variables 

for those who already were familiar with the trust game, those who failed the comprehension 

 

 

18 The Tobit model is also known as the censored regression model and is used to estimate linear relationships  

    between variables when the dependent variable has either a left- or right-censoring (UCLA Institute for Digital  

    Research & Education, n.d.). In our case, the amount sent was censored at 100 cents (right-censoring).  
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questions and people’s stated risk preferences led to a marginal decrease in the magnitude of 

the treatment effects (model 2).19 However, the amount sent in the algorithmic treatments were 

still significantly higher compared to the human conditions. Moreover, both previous 

knowledge of the trust game (𝑝 = 0.031) and higher risk preferences (𝑝 = 0.009) had a 

positive effect on the amount sent. None of the other variables in model 2 were statistically 

significant, including the coefficient for females (all 𝑝𝑠 > 0.118). 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

19 To control for people’s stated risk preferences, we asked the participants the following question: Are you  

    generally a person who takes risk or do you try to evade risks? Please rate your choice ranging between 0 and  

    10, where 0 is ‘Not at all prepared to take risk’ and 0 is ‘Very much prepared to take risk.’ 
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Table 3-4: Tobit regression on amount sent  

Table 3-4 shows the outputs of two Tobit regressions for the amount sent. ‘Model 1’ is a function of each condition, 

gender and age, while ‘Model 2’ also controls for the participants’ stated risk preferences, those who were familiar 

with the trust game before entering the experiment and those who failed the comprehension questions after three 

attempts. Robust standard errors are reported in the parentheses below the estimated coefficients.   

 

 

These findings suggest, contrary to our hypothesis, that people trust algorithms more than other 

humans. This result is independent of the information revealed about the algorithm (transparent 

versus black-box algorithm) or the elicitation method used in the human conditions (strategy 

versus game method). Hence, both ‘Hypothesis 1.1’ and ‘Hypothesis 1.2’ are not supported. 



33 

On the contrary, we conclude that the amount sent in the algorithmic treatments are statistically 

significantly higher than the amount sent in the human conditions, while there is no difference 

in the amount sent in the algorithmic treatments. Thus, we have: 

Result 1.1:  People trust algorithms more than other people. 

Result 1.2: The information revealed about an algorithm does not affect the trust towards 

the algorithm.  

By looking at figure 3-6, it is clear that the source of the differences in the central tendencies 

lie in the boundaries of giving nothing and giving everything. While 22.50% of the senders in 

the SM and 24% of the senders in GM chose to keep the entire endowment, only 14.50% in the 

TA and 15% in the BBA chose to do the same. In contrast, 27% of the senders in the TA and 

25.50% of the senders in the BBA chose to send the entire endowment, compared to 18.50% of 

senders in both the SM and the GM.  

 
Figure 3-6: Comparison of amount sent across conditions 

Figure 3-6 compares the distribution of amount sent by the senders in each condition. The participants had the 

option to send an amount between 0 and 100 cents in increments of five cents.  

To address ‘Hypothesis 1.3’ we conducted a subsample analysis (Tobit regression, upper limit 

100 cents) of both the transparent and the black-box algorithm treatment. By looking at ‘Model 

1 – 4’ in table 3-5, we observe no significant effect of age in either of the algorithmic treatments 

(all 𝑝𝑠 > 0.151). Consequently, ‘Hypothesis 1.3’ is not supported and we conclude:  

Result 1.3: Age does not affect people’s trust in algorithms. 
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Table 3-5: Subsample analysis of the algorithmic treatments 

Table 3-5 shows the outputs for the subsample analysis conducted on the algorithmic treatments.  ‘Model 1’ and 

‘Model 2’ are the outputs for the transparent algorithm treatment, while ‘Model 3’ and ‘Model 4’ show the outputs 

for the black-box algorithm treatment. Robust standard errors are reported in the parentheses below the estimated 

coefficients.   

 

3.2.7. Discussion 

 ‘Study 1’ addressed if people trust other people more than algorithms in one-shot interactions. 

The findings revealed considerable differences in participants behavior across conditions. 

Trustors who were matched with another human displayed less trust in their counterparts than 

those matched with an algorithm. This was independent of the elicitation methods employed in 

the human conditions and the information revealed about the algorithms in the algorithmic 

treatments. Hence, the results imply, contrary to our hypothesis, that people trust algorithms 

more than other humans. However, several scholars have noted that trustors might have other 

considerations in mind when deciding which strategy to employ in the trust game. Following, 

it is argued that the amount sent in the BDM trust game are affected by more than just trust, 
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such as individual´s altruistic preferences (Cox, 2004) or betrayal aversion (Bohnet & 

Zeckhauser, 2004). 

The idea of altruistic preferences suggests that people embed others’ well-being into their own 

utility function. As such, altruistic preferences should, if present, manifest themselves in 

people’s behavior. Specifically, participants should send more money in the human conditions 

compared to the algorithmic conditions—as altruistic participants would not send as much 

money to a machine as they would to a human. Yet, the results from the present study suggests 

the opposite. Indeed, trustors in both algorithmic conditions sent more of their endowment to 

their trustee compared to trustors in the human conditions. Thus, the presence of altruism, if 

any, mere reinforces the claim that people trust algorithms to a greater degree than humans. 

According to the concept of betrayal aversion, people take more risk when the outcome of their 

decision is determined by chance rather than another person’s trustworthiness—because people 

are averse to being betrayed (Bohnet & Zeckhauser, 2004). Consequently, Bohnet and 

Zeckhauser (2004, p. 470) hypothesized that it is ‘fundamentally different to trust another 

person than to rely on a random device that offers the same outcome.’ In the terminology of 

‘Study 1’, parallels can be drawn between a random device and algorithms. Following, some 

may argue that the results from the present study could stem from betrayal aversion rather than 

trust. However, participants in the transparent algorithm treatment were informed that another 

person determined the outcome. Hence, our stance is that betrayal aversion cannot explain the 

observed differences between the human conditions and the transparent algorithm treatment. 

Moreover, as the behavior of participants in the algorithmic treatments were strikingly similar, 

we argue that the effect of betrayal aversion in the black-box algorithm treatment is, if present, 

not a dominating determinant of the participants behavior. 

Another factor that might affect people’s behavior in the trust game is individual’s risk aversion. 

However, adding people’s stated risk preferences as a control variable did not change the 

results. Hence, we argue that the presence of altruistic preferences, betrayal aversion or risk 

aversion cannot alone explain the observed differences. As such, we believe that ‘Study 1’ 

successfully elicited trusting behavior, and that the observed differences can, at least to a certain 

extent, be explained by the fact that people trust algorithms more than other people in the 

context of the trust game.   
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3.3. Study 2 – Judge Advisor System 

3.3.1. Experimental design 

To address the second research question ‘Do people rely more on financial advisors or robo-

advisors?’ we built upon the existing experimental framework in the decision-making and 

advice-taking literature and manipulated the characteristics of the advisor. Similar to Önkal et. 

al. (2009), we employed the Judge-Advisor System (JAS) and asked subjects to forecast the 

weekly closing price for different stocks at two points in time: before and after receiving an 

advice. The source of the advice was told to be either a financial advisor (FA) or a robo-advisor 

(RA) depending on which condition the participants were assigned to.20 The advice itself was 

identical in both conditions. If the participants’ final forecast was within 50 cents (either above 

or below) of the actual closing price of a randomly selected stock, they received a bonus of 

$1.00. If the final forecast was off by more than 50 cents (either above or below), no bonus was 

given.  

Similar to previous studies (e.g. Logg et al., 2019; Prahl & Van Swol, 2017), participants were 

asked to rate their confidence in the accuracy of their prediction immediately after providing 

both their initial and final forecasts. This was done to see whether the participants’ confidence 

in their forecasts was affected by the received advice. Indeed, Sniezek and Van Swol (2001; 

Van Swol & Sniezek, 2005) found a strong relationship between participants’ reported 

confidence levels and trust in advice. As such, one would expect participants who utilize the 

advice to report a higher confidence level in their final forecast (post-advice forecast). 

3.3.2. Measuring advice utilization 

In line with previous literature (e.g. Önkal et al., 2009; Logg et al., 2019) we measured advice 

utilization by computing a positional measure (SHIFT) that captures the extent to which the 

participants adjust their forecast towards the advice given to them. The SHIFT variable is 

computed as follows: 

SHIFT =
(Adjusted Forecast − Initial Forecast)

(Advisor Forecast − Initial Forecast)
  

 

 

20 Instructions and hyperlinks for each condition is attached in Appendix C.  
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A SHIFT-score of 0 indicates that the participant completely ignores the advice, while a score 

of 1.00 indicates that the participant discard their initial forecast and fully rely on the advice 

given by the advisor (Bonaccio & Dalal, 2006; Önkal et al., 2009). Note that if a participant’s 

initial forecast is equal to the given advice, the SHIFT-score is undefined. Under such 

circumstances it is impossible to determine if the subject followed the advice. However, we did 

not find this to be a problem in our dataset as there were only three such cases (0.29% of all 

observations).   

Another issue to address is SHIFT-scores above 1.00 or below 0. Negative SHIFT values occur 

when participants move away from the advice, while values above 1.00 occur when 

participants’ final forecast overshoots the advice. Prior research has usually winsorized these 

observations by setting values greater than 1.00 to 1.00 and values lower than 0 to 0 (Gino & 

Moore, 2006; Logg et al., 2019).  Although we agree that negative values indicate zero advice 

utilization, we argue that values greater than 1.00 does not reflect full advice utilization because 

the judge’s final forecast overshoots and moves away from the given advice. Consequently, we 

adjusted these observations by subtracting twice the range between 1.00 and the original 

SHIFT, yielding a SHIFT below 1.00.21 To exemplify, a SHIFT of 1.20 was adjusted to 0.80 

and SHIFTs above 2.00 were adjusted to 0. Still, we recognize that a SHIFT of 0.80 and a 

SHIFT of 1.20 represent two fundamentally different behaviors. Therefore, all adjusted SHIFT-

scores were assigned a dummy variable to keep them distinct from unadjusted SHIFTs in the 

analysis.22 

3.3.3. Proceedings 

Similar to ‘Study 1’, participants who satisfied the selection criteria (geographic location 

restricted to the US, minimum of 1,000 approved HITs, an approval rate of minimum 98% and 

a minimum age of 18) were recruited through Amazon Mechanical Turk. Individuals who 

participated in ‘Study 1’ were excluded to avoid biases based on recent experiences. For 

example, some participants were betrayed by their trustee in the trust game. This could 

 

 

21  Statistical tests of SHIFT-scores winsorized at 1.00 and 0 respectively [similar to Gino and Moore (2006) and    

     Logg et al. (2019)] are attached in Appendix D. 

22  6.10% of all the SHIFT-scores were above 1 and 1.24% were below 0.  
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potentially have affected participants’ trust in us as experimenters, which in turn could have 

altered their behavior in this study. 

Participants received a $1.00 show-up fee and were informed that they could earn a potential 

bonus depending the outcome of the experiment.23 After giving their informed consent and 

passing the reCAPTCHA, they were randomly assigned to one of the two conditions (the 

financial advisor condition or the robo-advisor condition), before receiving some general 

information about the experimental session (see Appendix C). Next, all participants received 

the same instructions about the decision task to ensure common knowledge (see Appendix C). 

The participants were informed that they were to provide a four-week price forecast for three 

undisclosed stocks trading at the New York Stock Exchange based on some financial 

information (P/E, β, dividend and the 52-week range) and an interactive time series plot 

illustrating the 52-weekly closing prices for an undisclosed time period (see figure 3-7).24 Both 

the companies name and the time period were not revealed to avoid potential biases (e.g. 

previous experiences with the stock or the ‘mood’ of the stock markets). Furthermore, we did 

not reveal that the participants would receive an advice and could revise their initial estimates. 

Finally, the participants were informed that the potential bonus would depend on the accuracy 

of their forecast. 

 

Figure 3-7: Stock Charts ‘Study 2’ 

Figure 3-7 shows the interactive graphs the participants received for each forecasting task. Each graph illustrates 

52-weekly closing prices. The participants were asked to forecast the weekly closing price in week 56.  

After reading the instructions, the participants had to answer a set of comprehension question 

to ensure that they understood the task they were to perform. Participants who answered 

correctly proceeded to the decision phase of the experiment. Participants who failed the 

 

 

23  The HIT description for ‘Study 2’ is attached in Appendix C.  

24  The stocks belong to American Airlines, ExxonMobil and Oracle respectively. The data used was from the  

     period June 2016 to July 2017. 
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questions after three attempts were forwarded to a page revealing the correct answers before 

they, too, continued to the decision phase. 

The decision phase consisted of two parts. First, participants provided an initial forecast (text 

entry) and their confidence level (0-100 slider) for each stock.  The order of the stocks was 

randomized to eliminate any systematic ordering biases. Next, the participants were introduced 

to their advisor (either a financial advisor or a robo-advisor) before revisiting the three stocks. 

For each stock, participants were reminded their initial forecast before receiving their advisor’s 

recommendation. Participants were then asked to make their final forecast and report their 

corresponding confidence.  

Once the participants had completed the forecasting tasks, they were forwarded to a post-

questionnaire which included a manipulation check to see if the participants were aware of the 

source of the received advice. Upon completion, participants were able to see the results of the 

experiment and given a survey code to submit on MTurk in order to receive payment. 
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Figure 3-8: Flowchart 'Study 2’ 

Figure 3-8 illustrates the experimental flow for ‘Study 2.’ Participants were randomly assigned to receive an advice 

from either a financial advisor or a robo-advisor. Stage 4-6 were randomized to avoid ordering bias, and stage 8-

10 were completed in the same order as stage 4-6.  

3.3.4. Dropouts 

Although measures were taken to prevent participation dropouts, 78 out of the 477 participants 

(16.35%) who entered the experimental session left before completing the experiment. As in 

‘Study 1’, most of these participants (76.92%) left the experiment before the decision phase 

(see figure 3-9). Seven participants left once they entered the welcome page, five participants 

left when given the instructions and 48 participants left the experiment at the stage of the 

comprehension questions. Nine of the 18 dropouts that went on to the decision phase left 

without providing a forecast and six left before receiving the advice. Hence, only three of the 

402 participants (0.75%) that provided an initial forecast for all three stocks left without 

completing the experiment.   
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Figure 3-9: Participant dropout by stage 

Figure 3-9 shows how many participants that dropped out at each stage of the experiment. The red shaded area 

illustrates how many participants that rushed through the stage (used 15 seconds or less to complete the stage). 

A closer examination of the dropout data revealed that 8.97% of the dropouts left without 

receiving any crucial information about the decision task, while 65.38% of the dropouts rushed 

at least one stage before leaving the experiment.25 From figure 3-9 it is clear that most of the 

dropouts left the experiment at the stage of the comprehension questions (48 of 78 dropouts or 

61.54%). However, 81.25% of these (39 of 48 participants) rushed through at least one of the 

introductory pages (stage 1–2), which suggests that they did not read the instructions and were 

therefore unable to answer the questions successfully. Furthermore, 11 of the 15 participants 

who started the decision phase, but dropped out before receiving an advice, failed to answer the 

comprehension questions correctly. Five of these rushed through the instructions. Moreover, by 

comparing the number of dropouts in each condition, we found no statistical differences (𝑝 =

0.534, Chi-square test of homogeneity, see figure 3-10). As such, our stance is that selective 

dropouts did not lower the quality of the collected data. 

 

 

25 ‘Rushed’ means that the participant used 15 seconds or less to complete either the welcome page or the  

     instructions. 
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Figure 3-10: Participant dropout by condition 

Figure 3-10 shows how many participants that dropped out in each condition. The red shaded area illustrates how 

many participants that rushed at least one stage during the experiment (used 15 seconds or less to complete at least 

one stage).  

3.3.5. Sample 

A total of 399 participants completed ‘Study 2’ (financial advisor, 𝑛 = 197; robo-advisor, 𝑛 =

202). 44 participants were removed from the final sample as they failed to answer the 

manipulation check by stating that the advice was given by an incorrect source, while five more 

were removed due to clear inconsistencies in the provided answers. This resulted in a final 

sample of 350 participants (financial advisor, 𝑛 = 169; robo-advisor, 𝑛 = 181). 

As reported in table 3-6, the average age of the participants was 40.09 years old (SD 12.29) 

with the oldest participant being 81 and the youngest being 19. 174 of the participants were 

male (49.71%), while 175 participants (50.00%) where female. One participant (0.29%) 

reported a gender of ‘other.’ As in ‘Study 1’, participants with a bachelor’s degree dominated 

the distribution (40.57%), followed by those with a high school diploma (24.00%) and technical 

training (17.14%). 58 participants had a master’s degree (16.57%), while 6 had completed their 

PhD (1.71%). Moreover, 44.00 % of the participants had previously received financial advice. 

Of these, 71.43% had received advice from a financial advisor, 12.99% from a robo-advisor, 

while 15.58% had received financial advice from both. Finally, 7.43% of the participants that 

completed the experiment failed to answer at least one of the comprehension questions correctly 

and were assigned a dummy variable to use in the analysis.  
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Table 3-6: Distribution of age and gender ‘Study 2’ 

Table 3-6 shows the distribution of age and gender for each condition, as well as for the whole sample. The 

financial advisor condition consisted of 169 participants, while the robo-advisor condition consisted of 181 

participants. This yields a total sample of 350 participants. 

 

3.3.6. Predictions 

Although research has found that statistical models and algorithms generally make more 

accurate predictions and forecasts than humans (e.g. Dawes, 1979; Meehl 1954), research on 

advice taking and decision-making often find that people frequently discount advice from non-

human sources compared to advice given by a human (e.g. Dietvorst et al., 2015, 2018; 

Promberger et al., 2006; Önkal et al., 2009). However, other studies report the opposite (e.g. 

Logg et al., 2019; Madhavan & Wiegmann, 2007). Because of this ambiguity, Lee (2018) 

suggests that advice utilization may depend on the nature of the task being tested. 

Prior research on financial decision-making suggests that humans are overconfident and possess 

cognitive biases that makes them bad investors. For example, people tend to seek information 

that confirms their existing beliefs (confirmation bias), overvalue the latest information 

available (recency bias) and neglect the role of probabilities (Ackert & Deaves, 2010). 

Moreover, people are loss averse and place a higher value on what they already own compared 

to what they do not (the endowment effect) (Ackert & Deaves, 2010). As a result of such biases, 

research show that investors trade too much (Odean, 1999), sell winners too quick and hold 

losers too long (Shefrin & Statman, 1985). Despite these findings, Önkal et al. (2009) found 

that people prefer human judgements over statistical recommendations in the domain of 

financial forecasting.  
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However, we argue that these results cannot be generalized as the sample used in the Önkal et 

al.’s study only included economics students with background from statistics and forecasting 

courses. Indeed, Prahl and Van Swol (2017 p. 694) note that such samples may lead to advice 

discounting and personal biases as subjects might overweigh their own financial literacy or be 

aware of the shortcomings of statistical models. Another point to note is that the study was 

conducted prior to the financial crisis (D. Önkal, personal communication, June 16, 2019). 

Hence, the results do not reflect the collapse of trust in financial professionals which may have 

changed people’s behavior when facing financial advice.  

In recent years, digital advisors that provide financial advice by utilizing algorithms have 

emerged as an alternative to traditional financial advisors. While research on human decision-

making suggests that humans are bounded by overconfidence and cognitive biases, Fogg (2009) 

suggests that people trust computers to provide more unbiased information than humans, while 

Prahl and Van Swol (2017, p. 697) note that ‘people generally expect automation to be perfect’ 

(i.e. with an error rate of zero). Thus, we hypothesize: 

Hypothesis 2.1: People rely more on a financial advice emanating from a robo-advisor  

               compared to a financial advisor. 

Closely related to this hypothesis are the participants’ reported confidence levels. As prior 

research has found a strong correlation between confidence and trust in advice (Sniezek & Van 

Swol, 2001; Van Swol, 2009; Van Swol & Sniezek, 2005), we predict that: 

Hypothesis 2.2: Participants who receive an advice from a robo-advisor will have a  

       higher increase in their reported confidence levels compared to the  

       participants in the financial advisor treatment.   

Similar to ‘Study 1’, we predict that age will have an effect on the participants’ behavior. 

Specifically, we expect reliance on robo-advice to decline with age. Indeed, several surveys 

have found that the use of robo-advisors is higher among younger investors (Financial Industry 

Regulatory Authority [FINRA], 2016; Lochner, Duenser & Reeson, 2017). Moreover, other 

remark that younger people are more comfortable with technology than older individuals 

(Fisch, Labouré & Turner, 2018). Thus, our last hypothesis is: 

Hypothesis 2.3: Younger people rely more on robo-advisors compared to older  

         individuals.  
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3.3.7. Results 

‘Study 2’ examined how people utilize financial advice depending on the source of the advice. 

We measured advice utilization by calculating a SHIFT-score that captures how individuals 

adjust their initial forecast towards the advice given to them. A higher SHIFT is associated with 

greater reliance on the advice.  

 

Figure 3-11: Average SHIFT-score by stock 

Figure 3-11 illustrates the mean and the 95% confidence interval for each SHIFT-score (Stock A, Stock B and 

Stock C) by condition. 

From figure 3-11, we see that both conditions have a mean SHIFT-score around 0.50 for all 

stocks. This implies that the participants averaged their own forecast with that of the advice. 

By comparing the SHIFT-score for of each stock across conditions, we observe no considerable 

differences (see table 3-7). The mean SHIFT-score for ‘Stock A’ is slightly higher in the robo-

advisor treatment than in the financial advisor condition (𝑀 = 0.505, 𝑆𝐷 =

0.337 in the RA vs.  𝑀 = 0.464, 𝑆𝐷 = 0.363 in the FA), while the opposite holds for ‘Stock 

C’ (𝑀 = 0.490, 𝑆𝐷 = 0.337 in the RA vs.  𝑀 = 0.542, 𝑆𝐷 = 0.351 in the FA). However, 

the mean SHIFT of all forecasts combined is practically identical (𝑀 = 0.498, 𝑆𝐷 =

0.339 in the RA vs.  𝑀 = 0.503, 𝑆𝐷 = 0.359 in the FA). This suggest that people rely equally 

on a financial advice given by a robo-advisor and a financial advisor, even though the advice is 

identical. 
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Table 3-7: Descriptive statistics SHIFT by condition 

Table 3-7 shows the mean and standard deviation for each SHIFT-score, as well as the SHIFT-score for all stocks 

combined. 

 

A Hotelling’s T2 test of all three SHIFT-scores confirms the observations above (see Appendix 

D).26 The differences between conditions on the combined SHIFT-scores were not statistically 

significant, 𝐹(3, 343) = 1.335, 𝑝 = 0.263, Wilk′s λ = 0.988, 𝜂2 = 0.012. These results hold 

when controlling for gender, age, education level, perceived difficulty, confidence in the initial 

estimate, those who ‘overshot’ and those who failed the comprehension questions, 𝐹(3, 325) =

1.388, 𝑝 = 0.246, Wilk′s λ = 0.987, 𝜂2 = 0.013 (one-way MANCOVA, see Appendix D).27 

As two assumptions were violated for both the Hotelling’s T2 test and the one-way MANCOVA 

(see Appendix D),28 a Mann-Whitney U test was conducted for each SHIFT-score to check the 

robustness of the results. The tests showed no significant differences between the conditions, 

supporting the above findings (see table 3-8). Hence, ‘Hypothesis 2.1’ is not supported.29 In 

fact, we conclude: 

 

 

26 The Hotelling’s T2 is a multivariate extension of the independent-samples t-test and a special case of the one- 

    way MANOVA (multivariate analysis of variance) where the independent variable has only two groups. The  

    Hotelling’s T2 is used to compare differences in means between two groups when you have more than one  

    dependent variable (Laerd Statistics, 2017). 

27 The one-way MANCOVA is an extension of the one-way MANOVA where you can add control variables  

     known as covariates (Leech, Barret & Morgan, 2005). 

28  The Hotelling's T2 test violated the assumptions of normality and homogeneity of variances, while the one-way     

     MANCOVA violated the assumptions of normality and linearity between the covariates and the dependent  

     variables. However, it is worth noting that MANOVAs (e.g. Hotelling's T2 and the MANCOVA) is quite robust  

     to deviations from normality and violations of homogeneity of variance, especially with equal (or nearly equal)  

     sample sizes (Bray & Maxwell, 1985; Glass, Pekham & Sanders, 1972; Leech et al., 2005; Mardia, 1971). 

29  SHIFT-scores winsorized at 1.00 and 0 yields the same results (see Appendix D). 
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Result 2.1: People rely equally on a financial advice given by a financial advisor and a robo-

advisor.  

Table 3-8: Mann-Whitney U tests SHIFT 

Table 3-8 presents the output of the Mann-Whitney U tests that were conducted to test differences in SHIFT-scores 

across each condition. 

 

By looking at figure 3-12, we see that participants in both conditions reported a higher 

confidence in their forecast after receiving advice (see also table 8-21 in Appendix E). However, 

the magnitude of the increase does not seem to differ across the two conditions. The mean pre- 

and post-confidence levels for all stocks combined were 50.83% (𝑆𝐷 = 24.83) and 58.09 

(𝑆𝐷 = 25.15) in the financial advisor condition versus 52.76% (𝑆𝐷 = 21.97) and 59.67% 

(𝑆𝐷 = 22.07) in the robo-advisor treatment. This yields an average of 7.20 (𝑆𝐷 = 13.66)  and 

6.92 (𝑆𝐷 = 13.84)  percentage point change in confidence from time 1 to time 2 (before and 

after receiving advice) for each group respectively (see also table 8-21 in Appendix E).  

 

Figure 3-12: Mean confidence level by condition 

Figure 3-12 illustrates the mean and the 95% confidence interval for the combined pre-advice and post-advice 

confidence levels (Stock A, Stock B and Stock C combined). 
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A two-way mixed MANOVA on all stocks was conducted to assess the statistical significance 

of these observations.30 Receiving an advice had a positive effect on the participants’ 

confidence levels, but no differences were found when comparing the change across the two 

conditions, as reflected in the main effect of advice on the combined dependent variables 

𝐹(3, 345) = 47.343, 𝑝 = 0.000, Wilk′s λ = 0.708, 𝜂2 = 0.292, and the interaction between 

source and advice, 𝐹(3, 345) = 0.455, 𝑝 = 0.714, Wilk′s λ = 0.996, 𝜂2 = 0.004 (see 

Appendix D). Moreover, by examining the main effect of source (financial advisor or robo 

advisor), we found no difference in the participants’ overall confidence level, 𝐹(3, 345) =

0.201, 𝑝 = 0.896, Wilk′s λ = 0.998, 𝜂2 = 0.002 (see Appendix D). This suggests that the 

participants were equally confident in their forecasts when advised by a financial advisor as 

they were when advised by a robo-advisor. However, as most of the assumptions for the two-

way mixed MANOVA were violated (see Appendix D),31 we calculated a change score (post-

advice confidence minus pre-advice confidence) and conducted a Mann-Whitney U test for 

each stock, as well as for all stocks combined to check the robustness of the results. As reported 

in table 3-9, no significant difference was found in the change in confidence between the 

conditions.   

Table 3-9: Mann-Whitney U tests change in confidence scores 

Table 3-9 presents the output of the Mann-Whitney U tests that were conducted to test differences in the computed 

change-scores (post-advice confidence minus pre-advice confidence) for each stock across the conditions. 

 

 

 

30 A two-way mixed MANOVA is used to determine if there are differences between groups (between-subjects  

    factor) and within subjects (within-subjects factor) when you have more than one continuous dependent variable  

    (Laerd Statistics, 2018; Leech et al., 2005). 

31  The assumptions that were violated was the assumption of no multicollinearity, no univariate or multivariate                

      outliers, multivariate normality and homogeneity of variances (see Appendix D).  
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These findings support the result that participants react equally to an advice given by a financial 

advisor and an advice given by a robo-advisor. Consequently, ‘Hypothesis 2.2’ is not supported 

and we have: 

Result 2.2:  People’s confidence in their predictions increase after receiving an advice, but 

the magnitude of the increase is independent of the source of the advice. 

To address ‘Hypothesis 2.3’ and investigate whether age have a significant effect on advice 

utilization when the advice is given by a robo-advisor, we conducted a subsample analysis (OLS 

regression) of the robo-advisor treatment (see table 3-10).32 By regressing the combined 

SHIFT-scores on gender, age, education level, forecasting task and those who overshot, we find 

no significant effect of age (𝑝 = 0.109). Controlling for the participants pre-confidence levels, 

the perceived difficulty of the forecasting task and those who failed the comprehension 

questions after three attempts does not change this result. This indicates that age does not affect 

the level of advice utilization when receiving advice from a robo-advisor. Hence, ‘Hypothesis 

2.3’ is not supported and we have:  

Result 2.3:  People rely equally on an advice given by a robo-advisor regardless of age. 

  

 

 

32  Ordinary least squares (OLS) regression is a method used to predict the value of an unknown parameter based  

     on the value of one or more independent variables. This is done by minimizing the sum of squared vertical  

     distances between the observed values and the values predicted by linear approximation (Johannessen,  

     Christoffersen & Tufte, 2011; Thrane, 2017). 
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Table 3-10: Subsample analysis of robo-advisor condition 

Table 3-10 shows the outputs for the subsample analysis conducted on the robo-advisor condition. Robust standard 

errors are reported in the parentheses below the estimated coefficients.   
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3.3.8. Discussion 

‘Study 2’ examined if people rely more on advice emanating from a robo-advisor compared to 

a financial advisor. Previous literature comparing advice utilization from human sources versus 

non-human sources (e.g. algorithms or expert systems) often report that one source is more 

utilized than the other. However, our findings suggest that this is not the case when comparing 

financial advisors and robo-advisors in the domain of financial forecasting. Indeed, we find no 

statistical differences in advice utilization or participant’s confidence in their forecasts 

depending on the source of the advice, which suggests that people rely equally on the two 

sources. This is in line with the results of Lee (2018) who found that people trust algorithmic 

and human decisions equally with tasks that requires mechanical skills.  

Several scholars note that trust in financial advisors are affected by their perceived 

competence/ability, integrity and benevolence, which is the three components of 

trustworthiness suggested by Mayer et al. (1995). As the bonus in this experiment depended on 

the accuracy of the participants’ forecasts, it is likely to believe that the perceived 

competence/ability of the advisor was the most salient factor when deciding how much to utilize 

the given advice. Indeed, Mayer et al. (1995) note that the importance of each component of 

trustworthiness differs according to the situation and argue that the ‘domain of ability is specific 

because the trustee may be highly competent in some technical area, affording that person trust 

on tasks related to that area’ (Mayer et al., 1995, p. 712). Moreover, a robust finding in the JAS 

literature is that the perceived expertise of the advisor increases the degree of advice utilization 

(Harvey & Fisher, 1997; Yaniv & Kleinberger, 2000; Jungermann & Fischer, 2005). As such, 

our result may suggest that financial advisors and robo-advisors are perceived to exhibit the 

same degree of competence, which can explain why participants display the same degree of 

advice utilization. However, this was not examined in the current research design and therefore 

needs to be investigated further to make a conclusion.    

Interestingly, our participants tend to average their own forecast with that of the advisor, 

yielding a SHIFT of 0.50. This is in contrast to many other JAS studies which have found 

evidence of egocentric advice discounting (ref section 2.6.1). Closest to our experiment is the 

paper of Önkal et al. (2009), who found that people discounted advice from both a human expert 

and a statistical model when forecasting the future price of different stocks (SHIFTs of 0.39 
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and 0.28 respectively). 33 As Önkal et al.’s study was conducted prior to the financial crisis, it 

is interesting to note that our participants displayed a higher degree of advice utilization in 

general. However, several differences between the experiments can help explain the different 

results. First, the framing of the advisors (financial advisor vs. human expert and robo-advisor 

vs. statistical model) may have altered participants’ behavior.34 Second, the studies employed 

different reward structures, which have been found to influence the degree of advice utilization 

(Camerer & Hogarth, 1999; Sniezek & Van Swol, 2001).35 Finally, Önkal et al. (2009) 

employed business and economics students enrolled in statistical and forecasting courses. The 

knowledge of, and previous experience with, financial forecasting may have reduced the 

perceived complexity of the task and made participants more confident in their own competence 

of stock price forecasting, which are two effects both associated with more advice discounting. 

In contrast, we recruited a diverse sample from Amazon Mechanical Turk. It is likely to believe 

that these participants had less financial and statistical literacy, which may help explain the 

higher SHIFT-scores in our experiment compared to the experiment of Önkal et al. (2009).  

 

 

33 Önkal et al. (2009) did not adjust SHIFT-scores above 1.00 or below 0. 

34 Framing the advisor as an expert or a statistical model rather than an advisor may explain some of the observed               

    differences between the studies. 

35 While our participants could earn a $1.00 bonus depending on the accuracy of their forecasts, the subjects in  

    Önkal et al.’s study received a fixed amount of extra credit points in their courses. 
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4. GENERAL DISCUSSION AND IMPLICATIONS 

The main finding from ‘Study 1’ was that participants in both algorithm treatments sent a higher 

fraction of their endowment compared to participants in the human conditions, indicating that 

people trust algorithms more than other people. This result is quite robust as it is independent 

of the information revealed about the algorithm and the elicitation method used in the human 

conditions. Indeed, we found no differences when comparing the human conditions or 

algorithmic conditions. Hence, the different levels of trust seem to be a result of the 

characteristic of the trustee (algorithm versus human).   

In light of this result, it is interesting that the participants in ‘Study 2’ relied equally on an 

advice given by a financial advisor compared to a robo-advisor. Although the experiments 

differ, it may seem like the general advantage algorithms have over humans in terms of trust 

cannot be particularized to the specific context of financial advisory. A possible explanation is 

offered by Lahance and Tang (2012), who found that trusting financial professionals is 

fundamentally different from trusting people. Related is the findings of Madhavan and 

Wiegmann (2007), which suggests that ‘human novices’ are trusted less than ‘automated 

novices’, while human experts are trusted more than automated experts. In fact, Logg et al. 

(2019) found that novice human advisers had lower credibility than automated advisers. The 

reverse held true when the human adviser was portrayed as an expert. Another potential 

explanation is that participants’ in ‘Study 1’ might have based their decision on the beliefs about 

the dependent object’s benevolence and integrity, while participants’ in ‘Study 2’ used their 

subjective assessments of the advisor’s credibility and competence when deciding how much 

to utilize their advice.   

The results from the present studies have several implications. First, it illustrates the complexity 

of trust. Specifically, trust depends on the context and task at hand. This has both practical and 

theoretical implications. Although the results from ‘Study 1’ suggests that people are more 

willing to trust unknown algorithms more than unknown individuals, it is important for 

companies that want to implement and utilize algorithms in their business to know that trust in 

algorithms (and humans), largely depends on what kind of work or problem that is being 

addressed. Furthermore, it is important for trust researchers to be aware that their result may be 

affected by the experimental context and task under investigation as it may create a problem 

for the external validity of their research. 
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Second, the findings from ‘Study 2’ have practical implications for decisions-makers within 

the financial industry. As trust in financial advisors has been identified as to key determinant 

for seeking financial advice, it is essential for financial service providers to understand how 

trust in human financial advisors and robo-advisors differ as they are increasingly introducing 

digital financial advisors as part of their offerings. In addition, traditional providers of financial 

services need to be aware that people seem to be equally willing to rely on robo-advisors as 

financial advisors as the former are more accessible and cost-efficient. Providers of traditional 

financial services need to recognize a modernization of the industry and respond by developing 

an even better customer experience to remain competitive against the emerging computerized 

advisors. 

Third, it is interesting to note that the transparency of an algorithm does not significantly change 

the level of trust. In everyday interactions with technology, underlying mechanisms of the 

algorithms involved are rarely exposed to users. Although there is an emerging trend 

emphasizing the importance of openness and disclosure of computational procedures, it will 

still be necessary for businesses to protect their products through proprietary software and 

undisclosed algorithmic processes. This result indicates that businesses can continue this 

practice without being punished in terms of lower trust towards their technologies. 

Fourth, age does not seem to have an effect in either of the studies. Digitalization and 

modernization often focus on appealing to younger individuals. Yet, the results from our studies 

shows that trust in algorithms and reliance on financial advice from robo-advisors do not differ 

between generations. This is an important result for companies building their business on 

products based on technology and algorithms as it can affect how they present their products 

and target their consumers. 

Finally, the findings from ‘Study 1’ have methodological implications. Specifically, it adds to 

the results from other behavioral experiments, which have found that framing effects (e.g. 

changing a few words in the instructions) and other experimental modifications can 

significantly alter participants’ behavior (Johnson & Mislin, 2011). Researchers need to be 

aware of this when generalizing their findings and evaluating the external validity of their 

results.  
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5. CONCLUSION 

The aim of this thesis has been to contribute to the emerging research on trust in the interaction 

between humans and technology, both on a broader scale, and more specifically, in the domain 

of financial advisory. Section 1 addressed the background and motivation for the thesis, while 

section 2 provided an overview of previous trust literature. In particular, section 2 started with 

a discussion of the different conceptualizations, views and definitions of trust, followed by a 

brief review of various trust measurements and why people choose to trust others. 

Subsequently, we focused on trust in technology and the role of trust within the financial 

industry. The section ended with an introduction to the judge-advisor system and a presentation 

of previous research on advice utilization. Section 3 started with a presentation of Amazon 

Mechanical Turk and addressed the strengths and weaknesses of conducting online 

experiments. We then presented the experimental design, proceedings, predictions, results and 

a discussion for each study respectively. Section 4 provided a general discussion of the findings 

from the two studies, as well as some implications of the results.  

In light of the discussions carried throughout this thesis, we conclude that the methods used to 

measure trust and reliance on advice provide valid results and are therefore suitable to answer 

the thesis’ research questions presented in section 1. In particular, ‘Study 1’ provide evidence 

suggesting that people trust algorithms more than other people. This is in line with the findings 

of Wu et al. (2016). Despite this result, participants in ‘Study 2’ relied equally on a financial 

advice emanating from a human financial advisor compared to a robo-advisor.  

The results from this thesis help contribute to the emerging focus on trust in technology, 

specifically by providing evidence suggesting that people trust algorithms more than other 

people on a general basis and that the transparency of an algorithm does not affect trust. Further, 

in the context of financial advisory, the thesis contributes with a finding that indicates no 

different reliance on financial advice from robo-advisors relative to traditional financial 

advisors. Yet, the latter result could be highly contingent on context, and the results may change 

if other domains than financial forecasting are investigated. 
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6. LIMITATIONS AND FUTURE RESEARCH 

Like most research, this thesis has some limitations which provide opportunities for future 

studies. First, both ‘Study 1’ and ‘Study 2’ investigate one-shot interactions. However, several 

scholars have stated that trust tends to evolve with time (Lewicki, Tomlinson & Gillespie, 

2006). Therefore, it would be interesting to see if our results could be replicated by including 

repeated interactions. Indeed, Mayer et al. (1995, p. 728) note that the outcome of previous 

interactions can indirectly affect trust ‘through the perceptions of ability, benevolence and 

integrity at the next interaction.’ For example, how would people’s trust in algorithms change 

if the algorithm deviated from the trustor’s expectations? In fact, previous research on non-

human decisions aids have shown that people tend to punish algorithms more than people after 

seeing an algorithm err (Dietvorst et al., 2015, 2018). Future research should examine how this 

relates to the context of financial advisory and investigate how much people rely on an advice 

given by a robo-advisor after seeing the robo-advisor err.  

A second limitation relates to the samples used in the experiments. Although MTurk offers a 

more diverse subject pool than those used in traditional laboratory experiments, it is still not a 

random sample of the general population (Mason & Suri, 2012; Paolacci & Chandler, 2014). 

Moreover, the geographical location of the participants was restricted to the United States. As 

previous studies have found that trust differs across countries and cultures (Johnson & Mislin, 

2011), we encourage other researchers to attempt to replicate our findings in other countries 

and cultures—especially those with clear dissimilarities to the United States. For instance, 

samples from less developed countries may be confounded by variables such as lower education 

and less exposure to advanced technology—which may affect trust in technological artifacts 

like algorithms or robo-advisors. 

Third, both studies were conducted online. Consequently, the interaction with the human 

counterparts in ‘Study 1’ and the advice given by the financial advisor in ‘Study 2’ occurred 

through a computer, not face-to-face. Riegelsberger, Sasse and McCarthy (2012) opine that the 

absence of physical interaction in online-environments may lead to higher uncertainty and 

lower trust due the loss of information resulting out of the lack of interpersonal cues. Moreover, 

Prahl and Van Swol (2017) remark that the reduced emotional and social cues may alter how 

the participants utilize an advice, while Önkal et al. (2009) note that in real life, advice 

recipients can question the human advisor and thereby get a deeper understanding of the 

underlying rationale of the advice. As both trust in people and advice utilization of human 
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advice may be influenced by the form of social interaction, future research should investigate 

if the results from ‘Study 1’ and ‘Study 2’ hold when using face-to-face interactions. 

Fourth, trust is context dependent (Mayer et al., 1995). As such, scholars across different 

academic disciplines should investigate how trust in people and trust in technology differ in 

their domain and academic field. For example, do patients rely more on a medical advice given 

by a doctor or a computerized advisor? This also relates to the domain of financial advisory. 

Indeed, this thesis were restricted to financial forecasting. However, few people seek financial 

advice to forecast the future price of financial assets. Hence, future research on financial 

advisory can focus on other tasks, such as investment decisions or debt counseling. 

Fifth, there may be a limitation regarding the stakes involved in ‘Study 2.’ There is evidence 

that the size of the stakes does not influence people’s behavior in experimental studies—with 

the exception of extremely high stakes (Amir et al., 2012; Raihani et al., 2013). Financial 

advisory may fall under this category, as investing in financial assets are associated with 

considerable investment risks. Unfortunately, it would not be feasible to run an experiment with 

stakes comparable to those present in the financial markets. One should note that the behavior 

in the real world may differ from the behavior observed in the experimental setting of this study. 

Finally, this study measures trust at a single point in time. As technology constantly evolve, 

and algorithms and robo-advisors are in the adoption phase and still developing, trust towards 

them might change as they become more established. Future research should assess whether 

the results from this study hold true as people become more used to and familiar with 

algorithmic decision-aids. Furthermore, one should note that robo-advisors have never 

experienced a financial crisis. On the contrary, financial advisors have. As research has shown 

that algorithms are more heavily punished for making mistakes than humans (Dietvorst et al., 

2015, 2018), it would be interesting to analyze what short and long-term effects an economic 

crisis would have on the results of a similar study. 
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8. APPENDICES 

8.1. Appendix A: Instructions ‘Study 1’ 

8.1.1. Mturk HIT description  

8.1.1.1. Pre-experiment 

Economics Experiment for Research Purposes 

Key information about the HIT:  

• The HIT will take approximately 15 minutes. 

Payment:  

• You will be paid a $1.00 participation fee within three days upon completion of the HIT.  

• You will earn a bonus between $1.00 and $4.00 which will be paid later. 

• At the end of the experiment, you will receive a code to paste into the box below to receive your 

payment.  

About the experiment: 

• This HIT is an academic experiment on economic decision-making.   

• The experiment consists of twenty decisions and a short questionnaire.  

• Before the experiment starts you will have to read some instructions and answer some simple 

control questions.  

Browser compatibility: 

• The experiment will not work using Internet Explorer.  

• To perform the experiment, you must have Javascript and cookies enabled in your browser.  

Voluntary participation and confidentiality: 

• Participation in this HIT is entirely voluntary. 

• Your answers are confidential and will not be revealed to anyone other than the experimenters.  

• Your participation in the experiment is anonymous. No one, including the experimenters, will 

know any personal information about you.   

• To know more about how we handle your privacy, please click here. 

Informed consent: 

• By accepting to participate in this HIT you give us informed consent that we can use your 

answers in an anonymized form for research purposes only. 

Other information: 

• Your Worker ID will be retrieved automatically when you click the link to the external survey 

page. Your Worker ID will only be used to secure payment to the right account and to control 

that you have not participated in this study before. 

• Make sure to leave this window open as you complete the experiment. When you are 

finished, you must return to this page to paste the code into the box below and submit the HIT. 



73 

8.1.1.2 Main Experiment 

Economics Experiment for Research Purposes 

Key information about the HIT:  

• The HIT will take approximately 15 minutes. 

• Due to the nature of the experiment, we kindly ask you to start the experiment 

immediately after accepting this HIT and to complete the experiment in one go without 

interruptions. 

Payment:  

• You will be paid a $1.00 participation fee within three days upon completion of the HIT.  

• You can earn a bonus that will be paid later.  

• At the end of the experiment, you will receive a code to paste into the box below to receive your 

payment.  

About the experiment: 

• This HIT is an academic experiment on economic decision-making.  

• Before the experiment starts you will have to read some instructions and answer some simple 

control questions.  

• The experiment consists of one decision-making task and a questionnaire containing nine 

questions.  

• There might be some waiting during the experiment. 

Browser compatibility: 

• The experiment will not work using Internet Explorer.  

• To perform the experiment, you must have Javascript and cookies enabled in your browser.  

Voluntary participation and confidentiality: 

• Participation in this HIT is entirely voluntary. 

• Your answers are confidential and will not be revealed to anyone other than the experimenters. 

• Your participation in the experiment is anonymous. No one, including the experimenters, will 

know any personal information about you.   

• To know more about how we handle your privacy, please click here. 

Informed consent: 

• By accepting to participate in this HIT you give us informed consent that we can use your 

answers in an anonymized form for research purposes only. 

Other information: 

• Your Worker ID will be retrieved automatically when you click the link to the external survey 

page. Your Worker ID will only be used to secure payment to the right account and to control 

that you have not participated in this study before. 

• Make sure to leave this window open as you complete the experiment. When you are 

finished, you must return to this page to paste the code into the box below and submit the HIT. 
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8.1.2. Welcome page – Stage 1 

Welcome! 

This HIT consists of two parts: (1) An economics experiment and (2) a questionnaire containing 

nine (9) questions. The HIT will take approximately 15 minutes to complete and must be 

completed in one go without interruptions. Both the experiment and the questionnaire must be 

completed to receive payment. Therefore, please only participate if you can dedicate at least 15 

minutes of your time.     

You will be paid a participation fee of $1 for completing this HIT. In addition, you will be able 

to earn a bonus depending on your decision and the outcome of the experiment. Upon 

completion, you will receive a code to collect your payment via MTurk. The $1 participation 

fee will be paid within three days upon completion of this HIT. The potential bonus will be paid 

later.     

Before the experiment starts, you have to read some instructions. These instructions should be 

self-explanatory. However, if you have any questions or need clarifications, you should read 

back through the instructions. Once you have read the instructions, you will need to answer 

some simple control questions to make sure you have understood the task you are to perform. 

Please note that a summary of the instructions is available at every stage of the experiment.      

During the experiment, please do not close this window or leave the HIT´s web pages in any 

other way. If you do close your browser or leave the experiment, you will not be able to re-

enter, and we will not be able to pay you!   

When you are ready to proceed, please click on the button below. 
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8.1.3. General instructions – Stage 2 

Instructions 

Thank you for accepting to participate in this experiment. Please read the instructions below 

carefully and make sure you understand the experiment.      

This experiment is conducted in pairs of senders and responders. You will randomly be assigned 

to one of two roles: (1) a sender or (2) a responder. At the start of the experiment, both the 

sender and the responder are given 100 cents. The sender then gets the opportunity to send all, 

some or none of his/her money to the responder in increments of five (5) cents. The amount 

that is not sent is kept by the sender. The amount that is sent to the responder will be tripled. 

That is, if the sender chooses to send X cents to the responder, the responder receives 3*X cents. 

The responder then decides how much of this money to keep and how much to return to the 

sender. The responder can return all, some or none of the received money in increments of five 

(5) cents. The amount returned to the sender will not be tripled.   

In summary, the payoffs from the experiment will be as follows: 

Sender:  100¢ - Amount sent to the responder + Amount returned by the responder 

Responder:  100¢ + 3*Amount received from the sender - Amount returned to the sender 

Note that this payoff is in addition to the guaranteed participation fee for completing the HIT. 
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8.1.4. Specific instructions senders – Stage 3  

8.1.4.1. Strategy Method – Baseline 

Your Role 

You have randomly been given the role of a sender. The responder you will be paired with is 

another Amazon Mechanical Turk worker, from now on called “Person B”. Both you and 

“Person B” have been given the same instructions about this experiment, but you are not 

completing the experiment at the same time. “Person B” has already given his/her response to 

whatever you choose to send to “Person B” in this experiment. You will not be given any more 

information about “Person B”.      

On the next page you will be asked to answer some simple control questions to make sure you 

have understood the instructions and the task you are to perform. If you at that point still need 

some clarifications, you should look at the summary which is available at every stage of the 

experiment. 

8.1.4.2. Game Method – Treatment 1 

Your Role 

You have randomly been given the role of a sender. The responder you will be paired with is 

another Amazon Mechanical Turk worker, from now on called “Person B”. Both you and 

“Person B” have been given the same instructions about the experiment and you are completing 

the experiment at the same time. You will not be given any more information about "Person 

B".     

On the next page, you will be asked to answer some simple control questions to make sure you 

have understood the instructions and the task you are to perform. If you at that point still need 

some clarifications, you should look at the summary which is available at every stage of the 

experiment.  
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8.1.4.3. Transparent Algorithm – Treatment 2 

Your Role 

You have randomly been given the role of a sender. The responder you will be paired with is a 

pre-programmed algorithm from now on called “The Algorithm”. The algorithm was 

programmed by an Amazon Mechanical Turk worker, from now on called “The Programmer”. 

While programming, the programmer was given the same instructions as you about this 

experiment. The programmer then decided how the algorithm will act in response to whatever 

you choose to send to the algorithm in this experiment. You will not be given any more 

information about the algorithm or the person who programmed it.      

On the next page, you will be asked to answer some simple control questions to make sure you 

have understood the instructions and the task you are to perform. If you at that point still need 

some clarifications, you should look at the summary which is available at every stage of the 

experiment.   

8.1.4.4. Black-Box Algorithm – Treatment 3 

Your Role 

You have randomly been given the role of a sender. The responder you will be paired with is a 

pre-programmed algorithm from now on called “The Algorithm”. You will not be given any 

more information about the algorithm.      

On the next page you will be asked to answer some simple control questions to make sure you 

have understood the instructions and the task you are to perform. If you at that point still need 

some clarifications, you should look at the summary which is available at every stage of the 

experiment.    
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8.1.5. Specific instructions responders – Stage 3  

8.1.5.1. Strategy Method – Baseline 

Your Role 

In the future economics experiment, you are given the role of a responder. You will be paired 

with a sender which is another Amazon Mechanical Turk worker, from now on called “Person 

A”. “Person A” will receive the same information as you about this experiment. “Person A” 

will also be informed that the responder is another Amazon Mechanical Worker that has already 

provided a response to whatever amount “Person A” chooses to send to the responder. “Person 

A” will not be given any more information about you.      

Your task in this HIT is to answer 20 questions, one for each of the scenarios depending on 

what “Person A” chooses to send to you. Specifically, you will decide how much you shall 

return to “Person A” given “Person A´s” decision in the future experiment.      

On the next page, you will be asked to answer some simple control questions to make sure you 

have understood the instructions and the task you are to perform. If you at that point still need 

some clarifications, you should look at the summary which is available at every stage of the 

HIT.   

8.1.5.2. Game Method – Treatment 1 

Your Role 

You have randomly been given the role of a responder. The sender you will be paired with is 

another Amazon Mechanical Turk worker, from now on called “Person A”. Both you and 

“Person A” have been given the same instructions about the experiment and you are completing 

the experiment at the same time. You will not be given any more information about "Person 

A".     

On the next page, you will be asked to answer some simple control questions to make sure you 

have understood the instructions and the task you are to perform. If you at that point still need 

some clarifications, you should look at the summary which is available at every stage of the 

experiment.   
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8.1.5.3. Transparent Algorithm – Treatment 2 

Your Role 

In the future economics experiment, your algorithm will be given the role of a responder. The 

sender your algorithm will be paired with is another Amazon Mechanical Turk worker, from 

now on called “Person A”. “Person A” will receive the same information as you about the 

experiment, as well as how your algorithm was programmed. That is, “Person A” will be 

informed that another Amazon Mechanical Turk worker has decided how the algorithm will act 

in response to whatever “Person A” chooses to send to the algorithm. “Person A” will not be 

given any more information about you or your algorithm.      

Your task in this HIT is to help program an algorithm. All you have to do is answer 20 questions, 

one for each of the scenarios depending on what “Person A” chooses to send to your algorithm. 

Specifically, you will decide how much your algorithm shall return to “Person A” given “Person 

A´s” decision in the future experiment.      

On the next page, you will be asked to answer some simple control questions to make sure you 

have understood the instructions and the task you are to perform. If you at that point still need 

some clarifications, you should look at the summary which is available at every stage of the 

HIT.   

8.1.5.4. Black-Box Algorithm – Treatment 3 

Your Role 

In the future economics experiment, your algorithm will be given the role of a responder. The 

sender your algorithm will be paired with is another Amazon Mechanical Turk worker, from 

now on called “Person A”. “Person A” will be informed that the responder is an algorithm, but 

he/she will not be given any information about you or how the algorithm was programmed.      

Your task in this HIT is to help program an algorithm. All you have to do is answer 20 questions, 

one for each of the scenarios depending on what “Person A” chooses to send to your algorithm. 

Specifically, you will decide how much your algorithm shall return to “Person A” given “Person 

A´s” decision in the future experiment.      

On the next page, you will be asked to answer some simple control questions to make sure 

you have understood the instructions and the task you are to perform. If you at that point still 

need some clarifications, you should look at the summary which is available at every stage of 

the HIT.  
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8.1.6. Summary General Instructions 

SUMMARY 

The table below summarizes the range of opportunities for the sender and the amount the 

responder receives following the sender´s decision. 

Sent by the sender: (X)  The responder receives: (3*X) 

0¢  0¢ 

5¢  15¢ 

10¢  30¢ 

15¢  45¢ 

20¢  60¢ 

25¢  75¢ 

30¢  90¢ 

35¢  105¢ 

40¢  120¢ 

45¢  135¢ 

50¢  150¢ 

55¢  165¢ 

60¢  180¢ 

65¢  205¢ 

70¢  210¢ 

75¢  225¢ 

80¢  240¢ 

85¢  255¢ 

90¢  270¢ 

95¢  285¢ 

100¢  300¢ 
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8.1.7. Summary stage 3-5 

SUMMARY 

• You are given the role of a XX. 

• You can choose to send all, some or none of the 100 cents. 

The table below summarizes your opportunities and the amount "Person B"/the algorithm will 

receive following your decision. 

Sent by the sender: (X)  The Person B"/the algorithm receives: (3*X) 

0¢  0¢ 

5¢  15¢ 

10¢  30¢ 

15¢  45¢ 

20¢  60¢ 

25¢  75¢ 

30¢  90¢ 

35¢  105¢ 

40¢  120¢ 

45¢  135¢ 

50¢  150¢ 

55¢  165¢ 

60¢  180¢ 

65¢  205¢ 

70¢  210¢ 

75¢  225¢ 

80¢  240¢ 

85¢  255¢ 

90¢  270¢ 

95¢  285¢ 

100¢  300¢ 
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8.1.8. Hyperlinks for the main experiment `Study 1`  

The matching process in the game method treatment will not work as there is no server running 

to host the experiment which is required for the lobby function to work. 

Strategy Method – Baseline - Sender 

https://start.econexperiment.org/main/_beginParticipant.php?workerID=CG 

Game Method – Treatment 1 - Sender 

https://start.econexperiment.org/main/_beginParticipant.php?workerID=T1 

Game Method – Treatment 1 - Responder 

https://start.econexperiment.org/main/_beginParticipant.php?workerID=T1R 

Transparent Algorithm – Treatment 2 - Sender 

https://start.econexperiment.org/main/_beginParticipant.php?workerID=T2 

Black-Box Algorithm – Treatment 3 - Sender 

https://start.econexperiment.org/main/_beginParticipant.php?workerID=T3 

 

8.1.9. Hyperlinks for the pre experiment `Study 1` 

Strategy Method – Baseline - Responder 

https://start.econexperiment.org/5/_beginParticipant.php 

Transparent Algorithm – Treatment 2 - Responder 

https://start.econexperiment.org/4/_beginParticipant.php 

Black-Box Algorithm – Treatment 3 - Responder 

https://start.econexperiment.org/3/_beginParticipant.php 

https://start.econexperiment.org/main/_beginParticipant.php?workerID=CG
https://start.econexperiment.org/main/_beginParticipant.php?workerID=T1
https://start.econexperiment.org/main/_beginParticipant.php?workerID=T1R
https://start.econexperiment.org/main/_beginParticipant.php?workerID=T2
https://start.econexperiment.org/main/_beginParticipant.php?workerID=T3
https://start.econexperiment.org/5/_beginParticipant.php
https://start.econexperiment.org/4/_beginParticipant.php
https://start.econexperiment.org/3/_beginParticipant.php
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8.2. Appendix B: Statistical tests ‘Study 1 

8.2.1. Independent-Samples Kolmogorov-Smirnov Test 

8.2.1.1. Strategy Method versus Game Method  

 
Figure 8-1:  Strategy Method versus Game Method 

Figure 8-1 shows the output of the independent-samples Kolmogorov-Smirnov test which compares the 

distribution of the amount sent in the strategy method condition and the game method treatment. 
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8.2.1.2. Strategy Method versus Transparent Algorithm 

 
Figure 8-2: Strategy Method versus Transparent Algorithm 

Figure 8-2 shows the output of the independent-samples Kolmogorov-Smirnov test which compares the 

distribution of the amount sent in the strategy method condition and the transparent algorithm treatment. 
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8.2.1.3. Strategy Method versus Black-Box Algorithm 

 
Figure 8-3: Strategy Method versus Black-Box Algorithm 

Figure 8-3 shows the output of the independent-samples Kolmogorov-Smirnov test which compares the 

distribution of the amount sent in the strategy method condition and the black-box algorithm treatment. 
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8.2.2. Test of Normality: Amount sent 

The amount sent was not normally distributed in any condition as assessed by both the 

Kolmogorov-Smirnov’s test, Shapiro-Wiik’s test (all 𝑝𝑠 < 0.001) and a visual inspection of 

the Q-Q Plots below. 

Table 8-1: Test of Normality amount sent 

Table 8-1 shows the output of the normality tests conducted on each condition. The amount sent were not normally 

distributed in any of the four conditions (all 𝑝𝑠 < 0.001). 

Condition Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Amount 
Sent 

Strategy Method 
(SM) 

0,141 200 0,000 0,853 200 0,000 

Game Method 
(GM) 

0,157 200 0,000 0,837 200 0,000 

Transparent 
Algorithm 

(TA) 
0,183 200 0,000 0,858 200 0,000 

Black-Box 
Algorithm 

(BBA) 
0,16 9 200 0,000 0,870 200 0,000 

a. Lilliefors Significance Correction 

 

Figure 8-4: Q-Q plots amount sent by condition 

Figure 8-4 illustrates a Q-Q plot of the amount sent in each condition. The amount sent is not normally distributed 

in any condition, as illustrated by the deviations from the diagonal line in each plot. 
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8.3. Appendix C: Instructions ‘Study 2’ 

8.3.1. Mturk HIT description  

Economics Experiment for Research Purposes 

Key information about the HIT:  

• The HIT will take approximately 15 minutes. 

Payment:  

• You will be paid a $1.00 participation fee within three days upon completion of the HIT.  

• You can earn a bonus that will be paid later.  

• At the end of the experiment, you will receive a code to paste into the box below to receive your 

payment.  

About the experiment: 

• This HIT is an academic experiment on economic decision-making.  

• Before the experiment starts you will have to read some instructions and answer some simple 

control questions.  

• The experiment consists decision-making tasks and a questionnaire.  

Browser compatibility: 

• The experiment will not work using Internet Explorer.  

• To perform the experiment, you must have Javascript and cookies enabled in your browser.  

Voluntary participation and confidentiality: 

• Participation in this HIT is entirely voluntary. 

• Your answers are confidential and will not be revealed to anyone other than the experimenters. 

• Your participation in the experiment is anonymous. No one, including the experimenters, will 

know any personal information about you.   

• To know more about how we handle your privacy, please click here. 

Informed consent: 

• By accepting to participate in this HIT you give us informed consent that we can use your 

answers in an anonymized form for research purposes only. 

Other information: 

• Your Worker ID will be retrieved automatically when you click the link to the external survey 

page. Your Worker ID will only be used to secure payment to the right account and to control 

that you have not participated in this study before. 

• Make sure to leave this window open as you complete the experiment. When you are 

finished, you must return to this page to paste the code into the box below and submit the HIT. 
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8.3.2. Welcome page – Stage 1 

Welcome! 

This HIT consists of two parts. The first part is an economics experiment where you will have 

to provide six price forecasts of financial assets. In the second part of the HIT, you have to 

answer a questionnaire containing 14 questions. You do not need to have any financial 

knowledge or background to complete the experiment.      

You will be paid a participation fee of $1 for completing this HIT. In addition, you will be able 

to earn a bonus of $1 depending on the precision of your forecasts. At the last page of the HIT, 

you will receive a code to collect your payment via mTurk. The participation fee of $1 will be 

paid within three days upon completion, while the bonus will be paid soon after the whole 

experiment is conducted.      

Before the experiment begins, you have to read some instructions. These instructions should be 

self-explanatory. However, if you have any questions or need clarifications, you should read 

back through the instructions. Once you have read the instructions, you will need to answer 

some simple control questions to make sure you have understood the task you are to perform.      

During the HIT, please do not close this window or leave the HIT´s web pages in any other 

way. If you do close your browser or leave the HIT, you will not be able to re-enter, and we 

will not be able to pay you!   
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8.3.3. Instructions – Stage 2 

Instructions 

Please read the instructions below carefully and make sure you understand the experiment and 

the task you are to perform.  In this experiment you will be asked to provide six price forecasts 

of the weekly closing price for different stocks traded on the New York Stock Exchange 

(NYSE). For each stock, you will be given a historical price graph for an undisclosed period 

that illustrates 52 weekly closing prices of the stock (one year). The first observation (t=1) 

represents the first week. The last observation (t=52) represents week 52. In addition, you will 

be given some financial information regarding the stock collected from week 52.      

Your task is to forecast each stock’s closing price four-weeks after the last observation (week 

52). That is, you must forecast the stock’s weekly closing price in week 56. We do not expect 

you to be familiar with valuation of financial assets to complete this task.      

The bonus from the experiment is dependent on the precision of your forecasts. At the end of 

the experiment, one of the stocks you have provided your forecast for will be randomly chosen 

to determine your bonus. If your price forecast of the given stock is within 50 cents (either 

above or below) of the actual closing price in week 56, your bonus will be $1. If your forecast 

misses by more than 50 cents (either above or below) the actual closing price in week 56, you 

will not receive a bonus.  If you have understood the instructions and are ready to proceed, 

please click on the button below. Note that you will not be able to return to this page.   
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8.3.4. Pre-advice forecasting tasks – Stage 3, 4 and 5 

8.3.4.1. Stock A 
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8.3.4.2. Stock B 
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8.3.4.3. Stock C 
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8.3.5. Introduction of Advisor – Stage 6  

8.3.5.1. Financial advisor condition 

 

 

8.3.5.2. Robo-advisor condition 
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8.3.6. Post-advice forecasting tasks – Stage 7, 8 and 9 

8.3.6.1. Stock A – Financial Advisor condition 
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8.3.6.2. Stock A – Robo-advisor condition 
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8.3.6.3. Stock B – Financial Advisor condition 
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8.3.6.4. Stock B – Robo-advisor condition 
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8.3.6.5. Stock C – Financial Advisor condition 
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8.3.6.6. Stock C – Robo-advisor condition 
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8.3.7. Hyperlinks for the experiment `Study 2`  

Financial advisor condition: 

https://start.econexperiment.org/experiment/_beginParticipant.php?workerID=CG 

 

Robo-advisor condition: 

https://start.econexperiment.org/experiment/_beginParticipant.php?workerID=T1 

 

 

  

https://start.econexperiment.org/experiment/_beginParticipant.php?workerID=CG
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8.4. Appendix D: Statistical tests ‘Study 2’ 

8.4.1. Output Hotelling’s T2 

Table 8-2: Output Hotelling’s T2 

Dependent variables are SHIFT Stock A, SHIFT Stock B and SHIFT Stock C. The independent variable 

(condition) is the source of the advice, either a financial advisor or a robo-advisor respectively. 

Multivariate Testsa 

Effect Value F 
Hypothesis 

df 
Error df Sig. 

Partial Eta 
Squared 

Intercept 

Pillai's Trace 0,798 452,597b 3,000 343,000 0,000 0,798 

Wilks' Lambda 0,202 452,597b 3,000 343,000 0,000 0,798 

Hotelling's Trace 3,959 452,597b 3,000 343,000 0,000 0,798 

Roy's Largest Root 3,959 452,597b 3,000 343,000 0,000 0,798 

Condition 

Pillai's Trace 0,012 1,335b 3,000 343,000 0,263 0,012 

Wilks' Lambda 0,988 1,335b 3,000 343,000 0,263 0,012 

Hotelling's Trace 0,012 1,335b 3,000 343,000 0,263 0,012 

Roy's Largest Root 0,012 1,335b 3,000 343,000 0,263 0,012 

a. Design: Intercept + Condition 

b. Exact statistic 
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8.4.2. Assumptions Hotelling’s T2 

8.4.2.1. Linearity between the dependent variables for each group the independent 

variable 

There was an approximately linear relationship between the SHIFT-scores for all stocks in each 

condition, as assessed by the scatterplots below. 

 
Figure 8-5: Scatterplot Matrix SHIFT-scores 

Figure 8-5 illustrate a scatterplot matrix of the three SHIFT-scores. By looking at the lines in each scatterplot, we 

see that there was an approximately linear relationship between the SHIFT-scores for all stocks. 
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8.4.2.2. No multicollinearity 

There was no evidence of multicollinearity (Pearson correlation, |r| < 0.9) (Tabachnick & Fidell, 

2012). 

Table 8-3: Pearson Correlation Matrix by condition 

Table 8-3 shows the Pearson correlation between the SHIFT-scores in each condition. There was no evidence of 

multicollinearity as all the Person correlations were less then |0.90|. 

 

 

8.4.2.3. No univariate outliers 

There were no univariate outliers in the data, as assessed by inspection of a boxplot. 

 
Figure 8-6: Boxplots by condition 

Figure 8-6 shows a boxplot of the SHIFT-scores for each condition. By assessing the boxplots, we can see that 

there were no univariate outliers in the data. 
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8.4.2.4. No multivariate outliers 

The maximum observed Mahalanobis distance was 9.108. The critical value for Mahalanobis 

distance with three dependent variables is 16.267. Hence, there were no multivariate outliers in 

the data (all 𝑝𝑠 > 0.0278). 

 

8.4.2.5. Multivariate normality - Violated 

The SHIFT-scores was not normally distributed in any condition as assessed by both 

Kolmogorov-Smirnov’s test (𝑝 < 0.001) and a visual inspection of the Q-Q Plots below. 

Table 8-4: Test of normality SHIFT by condition 

Table 8-4 shows the output of the normality tests for each condition. None of the SHIFT-scores were normality 

distributed in any of the conditions (all 𝑝𝑠 < 0.001). 
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Q-Q plots Financial Advisor 

 
Figure 8-7: Q-Q plots, financial advisor condition 

Figure 8-7 illustrates a Q-Q plot of each SHIFT-score in the financial advisor condition. None of the SHIFT-scores 

were normally distributed, as illustrated by the deviations from the diagonal line in each plot. 

 

Q-Q plots Robo-advisor 

 
Figure 8-8: Q-Q plots, robo-advisor condition 

Figure 8-8 illustrates a Q-Q plot of each SHIFT-score in the robo-advisor condition. None of the SHIFT-scores 

were normally distributed, as illustrated by the deviations from the diagonal line in each plot. 
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8.4.2.6. Homogeneity of variance-covariance 

By looking at the table below, we can see that the assumption of homogeneity of variance-

covariance matrices were met (𝑝 = 0.178). 

Table 8-5: Box's M Test 

Table 8-5 shows the output for the Box’s test of equality of covariance matrices. By looking at the p-value, we 

find no significant difference in the covariance matrices in the two conditions. 
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8.4.2.7. Homogeneity of variances – Violated 

By analyzing the Levene’s Test of Homogeneity of Variance below, we can see that the SHIFT-

score for Stock A has heterogenous variances. Thus, the homogeneity of variances assumption 

was violated. 

Table 8-6: Levene´s Test 

Table 8-6 shows the output for the Levene´s test of equality of error variances. By looking at the p-values, we can 

see that the SHIFT-score for Stock A has heterogeneous variances and therefore violates the assumption of 

homogeneity of variances. 
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8.4.3. Output one-way MANCOVA 

Table 8-7: Output one-way MANCOVA 

Dependent variables are SHIFT Stock A, SHIFT Stock B and SHIFT Stock C. The independent variable 

(condition) is the source of the advice, either a financial advisor or a robo-advisor respectively. 
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8.4.4. Assumptions one-way MANCOVA 

8.4.4.1. Linear relationship between the dependent variables in each condition 

There was an approximately linear relationship between the SHIFT-scores for all stocks in each 

condition, as assessed by the scatterplots below. 

 
Figure 8-9: Scatterplot Matrix SHIFT-scores 

Figure 8-9 illustrates a scatterplot matrix of the three SHIFT-scores for each condition. By looking at the lines in 

each scatterplot, we see that there was an approximately linear relationship between the SHIFT-scores for all 

stocks in each condition. 
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8.4.4.2. Linear relationship between the covariates and the dependent variables in each 

condition – Violated 

There was not a linear relationship between the covariates and the dependent variables, as 

assessed by a visual inspection of the scatterplots below 

Covariate: Age 

 
Figure 8-10: Scatterplot Matrix SHIFT-scores and age 

Figure 8-10 illustrates a scatterplot matrix of the three SHIFT-scores and a covariate for age for each condition. 

By looking at the lines in each scatterplot, we see that there was no linear relationship between the SHIFT-scores 

and age for all stocks in each condition. 

Covariate: Pre-Confidence Stock A 

 
Figure 8-11: Scatterplot Matrix SHIFT-scores and pre-conf Stock A 

Figure 8-11 illustrates a scatterplot matrix of the three SHIFT-scores and a covariate for age for each condition. 

By looking at the lines in each scatterplot, we see that there was no linear relationship between the SHIFT-scores 

and pre-confidence level of stock A for all stocks in each condition. 
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Covariate: Pre-Confidence Stock B 

 
Figure 8-12: Scatterplot Matrix SHIFT-scores and pre-conf Stock B 

Figure 8-12 illustrates a scatterplot matrix of the three SHIFT-scores and a covariate for age for each condition. 

By looking at the lines in each scatterplot, we see that there was no linear relationship between the SHIFT-scores 

and pre-confidence level of stock B for all stocks in each condition. 

Covariate: Pre-Confidence Stock C 

 
Figure 8-13: Scatterplot Matrix SHIFT-scores and pre-conf Stock C 

Figure 8-13 illustrates a scatterplot matrix of the three SHIFT-scores and a covariate for age for each condition. 

By looking at the lines in each scatterplot, we see that there was no linear relationship between the SHIFT-scores 

and pre-confidence level of stock C for all stocks in each condition. 
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8.4.4.3. Homogeneity of regression slopes 

Table 8-8: Test of homogeneity of regression slopes 

There was heterogeneity of regression slopes, as assessed by the interaction terms between Age and Condition, 

𝐹(3, 321) = 0.102, 𝑝 = 0.959, Pre_Conf_A and Condition, 𝐹(3, 321) = 1.222, 𝑝 = 0.302, Pre_Conf_B and 

Condition, 𝐹(3, 321) = 1.753, 𝑝 = 0.156 and Pre_Conf_C and Condition 𝐹(3, 321) = 0.717, 𝑝 = 0.543.  
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8.4.4.4. No multicollinearity 

There was no evidence of multicollinearity (Pearson correlation, |r| < 0.9) (Tabachnick & Fidell, 

2012). 

Table 8-9: Pearson Correlation Matrix 

Table 8-9 shows the Pearson correlation between the SHIFT-scores in each condition. There was no evidence of 

multicollinearity as all the Person correlations were less then |0.90|. 

 

 

8.4.4.5. No univariate outliers 

There were no univariate outliers in the data. This was examined by analyzing the standardized 

residuals. No standardized residuals were greater than +/- 3 standard deviations.  

 

8.4.4.6. No multivariate outliers 

The maximum observed Mahalanobis distance was 9.108. The critical value for Mahalanobis 

distance with three dependent variables is 16.267. Hence, there were no multivariate outliers in 

the data (all 𝑝𝑠 > 0.0278). 
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8.4.4.7. Multivariate normality - Violated 

The residuals for the SHIFT-scores was not normally distributed in any condition as assessed 

by both Kolmogorov-Smirnov’s test (𝑝 < 0.001) and a visual inspection of the Q-Q Plots 

below. 

Table 8-10: Test of Normality 

Table 8-10 shows the output of the normality tests for each condition. None of the SHIFT-scores were normality 

distributed in any of the conditions (all 𝑝𝑠 < 0.01). 

 

 

Q.Q plots financial advisor condition 

 
Figure 8-14: Q-Q-plots financial advisor condition 

Figure 8-14 illustrates a Q-Q plot of each SHIFT-score in the financial advisor condition. None of the SHIFT-

scores were normally distributed, as illustrated by the deviations from the diagonal line in each plot. 
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Q-Q plots robo-advisor condition 

 
Figure 8-15: Q-Q-plots robo-advisor condition 

Figure 8-15 illustrates a Q-Q plot of each SHIFT-score in the robo-advisor condition. None of the SHIFT-scores 

were normally distributed, as illustrated by the deviations from the diagonal line in each plot. 

8.4.4.8. Homogeneity of variance-covariance 

By looking at the table below, we can see that the assumption of homogeneity of variance-

covariance matrices were met (𝑝 = 0.796). 

Table 8-11: Box's M Test 

Table 8-11 shows the output for the Box’s test of equality of covariance matrices. By looking at the p-value, we 

find no significant difference in the covariance matrices in the two conditions. 
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8.4.4.9. Homogeneity of variances 

By looking at the table below, we can see that the assumption of homogeneity of variances is 

met (𝑝 > 0.05) 

Table 8-12: Levene's test 

Table 8-12 shows the output for the Levene´s test of equality of error variances. By looking at the p-values, find 

no significant difference in the variances for either stock. Hence the homogeneity of variance assumption is met. 
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8.4.5. Output two-way mixed MANOVA 

Table 8-13: Output two-way mixed MANOVA 

Dependent variables are the pre and post-advice confidence level for each stock. The within subjects independent 

variable is time (before and after advice), while the between subjects independent variable (condition) is the source 

of the advice, either a financial advisor or a robo-advisor respectively. 
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8.4.6. Assumptions two-way mixed MANOVA 

8.4.6.1. Linearity between the dependent variables for each group the independent 

variable 

There was a linear relationship between the pre- and post-confidence levels for all stocks in 

each condition, as assessed by the scatterplots below. 

 
Figure 8-16: Scatterplot Matrix pre and post-conf levels 

Figure 8-16 illustrates a scatterplot matrix of the pre and post-advice confidence levels for each stock in each 

condition. By looking at the lines in each scatterplot, we see that there was alinear relationship between the 

confidence levels for all stocks in each condition. 
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8.4.6.2. No multicollinearity - Violated 

There was some evidence of multicollinearity in the financial advisor condition. Specifically, 

the correlation between the post-advice confidence level of ‘Stock A’ and ‘Stock B’ were 0.902. 

The Pearson correlation between all other dependent variables were above 0.90 and did not 

violate the assumption of multicollinearity (Tabachnick & Fidell, 2012).  

Table 8-14: Pearson Correlation Matrix 

Table 8-14 shows the Pearson correlation between the SHIFT-scores in each condition. There was evidence of 

multicollinearity as the Person correlations between ‘Stock A’ and ‘Stock B’ were 0.902. 
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8.4.6.3. No univariate outliers – Violated 

There were outliers in both conditions as assessed by the boxplots below. Hence, the 

assumption of univariate outliers was violated. 

 
Figure 8-17: Boxplots confidence levels financial advisor condition 

Figure 8-17 shows a boxplot of the pre and post-advice confidence levels for the financial advisor condition. By 

assessing the boxplots, we can see that there were univariate outliers in the data and that the assumption of 

univariate outliers was violated.  

 

 



121 

 
Figure 8-18: Boxplots confidence levels robo-advisor condition 

Figure 8-18 shows a boxplot of the pre and post-advice confidence levels for the robo-advisor condition. By 

assessing the boxplots, we can see that there were univariate outliers in the data and that the assumption of 

univariate outliers was violated.  

 

 
8.4.6.4. No multivariate outliers – Violated 

The maximum observed Mahalanobis distance was 51.45. The critical value for Mahalanobis 

distance with six dependent variables is 22.46. Hence, there were five multivariate outliers in 

the data. 
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8.4.6.5. Multivariate normality – Violated 

The pre- and post-confidence levels was not normally distributed in any condition as assessed 

by both Kolmogorov-Smirnov’s test (all 𝑝𝑠 < 0.05) and a visual inspection of the Q-Q Plots 

below. 

Table 8-15: Test of Normality pre and post-confidence levels 

Table 8-15 shows the output of the normality tests for each condition. None of the pre or post-advice confidence 

levels were normality distributed in any of the conditions (all 𝑝𝑠 < 0.05). 
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Q-Q plots financial advisor condition 

 
Figure 8-19: Q-Q-plots confidence levels financial advisor condition 

Figure 8-19 illustrates a Q-Q plot of the pre and post-advice confidence levels the financial advisor condition. 

None of the pre and post-advice confidence levels were normally distributed, as illustrated by the deviations from 

the diagonal line in each plot. 

Q-Q plots robo-advisor condition 

 
Figure 8-20: Q-Q plots confidence levels robo-advisor condition 

Figure 8-20 illustrates a Q-Q plot of the pre and post-advice confidence levels the robo-advisor condition. None 

of the pre and post-advice confidence levels were normally distributed, as illustrated by the deviations from the 

diagonal line in each plot. 
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8.4.6.6. Homogeneity of variance-covariance 

By looking at the table below, we can see that the assumption of homogeneity of variance-

covariance matrices were met (𝑝 = 0.010). 

Table 8-16: Box's M test 

Table 8-16 shows the output for the Box’s test of equality of covariance matrices. By looking at the p-value, we 

find no significant difference in the covariance matrices in the two conditions. 
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8.4.6.7. Homogeneity of variances - Violated 

By analyzing the Levene’s Test of Homogeneity of Variance below, we can see that there are 

heterogenous variances for some of the confidence levels. Thus, the homogeneity of variances 

assumption was violated. 

Table 8-17: Levene´s Test 

Table 8-17 shows the output for the Levene´s test of equality of error variances. By looking at the p-values, we 

can see that there were heterogeneous variances and therefore violates the assumption of homogeneity of variances 
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8.4.7. Output Hotelling’s T2: Winsorized SHIFT-scores 

Table 8-18: Output Hotelling’s T2: Winsorized SHIFT-scores 

Dependent variables are SHIFT Stock A, SHIFT Stock B and SHIFT Stock C. The independent variable 

(condition) is the source of the advice, either a financial advisor or a robo-advisor respectively. SHIFT-scores 

above 1.00 were winsorized at 1.00, while scores below 0 were winsorized at 0. Using this method of adjusting 

SHIFT-scores did not change the result that the participants utilized the advice from a financial advisor and a robo-

advisor equally. 
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8.4.8. Output one-way MANCOVA: Winsorized SHIFT-scores 

Table 8-19: Output one-way MANCOVA, Winsorized SHIFT-scores 

Dependent variables are SHIFT Stock A, SHIFT Stock B and SHIFT Stock C. SHIFT-scores above 1.00 were 

winsorized at 1.00, while scores below 0 were winsorized at 0. The independent variable (condition) is the source 

of the advice, either a financial advisor or a robo-advisor respectively. 
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8.4.9. Output Mann-Whitney U: Winsorized SHIFT-scores 

Table 8-20: Output Mann-Whitney U: Winsorized SHIFT-scores 

Table 8-20 shows the result of four Mann-Whitney U tests (one for each stock and one for all stocks combined) to 

test differences in SHIFT-scores between the two conditions (financial advisor versus robo-advisor). SHIFT-scores 

above 1.00 were winsorized at 1.00, while scores below 0 were winsorized at 0. Using this method of adjusting 

SHIFT-scores did not change the result that the participants utilized the advice from a financial advisor and a robo-

advisor equally. 
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8.5. Appendix E: Descriptive statistics ‘Study 2’ 

8.5.1. Descriptive statistics confidence level 

Table 8-21: Descriptive statistics confidence levels by condition 

Table 8-21 shows the descriptive statistics of the pre and post-advice confidence levels for each stock by condition. 
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