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Abstract
Conformance control practices are commonly used to tackle issues related with injected fluids
bypassing potentially oil-bearing formations, due to the presence of conductive fractures. To
improve the prospect of such a project one may apply a gel treatment process to plug the
problematic zone. One of these processes involve plugging off high-permeable thief zones by
injection of a chemical solution slug that hardens to form a gel once specific in-situ conditions
are met, thus diverting injected fluids to the surrounding matrix and previously bypassed oil.

One of the challenges with such an endeavour is to determine the appropriate composition,
injection rate and injection volume of the chemical solution. If insufficient volume is injected
the plug may not set properly, or set in the wrong place. While, if too much is injected the plug
may end up too close to, or even break into, the producer well. The injection rate is also critical
as too slow injection may cause the chemical solution to harden before reaching its destination,
while too strong injection might squeeze it into areas where its not wanted. Other challenges
relate to the hardening time, which controls whether the slug hardens sooner or later, and
its dependency on pH of injected brine, temperature profile along the chemical plug, and the
exchange of ions due to interaction with in-situ rock and fluids in the waterflooded region.

In this study we look at the use of a sodium-silicate solution for in-depth placement of a gel
plug. We find that that will become chemical plug, shutting off larger fractures. The involved
chemicals are environmentally friendly and allowed for use on the Norwegian Continental Shelf
(NCS).

We perform this study using IORCoreSim which has the built-in functionalities for modelling
the chemical and kinetic behaviors of the considered silicate solution. As a secondary part of
this objective, we develop a software tool that is able to visualize large amounts of data, while
minimum effort is needed to prepare figure-plots appropriate for use in scientific work. This
tool is used to build an understanding of the involved mechanisms, such as how the conditions
for water conformance control might change with higher degrees of complexity.
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Introduction
Worldwide waterflooded reservoirs exhibit on average a low recovery factor of about 30 percent
(Hatzignatiou et al. 2016), which means there is great potential for improvement through
application of EOR processes. One of these processes involve plugging off high-permeable thief
zones by injection of a silicate solution slug that aggregates to form gels that adheres to the rock
surface once specific in-situ conditions have been met. The injected solution will be referred
to as ’gelant’, while the adsorbed structures will be referred to as ’silicate deposits’, ’gel plug’,
’rock-adsorbed gel’, or similar. These involve a divertion of injected fluids to surrounding
reservoir rock, which improves conformance and allows for production of oil from previously
bypassed regions.

We explore this option with an in-house simulator of NORCE, IORCoreSim, where the
formation of gel is simulated on a macroscopic scale with a mathematical formulation referred
to as the gelation model, also termed ’Gelmod’. See Chapter 1 for a detailed description of it.
In this MSc thesis work a software utility is developed from scratch that enables more efficient
plotting of output simulation data, with minimal manual effort. This eases the workflow by
which appropriate figures are acquired for use in scientific work. All of the figures presented in
this work are created from this tool.

Several gelling agents have been studied in the literature, such as gelant systems where
gels and gel plug forms in-situ (A. AlSofi et al. 2019, Hatzignatiou et al. 2016). These can
be made applicable for treatment of matrix rock or fractured reservoir media, depending on
use-case. Preformed particle gels (PPGs) have also been investigated (Wang et al. 2019, Bai
et al. 2011), where gels are instead formed at the surface facilities prior to injection. These
require the presence of conductive pathways such as fractures in order to propagate deeper into
the reservoir, and are therefore not readily applicable for treatment of matrix rock.

In-situ gelants are often considered in use with additives that may enhance gelation prop-
erties beneficially, such as polymers. This can lead to a stronger and more flexible chemical
structure that consequently improves gel stability and reduces gel brittleness. The first enables
the gel to withstand stronger pressure-forces before breaking down, while the second allows for
more rapid variations in local parameter magnitudes, before cracks starts to form in the gel
plug structure. Other additives that have been considered is nanosilica (Lakatos et al. 2019,
Jia et al. 2019), which works to accelerate the gelation process. Together with the base silicate
solution, and any polymer in use, nanosilica provides greater flexibility by which the gelation
process is controlled.

This project emanated from the need to better characterize (and optimize) the gel treatment
process with regards to an ongoing project that evaluates the use of a sodium-silicate based
system in a naturally-fractured reservoir, currently subjected to excessive water production.
Based on observations of steadily increasing water production (and water-cut levels) over recent
years, it is believed that there exists a certain layout of highly conductive fractures between
injection and production wells, that would support such observed behavior. It is also believed
that there is only water present in the area surrounding the fracture. Capillary pressure effects
are therefore neglected.

In lack of knowledge on the specific nature of the fracture system and, despite partially-
open fractures (POFs) likely being more representative of the fractures that constitute real
fracture systems (Wang et al. 2019), we choose to focus only on fully-open fractures. The
study is finally limited to a single fracture that spans the entire distance between injection and
production wells.

While the study has been simplified from an unknown, complex fracture network to just
a single fracture, we use the following section to discuss some data from the literature on gel
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treatment processes.

Field and lab experience on gel treatment processes

Wang et al. 2019 performed an experimental study on the flow of preformed particle gels (PPGs)
in partially open fractures (POFs), where the residual resistance factor (Frr) was used to evalu-
ate the effectiveness by which the formed gel plug cured channelling effects. A placing pressure
of 1000 psi was used meaning that, once injection pressure reached this value, injection was
stopped. The process resumed with injection of post-treatment fluids once necessary prepara-
tion steps had been resolved. The injection rates were then used to calculate Frr as the inverse
ratio of stable injection pressure before and after placement of the PPG gel. While it was found
rather insensitive to changes in fracture width and height, it was instead strongly related to
fracture length. Specifically, fractures of greater lengths saw corresponding increases to their
Frr values.

The latter effect makes sense considering that a longer fracture has greater contact with the
non-fractured reservoir medium, and therefore holds a greater influence over fluid flow in the
region. The fracture would then be better apt at enforcing a certain type of flow in the full
reservoir medium as any gel treatment, or profile-correction, process commenced. Aldhaheri
et al. 2019 performed an extensive review on scientific work that detailed experiences related
to field application of gel treatment processes. It was found that, while the response of the
gel treatment process in the injection well was immediate, the response in the production well
ranged from 0.1 to 18 months, with an average value of 3.5 months. The longer response times
were explained by a reduction in the channeling strength of the medium, which would delay
the production response due to the presence of (on average) longer segments of low-permeable
rock.

The longer response times means that more fluids have entered the reservoir. In order to
achieve the same plugging effect, more injected fluids were also required when fractures of thin-
ner apertures were investigated by Wang et al. 2019. Based on this and the previous discussion
one might propose that the delay in production response, after gel treatment operation, is (at
minimum) controlled by fracture length and aperture.

Regarding these analogies we will here apply an example. Earlier we noted how the response
time tended to be higher for naturally-fractured carbonate rock, compared to sandstone rock.
Of the two rock types mentioned here, Aldhaheri et al. 2019 also found that the net oil return
tended to be lower with the sandstone rocks despite their short response times. We could
propose that the short response time with sandstone rocks is due to the presence of on average
longer fracture segments, whereas for naturally-fractured rock shorter fracture segments would
explain the longer response time observed. We also mentioned earlier how longer fractures
would retain better control over fluid flow profiles, than shorter fractures, since contact with
the reservoir would be greater. A similar effect might be seen by having a range of shorter
fractures evenly spread out throughout the medium. The potential for improvement in oil
recovery would likely be higher in this case, than if there were fewer, but longer, fractures.

If such analogies can be relied upon, one might propose that (1) fracture systems in sand-
stone rocks are sparsely spread out but with a combination of longer fracture segments and
wider apertures, which ultimately gives them highly conductive features that enables lower re-
sponse times than for naturally-fractured rock. Similarly, one might propose that (2) fracture
systems in naturally-fractured carbonate rock consists of shorter fractures that encompasses
a larger segment of the reservoir volume, thus enabling them an ultimate oil recovery that is
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higher as compared to sandstone rock (after gel treatment). But that, due to thinner apertures,
it takes longer time (and amount of injected fluids) to fill these fractures with gel. Hence, the
higher potential for improved oil recovery is realized much later than the time it takes for the
(relatively) lower potential in sandstone rocks to be realized.

The design of the gel treatment process might need to be different for the example with
the two rock types mentioned. If the ideas presented here could be extrapolated to a proper
methodology using injection and production data, one might be able to simplify the real frac-
ture systems enough to enable qualitative assessments to be made - enabling faster and more
practical choices with regards to the design of the slugs that comprises the gel treatment se-
quence.

10



Objectives
The work is divided into two parts where one involves creating a plotting tool that can be used
for scientific purposes, and another which applies the created plotting utility. The main drivers
behind creating such a tool has been to (1) be able to plot a combination of different simulation
cases, grid cell positions and timesteps, all within one figure. The other is that of (2) leaving
behind a tool that could be valuable in the hands of the next person(s) partaking in such a
project as this. Another is that of (3) implementing new functionality that further eases the
workflow of the end user.

The objective of the work is to use the created tool to see how questions such as these may
be resolved:

• Clarify the dependency of gelation rate on temperature and salinity

• How does gel form in a fracture?

• How is the formation of gel in a fracture affected by matrix-fracture permeability contrast?

• How does the effect of salinity of CCa and injection rate relate to how the gel plug forms?

11



Chapter 1: Theory
The gelation rate describes the rate at which the injected silica content nucleates and agglom-
erates to form gel crystals. Once a critical gel concentration is reached, adsorption of gels onto
the rock surface occurs. The current gelation model, termed ’Gelmod’, assumes this process
irreversible. The model calculates gelation rates as per (Eq. 1.1), which is based on the theory
developed by Stavland et al. 2011a, and a fit to the Arrhenius equation (Jurinak et al. 1991)
based on laboratory experiments. It is being used ’as is’ and is believed to be able to capture
approximately the expected macroscopic behavior of gel formation. As such, the simulator is
set to calculate gelation rates locally, in each timestep, as:

∂t(Cg) = rgC1
α1 exp

(
ngvar∑
i=2

αiCi
βi +

Eag
R

(
1

Tref
− 1

T

))
(Eq. 1.1 )

where C refers to concentration, rg is the gelation rate parameter (days−1), Eag is the activation
energy (kJ/mol) and R is the gas constant (here, R = 0.008314kJ/(Kmol)). Tref is the
reference temperature, set at 293.15◦K, while T (◦K) is the in-situ temperature value. We
consider ngvar = 3 components, namely silica Si, sodium Na and calcium Ca (in that order).
Hence, Cg, C1, C2 and C3 correspond to concentration of gel, Si, Na and Ca, respectively.
Gel concentration is given in g/100ml, or equivalently weight percent pore-volume, while ppm
is used for the rest. αi and βi values are fitting parameters, where α1 = 2.000, α2 = 0.001,
α3 = 0.017, β2 = 1.0 and β3 = 0.9. The injected gel concentration is set to Cg = 10.

By expansion of (Eq. 1.1) we get (Eq. 1.2):

∂t(Cg) = rgCSi
αSi exp(αNaC

βNa

Na ) exp(αCaC
βCa

Ca ) exp(
Eag
RTref

) exp(−Eag
RT

) (Eq. 1.2 )

where indexes have been changed to reflect the appropriate Si, Na or Ca component that they
represent.

When the gelant is injected into the reservoir it will mix with in-situ fluids, such as any
previously injected fluids. As a consequence of reservoir heterogeneities, and dependent on the
given injection rate, the distribution of the injected gelant solution will vary locally. Where
in some regions it may dilute strongly, in other regions it might become highly concentrated.
This, coupled with varying local temperatures, give rise to different (localized) gelation rates
- or different conditions for the creation of gel. By studying this parameter closely we may
better understand how to delay gel formation enough to ensure in-depth placement of a given
gel plug.

This can be done by visualizing gelation rate as a function of (1) temperature, (2) Na
concentration and (3) Ca concentration. We combine Na and Ca concentrations to get:

x =
exp(αNaC

βNa

Na )

exp(αCaC
βCa

Ca )
(Eq. 1.3 )

We then decide on some range of values at an interval int:

CNa = [0, 16000], int : 1000, CCa = [0, 500], int : 10, T (◦C) = [10, 140], int : 10 (Eq. 1.4 )

We iterate through every combination of CNa and CCa values, and calculate x and corresponding
gelation rate z = ∂t(Cg) values. The y values are the individual temperature values in the
chosen range and, together with the unique x values, a two-dimensional meshgrid is created
and populated with corresponding z values.
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CHAPTER 1. THEORY

The gelation rate behavior of our gelant system can be viewed from Fig. 1.1, which represents
possible gelation rates that a given volume of gelant may have, scaled up or down with respects
to any changes from Cg = 10 due to dilution or up-concentration effects. We observe that (1)
as temperature increases gelation rate also increases, but that (2) this behavior changes with
system composition. The first observed effect is already evident from (Eq. 1.1), but was also
proven experimentally by Hatzignatiou et al. 2016 who demonstrated the temperature- and
time-dependent nature of the strength of a formed gel. In this context, the observed behavior
of increased gel strength with gradually ramped-up temperature values indicates a steadily
increasing gelation rate. By extension of this logic, the chemical structure would undergo a
more rapid restructurization process until a more energy-stable structure was attained, hence
reflecting the observed behavior of increased gel strength.

Figure 1.1: Gelation rate plotted on a 2D meshgrid given by x values, given by concentration
of Na and Ca, and the chosen temperature range

The second observed effect highlights the impact of salinity on the gelation rates. By (Eq. 1.3)
we can see that an increase in the value of x should reflect a stronger impact of Na, than Ca, on
the resulting gelation rate. This appears to hold true for the majority of the x values, except
at the highest x values where the absolute salinity value of Ca is (relatively) higher than at
lower x values.

To better understand the temperature-dependent nature of gelation rate, and how it changes
with different compositions of CNa and CCa, we plot the same figure at four distinct concen-
tration values, see Fig. 1.2. The top figure-pair shows the effect of strictly changing CCa values
at given CNa values, whereas the opposite is done for the bottom figure-pair. We have used
the same value-ranges as before, but selected CNa and CCa values at intervals of 1600 and 50,
respectively. This was done in order to ensure that sub-figure comparisons be made at the same
(relative) position within each value-range, regarding their respective min-max values.
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CHAPTER 1. THEORY

From the top figure-pair (Fig. 1.2) we observe a similar trend in gelation rates, where (1)
gelation rates increase with higher temperature, as is expected. We also note that (2) at
higher values of x, or CCa, the increase in gelation rates with temperature is slowed down to
a certain degree. The difference between the two sub-figures, however, can be observed from
their respective scales, where the change in CNa from 2300 to 16000 has induced a factor 106

increase in gelation rates. This highlights the importance of keeping Na salinity values low in
order to delay the gelation process enough to achieve deeper placement of a given gel plug. The
effect of CCa described here may explain the (relatively) lower gelation rates in Fig. 1.1 at the
highest values of x.

Figure 1.2: Gelation rate plotted at the different boundaries. Top figure pair plots Ca values
with interval 50, for 2300 Na ppm and 16000 Na ppm. While bottom figure pair plots Na values
with interval as 1600, where (from the left) 0 ppm Ca is plotted and on the right 500 ppm Ca
is plotted

From the bottom figure-pairs (Fig. 1.2) we observe that (1) as seen before gelation rates tends
to increase with temperature, but that (2) this effect seems to be magnified at higher values of
x, or CNa. There is a similar behavior at both low and high values of CCa, but from the figure
scales we can see that the increase in CCa from 0 to 500 has induced a factor 102 increase in
gelation rates.

While the top figure-pair suggests that a higher value of CCa could slow down gelation rate
increase with temperature, the bottom one highlights that the consequence of such a change
would be a factor 102 increase in the magnitude of the gelation rate, regardless of composition.
Another note is that, for CNa, the gelation rate increase with temperature seems to be a factor
of CNa concentration itself.

The practical significance of these findings involve (1) that by keeping CNa and CCa con-
centrations lower, we could delay the transformation of the water-like gelant enough to achieve
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CHAPTER 1. THEORY

deeper penetration of gelant system while preventing premature formation of gel. Another
realization is that (2) this method of visualizing gelant-specific properties could be helpful in
comparing different gelant systems and / or comparing injection of a common gelant into two
different coreplugs, with differing behavior and tuning parameters.
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Chapter 2: Methodology
In order to make the visualization process more efficient the decision was made to develop a
software tool that could be used to plot large amounts of data, with minimum effort needed to
prepare plots for use in scientific work. The process of attaining an overview of the simulation
data, and a better understanding of it, could now occur in a shorter time period than would
have been feasible before.

We now present some relevant segments of the tool, which was made in Python (version
3), and explain them. Fig. 2.1 shows how simulation cases can be imported and converted
to appropriate table format for plotting. The tables are being stored in the so-called ’Apache
Parquet Format’, which allows table data to be appended to a stored file on disk. This was done
in order to overcome any limitations that the end-user might have with regards to available
RAM memory. Hence, it could run on older computers as well. Also, the converted simulation
cases are automatically written to their own separate folders within the storage directory that
is set with the ’Save to..’ button.

Figure 2.1: Overview of the tab-based environment of the plotting tool. The import button is
used to load in a ’.out’ file which, with the ’Convert’ button, is read in line-by-line, converted
and stored in an appropriate table format for plotting.

Once simulation cases have been converted and stored to disk, they can be read in by
choosing an appropriate directory with the ’Read from..’ button. The read-in files appear in
the left box in Fig. 2.2, which could be added to or removed from the right box, with the ’Add’
and ’Remove’ buttons. The idea behind having the right box is that of enabling (converted)
simulation cases of various directories to be compared - without having to manually copy the
relevant files to a common directory.

From Fig. 2.3 we see an example how data are selected for plotting. The data categories
present in the middle box are set up so that any of the stored data could be chosen, without
requiring any more boxes for user-selection. From the right box parameters can be chosen
either one-by-one, or several at once.

Assuming some selection were made, the ’Add’ button in Fig. 2.4 enable the data to be
plotted. Upon doing so, each selection is assigned grid cell i, j and k values, and timestep
values, according to the setup within Fig. 2.5 at the time of addition. The x-label, y-label
and titles of the figures could be altered through individual selection and by using the options
depicted in Fig. 2.6.

Important features of the tool include (1) being able to plot both timeseries and position
plots, while (2) also being able to plot 2D colormaps, while (3) having the change between such
plots happen in the background, with no intervention needed from the user. Another feature
is (4) an automatic method of placing figures within a grid-like structure of the tool window,
which reduces the plotting time more. An overview of the plotting environment is given in
Fig. 2.7.
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CHAPTER 2. METHODOLOGY

Figure 2.2: Overview of, and management of, simulation cases to plot. Based on the search
location chosen with the ’Read from..’ button in Fig. 2.1, previously converted simulation files
are automatically read in and made available in the box to the left. The box to the right is
used to store various cases that might be plotted. The list is maintained such that, should a
number of different directories have to be read in, yet more cases could be added without losing
the already chosen ones.

Figure 2.3: Overview of plotting data to choose from. First, a simulation case is selected (left).
This is followed by a choice of data type (middle), from which a number of parameters become
available for plotting. The available plotting parameters depend on the latter choice of data
type.

Figure 2.4: User interface that enables plotting of one or more independent figures, in the same
window. To the rigth a number of plotting methods are available for the user.
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CHAPTER 2. METHODOLOGY

Figure 2.5: Data selection tool that, starting from the top, is used to select a range of grid cell
i, j and k values, in addition to a range of timestep values. This controls which grid cell data is
available for visualization of 1D, 2D or 3D simulation data. The checkmarks to the right sets
the value of each respective slider equal to each other. Either slider could then be used to alter
that singular value.

Figure 2.6: Options to change x-label, y-label and title of any given plot

Figure 2.7: Overview of the plotting environment. This is only meant as a way of showing
where the discussed tool segments actually are placed. Note that ’Page Two’ and ’Page Three’
tabs are yet to be populated since, for our current plotting and customization needs, a single
page (’Page One’) is enough.
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Chapter 3: Model description
We consider a two-dimensional model wherein a fracture of width w and length Lf is present,
as seen from Fig. 3.1. Base model parameters are given in Table 3.1. Injection occurs at x = 0
across the entire yz cross-sectional area, while production occurs at x = Lx1 + Lf + Lx2 from
the center of the model. Grid block cells confined by (Lf , w) are referred to as ’fracture grid
blocks’, and differ from their matrix counterpart with respect to applied porosity (φf ) and
permeability (Kx,f , Ky,f , Kz,f ) values. Porosity and permeability values remain constant and
uniform throughout each matrix and fracture region. We initialize the model with only water in
order to study gel formation without any influence from an oil phase. Unless stated otherwise,
input data described herein remain constant.

Figure 3.1: System geometry

Fracture permeability is calculated with the simplified version of the cubic law (Hatzignatiou
et al. 2016), also referred to as the ’Parallel Plate Model’ (Zimmerman et al. 1994), where we
assume smooth and parallel bounding planes. We use wi < w to represent a series of narrower
sections along Lf to control the effective permeability of the fracture (Denetto et al. 2016), but
also as a means of avoiding issues with numerical instability when wi was modeled directly:

Kx,f , Ky,f , Kz,f (mD) =
wi

2

12

1000

0.987 ∗ 10−12
, wi =

w

10
(Eq. 3.1 )

FormSeal (FS) refers to the injected gelant solution that turns into gel. The gelation rate, as
described in the Theory chapter, controls the rate of this transformation and hence it’s in-situ

Nx, - 333 Lx, m 140 Lx1, m 0 Ly1, m 2.85 φma,- 0.25
Ny, - 65 Ly, m 5.71 Lx2, m 0 Ly2, m 2.85 φf ,- 0.99
Nz, - 1 Lz, m 10 Lf , m 140 w, m 0.01 Qw, m3/d 1000

P (x = 0), bar 550 Kx, Ky, Kz, mD 20
P (x = Lx), bar 200 Ky,f , Kz,f , mD 8.4 ∗ 107

Pres, bar 240 Tres, Tinj,
◦C [129.22, 10]

Table 3.1: Base case parameters
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3.1. GEL TREATMENT SLUG SEQUENCE CHAPTER 3. MODEL DESCRIPTION

concentration value. Whenever this value supersedes a critical value, here set to 0.20 g/100ml,
gel adheres to the rock and becomes irreversibly retained. The resulting impact on fluid flow is
modeled through mobility reduction for all involved phases. It also means that gel concentration
is reduced such that, for more gel to adhere to the rock, yet more gel needs to form. Continued
adherence onto the rock surface happens when gel formation, or gel concentration, is sufficiently
high.

3.1 Gel treatment slug sequence

During a gel treatment process there may be a number of injected slugs, such as depicted by
Fig. 3.2. With the preflush we attempt to induce favorable reservoir conditions for in-depth
treatment of a fracture system. This is one of the reasons why slugs are injected at T (◦C) = 10,
as temperature is one of the main factors controlling the rate of gel formation (Stavland et
al. 2011b). Given the initially high salinity values, as caused by the presence of Formation
Water (FW) or any previously injected Seawater (SW), we inject a fluid of corresponding lower
values (Low Salinity Water, LSW). For in-depth treatment the slug should be large enough
to accommodate any mixing effects that might rise the (desireable) low salinity values at it’s
back-end. This was also discussed by Stavland et al. 2011b, who suggested that the preflush
volume could be optimized to induce a more or less rapid gelation process.

Figure 3.2: Gel treatment slug sequence, where d, hr and hrs denotes days, hour and hours.

Next, a shut-in is performed. This allows time for any preparation step between injected
slugs, but also induces a higher salinity gradient across the injected preflush slug. The onset
of gelation is therefore accelerated and, depending on the degree of mixing, the shut-in time
could influence placement and shape of the resulting gel plug. The shut-in time would therefore
depend on the specific use-case, such as how deep the plug should be placed.

Following this, the gelant solution (FS) is injected. The salinity of Na and Ca is increased
in order to promote faster gelation. Following this, a postflush of LSW is injected, which is
meant to push the gelant system deeper into the reservoir whilst preventing rock-adsorbed
gel formation in the near-well region. The shut-in period that follows gives time for the gel
to properly form. Part of this process involve an equilibriation of temperature differences,
where hot reservoir fluids will heat up lower-temperature compounds such as any gelant, gel or
rock-adsorbed gel in the region. This promotes gel formation and therefore increases the rate
at which gel adheres to the rock face. The second postflush which follows next is meant to
further support gel formation, before any post-treatment fluids are injected. This could happen
through mobilization and collection of any remnant gelant solution which may have become
diluted or disconnected as separate, volumetric ’blobs’. Ultimately, this might enable more gel
to adhere to the rock surface.

The gel treatment process concludes after 13 days, which is followed by post-treatment
injection of SW for 20 days. Hence, total simulation time for base case is 33 days.
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3.2. GEL PERMEABILITY CHAPTER 3. MODEL DESCRIPTION

3.2 Gel permeability

When gel adheres to the rock it is assigned a permeability kgel according to (Eq. 3.2), which is
based on a Cozeny-Karman approach (Carman 1997):

kgel(mD) = 1013.25
φ

2τS2
0

, S0 =

√
1013.25φ

2k0τ
(Eq. 3.2 )

where φ and τ denotes porosity and rock tortuosity, where τ = 2 is used. S0(m
2/cm3) and

k0(mD) refers to the surface area and permeability of the rock matrix before any gel adheres
to it. The ratio kgel/k0 is used to denote the permeability difference between before and after
gel has adhered to the rock. This is calculated with (Eq. 3.3) as follows:

kgel
k0

=

(
S0

S0 + Sgm

)2

, Sgm = AgelSgelfuv (Eq. 3.3 )

where kgel(mD) and k0(mD) refers to permeability with and without gel plug formation.
S0(m

2/cm3) refers to rock matrix surface area with no gel adhered, while Sgm(m2/cm3) refers
to the surface area of the rock which is covered by gel. Agel(g/100ml) refers to the amount
of gel which have adsorbed to the rock surface, while Sgel(m

2/g) is referred to as the specific
surface area that a unit mass of adsorbed gel will occupy. fuv is a conversion factor which,
given our choice of units, becomes fuv = 0.01ml/ml. Sgel is set to Sgel = 200m2/g.

Assuming idealistic, spherical silica particles (within the FS solution), specific surface area
of gels can be approximated as from (Eq. 3.4):

Sgel =
6

Dρr
(Eq. 3.4 )

where D(µm) denotes diameter of the silica particles, while ρr(g/cm
3) denotes reservoir rock

density. Given our choice of Sgel = 200, and a chalk rock density ρr = 2.5, (Eq. 3.4) implies
silica particles of diameter D(nm) = 12. Note that the inherent assumption within the model
of spherical and constant-diameter silica particles is a simplification of the real system, where
the particles may come in various sizes and shapes.

3.3 Fluid viscosities

Fluid viscosities are calculated by a modified Arrhenius expression (Eq. 3.5), where we consider
up to four fluid components; Low Salinity Water (LSW), Seawater (SW), Formation Water
(FW) and FormSeal (FS). Viscosity µ(cP) is calculated as:

µ = µ0 exp

[
BT

(
1

T + TC
− 1

T0 + TC

)
+BP (p− p0)

]
(Eq. 3.5 )

where µ0 is the reference viscosity (cP), and BT (◦C) and BP (bar−1) are parameters controlling
the temperature- and pressure-dependent nature of a fluid’s viscosity, respectively. T (◦C)
and P (bar) are the relevant temperature and pressure values, with corresponding reference
values T0(

◦C) and P0(bar). TC(◦C) is a second parameter controlling viscosity change with
temperature. See Table 3.2 for related input data, and Fig. 3.3 for a visualization of possible
viscosity values at relevant pressure and temperature ranges.
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3.4. DISCRETIZATION OF GRID CELLS SURROUNDING FRACTURECHAPTER 3. MODEL DESCRIPTION

Phase BT (◦C) TC(◦C) T0(
◦C) BP (bar−1) P0(bar)

LSW, SW, FW, FS 586 138.8 130 0.000116 240

Phase Na(ppm) Ca(ppm) Si(g/100ml) µ0(cP )
LSW 2300 0 0 0.21
SW 9800 420 0 0.23
FW 15755 500 0 0.24
FS 2500 200 10 0.50

Table 3.2: Model input data (top, see (Eq. 3.5)), and fluid composition and µ0 values (bottom)

Figure 3.3: Viscosity (cP) plotted versus temperature for water with different composition and
base viscosities µ0. See Table 3.2 and (Eq. 3.5). Changes with pressure were negligible.

3.4 Discretization of grid cells surrounding fracture

In order to capture changes that occur around the fracture, we suggest setting the width of grid
cells in the y-direction, wy, as from (Eq. 3.6). This occurs by calculating cell widths starting
from the center (fracture) cell and moving out toward either sides:

wy = wi(1 + n), wi = xw, n = 0, 1, 2, .. (Eq. 3.6 )

where x is a constant value, initially set as x = 1, and w is the fracture width as given
in Table 3.1. n is a parameter that increments by a value of 1 from a value of zero, until
a user-defined value is reached. On either side of the center fracture we assign widths of
wy = wy(n = 0) to the first three cells, afterwhich the value of n is increased. Then, the next
three cells applies wy = wy(n = 1), and so on. This is repeated up to and including n = 8.
Afterwards, we use x = 10 and increment n from zero to n = 4. The difference now is that n
increments for every cell rather than for every third cell.
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3.5. EFFECT OF NUMERICAL DISPERSION CHAPTER 3. MODEL DESCRIPTION

The main intent behind this is to capture details surrounding a fracture by (1) having cells
of widths not greater than that of the fracture, and by (2) gradually increasing the cell width
in an attempt to retain some detailed information whilst balancing computational load and
runtimes. Another feature is that of (3) keeping the same cell width (at minimum) three times,
until a different width is used. The latter choice was made in order to ease calculation steps in
the simulator, and numerical stability, by allowing equilibriation of fluids to occur in a segment
of no cell width change. The three-segment cells (of equal widths) would allow fluids to enter,
equilibriate and leave before any grid cell width is increased.

It is believed that this should be maintained in the vicinity of the fracture, due to the high
passthrough of fluids here, but that further away this becomes less important. Note that if
more than one fracture is to be modeled, the choice of cell widths would likely be different.
However, one could apply a similar method on (several) individual fractures by having cell
widths increase (outwards from a given fracture) to a pre-determined value. Upon reaching
this value, cell widths would be kept constant until a new fracture was met, which would
require similar grid refinement as before.

3.5 Effect of numerical dispersion

The effect of numerical dispersion was investigated on the base case, but with no fracture,
which corresponds to setting Lf and w to zero. The results can be viewed from Fig. 3.4, where
we look at injection of Low Salinity Water (LSW). The base case on the left is compared with
a refined version on the right, which uses double the amount of cells (666) as compared to
that of the base case (333). We note that saturation front smearing has become less severe.
However, the effect is still prominent. This might be due to (1) grid cells in x-direction not
being refined enough, or (2) that due to mixing between in-situ FW and injected LSW there are
some compositional effects preventing a more sharper saturation front. If oil were present, this
might have been explained through possible coupling of compositional effects with fractional
flow, as discussed by A. M. AlSofi et al. 2013.

3.6 Description of base case behavior

In the following we describe base case behavior, see Fig. 3.5, which apply the injection scheme
as depicted from Fig. 3.2. In the top-left figure we see the result of injecting Low Salinity Water
(LSW) for 9.875 days, where the majority of the injected fluids move through the center fracture
(marked by a black line) rather than in the surrounding matrix rock. Note that though the
fracture is not marked in other figures, it is still present unless stated otherwise. The dominant
fracture-flow illustrates the poor sweep of the model reservoir region, which is the target of the
gel treatment process. The injected gelant (FormSeal, FS) can therefore be expected to follow
a similar flow path and reach the intended treatment area (the fracture).

From the top-right figure we can already see an improvement in the sweep of LSW, which
is due to the presence of a gel plug that formed during the gel treatment process that finished
after 13 days. The improved sweep is also evident from the bottom-left figure, where Seawater
(SW) have been injected as a post-treatment fluid for 20 days. In the bottom-right figure we see
the formation of rock-adsorbed gel, which have blocked off a majority of the fracture domain.

Once gel starts to adhere to the rock inside and surrounding the fracture, we can expect
injection rates to drop as injected fluids are being diverted to reservoir regions of lower injec-
tivity. This is observed in Fig. 3.6 where injection rate remains constant during preflush and

23



3.6. DESCRIPTION OF BASE CASE BEHAVIORCHAPTER 3. MODEL DESCRIPTION

Figure 3.4: Effect of numerical dispersion. Base case is on the left, while the right figure is the
base case with double amount of cells in the x-direction. The figures show fluid saturation of
Low Salinity Water (LSW).

FS injection, but which then rapidly drops to about qw(m3/d) = 50. On the field-scale this
transition would correspond to a region of fractures, or high-permeable thief zones, being closed
such that a larger portion of total injected fluids could go to other reservoir regions containing
leftover oil reserves. In Fig. 3.7 we look at rock-adsorbed gel formation immediately after FS
injection has ended where, in the following section, such gel plug formation will be presented
by close-up inspection as similar to that of the right sub-figure, which is a zoomed-in version of
the left sub-figure. This is done in order to reveal more details with regards to how gel adheres
to the rock. Also, it becomes clear that the layout of the gel plug is determined during FS
injection.

From Fig. 3.8 we can observe how the gel plug develops, which is shown at an interval of 10
minutes for the full two hours during which the gelant solution is injected. Initially, at t = 10
and t = 20 minutes, there is low adherence of gels onto the rock surface as indicated by the
magnitude of the figure scales. Upon closer inspection (not shown here) this was found to be
contained within the fracture, where adsorption of gels first were observed near injection area
at t = 10 minutes and secondly near the production well at t = 20 minutes. The latter effect
seems to control the point behind which the gel plug starts to form, as seen at t = 30 minutes.
Note that while this results in some adsorption of gels within the fracture, the majority of
it forms in the lower-permeable rock surrounding the fracture. This reflects an imposed flow
restriction from the gels that adhered to the rock.

A similar behavior is seen from the next consecutive sub-figures, where the gel plug gradually
grows in size and shape, as can be concluded by comparing with the figure scales. From
t = 50 minutes we observe a different shape, where the structure extrudes further into the
rock matrix. This is likely caused by a lateral diversion of injected FS solution which would be
subject to greater flow restriction in the direction of the production well, as compared to that
of the bounding reservoir rock. We also note that the penetration depth appears to be self-
limiting, which may be explained through fine particle transport and the velocity-dependent
deposition rate (Stavland et al. 2011b). This would involve increased deposition rate of silicate,
or adherence of gels onto rock surface, with increasing penetration depth of evading FS solution
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Figure 3.5: Base case description showing distribution of Low Salinity Water (LSW) (top
figures) and Seawater (SW) (bottom-left). Formation of gel plug is shown in bottom-left figure.

or, conversely, with decreasing fluid velocity. It can also be noted that the deposition rate is
high in the surrounding reservoir matrix but that, within the majority of the fracture domain,
there is negligible formation of rock-adsorbed gel. This might be explained by the high inherent
flow velocities that delay the settling of silicate particles, which consequently delay the onset
of gelation for FS fluids confined to the fracture.

In Fig. 3.9 we study the last segments of the gel treatment scheme that were depicted in
Fig. 3.2, while also looking at the impact that a post-treatment fluid might have on the rock-
adsorbed gel formation. In the top-left figure we can see that there is no immediate impact from
the injected postflush, when compared to Fig. 3.7. However, by comparison of the respective
figure scales we can see that the upper value have increased in the latest plot, suggesting that
more gel have indeed adhered to the rock.

By making similar comparisons with the top-right figure we can see a more prominent
change, where the shut-in period have induced a near-double increase in the amount of deposited
silicate. An important difference from before is that now it also forms within the fracture,
whereas before it did not. This could be explained by some remnant FS solution that, due
to being confined within the fracture domain, also ends up being deposited here as silicate.
Possible causes could be increased temperature and lowered flow velocities.

For the second postflush, see the bottom-left figure, the main change appears to be that
more gels have adhered to the rock as seen from the figure scale. A similar effect is observed
in the bottom-right figure, where Seawater (SW) is injected as a post-treatment fluid. This
could be indicative of some remaining gelant solution that had yet to form silicate deposits.
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Figure 3.6: Base case injection rate vs time

Figure 3.7: Formation of rock-adsorbed gel in weight-percent pore-volume, with the right sub-
figure being a zoomed-in version of the left sub-figure.

This transition would likely have happened rapidly, though, seeing as the exposure to the
higher-saline water would only increase with further mixing between the two.
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Figure 3.8: Formation of rock-adsorbed gel in weight-percent pore-volume. The top-left sub-
figure is shown at a simulation time of 10 days and 10 minutes, where time increases by 10-
minute increments column-wise (to the right), and by 40-minute increments row-wise (down-
wards).

Figure 3.9: Formation of rock-adsorbed gel in weight-percent pore-volume. From the top-left,
counting column-wise, we have the result after (1) first postflush injection, (2) second shut-in,
(3) second postflush injection, and (4) post-treatment injection of Seawater (SW).
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Chapter 4: Results and Discussion
4.1 Effect of permeability contrast

From Fig. 4.1 we see the effect of varying fracture permeability whilst maintaining matrix
permeability constant. The highest permeability contrast between matrix and fracture exist in
the left-most column of the figures where, for each additional column, fracture permeability is
reduced by a factor 10.

From the top row we can see that the fluid flow changes from being fracture-dominated
(left) to moving comparably both in fracture and matrix (right). The figures inbetween show
the transition between these two bounding cases. At kn/k = 100 we can see that the overall
flow through the matrix progresses faster than for matrix-flow in the vicinity of the fracture.
This might be due to that the fluid passthrough capacity of the fracture have been met, such
that newly injected fluids divert to either sides of it.

Figure 4.1: Effect of fracture-matrix permeability contrast. Fracture permeability (kx,f , ky,f
and kz,f ) is set to reduce by a factor kn/k, whose value increases by a factor 10 every column.
In the top-row simulations Seawater (SW) is injected, whereas in the bottom two rows a gel
treatment process is performed, which is followed by injection of SW as a post-treatment fluid.
The second and third row show distribution of Seawater (SW) and deposition of silicates (ADS-
GEL), respectively.

In the second row we can see that there is a similar impact of the gel treatment process on
the flow distribution of Seawater (SW), regardless of kn/k value. From the third row we see
the corresponding formation of silicate deposits, which may explain the behavior observed in
the second row. We note that at higher values of kn/k, which correspond to lower fracture-
matrix permeability ratio, deposition of silicates become significantly low. When kn/k was
increased further (not shown here), gels were observed to adhere prematurely to the rock near
the injection area. Stavland et al. 2011b referred to such an effect as ’in-line plugging’, which
was stated to not have an effect on a real field in the near-well region, due to low initial viscosity
and good injectivity of gelant agent, but that it might rather represent plugging effects that
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would occur deeper into the reservoir where the flow velocities are lower.

4.2 Effect of calcium concentration and injection rate

From Fig. 4.2 we look at the effect of varying CCa concentration within the injected FS solution,
and how this behavior may change with different injection rates. Looking at the base case in
the top-left corner of the image we can see that as injection rates decreases to the right, there
is a rapid change in the amount of deposited silicate. While the absolute magnitude of rock-
adsorbed gels remain the same, as evident from the figure scales, the position of the plug is
entirely different. With the lowest injection rate we get in-line plugging of the gel, meaning
that a majority of the gels adhere to the rock in the injection area (unwanted). The latter effect
remains similar regardless of injected Ca salinity with FS, which indicates that lower injection
rates will likely tend to have a more dominant impact on resulting rock-adsorbed gel formation.

Figure 4.2: Formation of rock-adsorbed gel in weight-percent pore-volume. The first, second
and third columns apply injection rates of 1000, 500 and 200 m3/d, respectively. The upper
row applies CCa = 200 ppm during FormSeal (FS) injection, whereas this value is decreased
by 100 ppm for each row going downwards. The injection scheme involving the gel treatment
process is otherwise kept the same as for the base case.

With the injection rate high in the left-most column of sub-figures we can see that decreases
in injected Ca salinity has a significant impact on the degree to which silicate deposits. In
Chapter 1 it became clear that through lowering salinity one could lower gelation rates and
thus increase the time by which gel forms and adheres to the rock. This is likely what we
observe here, where the delay in the gelation process combined with the already high injection
rate means that any formed gel plug would likely (1) form further into the reservoir, or (2)
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form in or around the production well, or (3) not form at all and return to the surface as gelant
with possibly some gel concentration. In our case, it appears that most of the gelant have
indeed returned to the surface, while there were negligible formation of rock-adsorbed gel in
the fracture in the reservoir.

In the middle column we look at injection rate of 500m3/d, where we see that the absolute
amount of silicate deposits remain the same in all three cases but where the position of the gel
plug now is controlled by the Ca salinity. This seems to be possible since injection rate is not
too high, so injection rate is not in its dominating aspect and could be said to ’allow’ Ca to
have an impact..
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Chapter 5: Conclusions
We conclude the study with the following remarks:

• Based on data from the literature on gel treatments on field and laboratory scale, one
might simplify the real fracture system by assigning it an apparent fracture length and
aperture

• This choice would follow from known production response times of gel treatment processes,
while assuming fracture length and fracture aperture as primary and secondary influencers
of production response times. Then, with the relevant response time, reference response
times and some choice of weigths, apparent fracture length and aperture might be deduced

• By plotting gelation rates as a 2D colormap at specific salinity values, one might better
understand how each component affects the overall gelation rate. This can provide a
frame of reference for comparisons with more complex salinity distributions

• The plotting of 2D colormaps, at distinct salinity values, may be more important when
more parameters are included in the gelation model, with regards to learning how the
parameters affect each other and the overall gelation rate

• A simple-to-use software utility have been developed, which eases the method by which
the user acquires figures appropriate for use in scientific work

• When fracture-matrix permeability difference is lower, it becomes diffult for the gelant to
induce proper formation of a gel plug within a given fracture.

• The effect of lowering the injection rate involves a faster gelation process. This has
significance for fluid flow deep in the reservoir, where velocities are lower. It means that
once the gel that enters a fracture begins to form, and gel leakage occurs to the sides, the
penetration depth into matrix is self-limiting given that fracture is surrounded by only
matrix rock
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Chapter 6: Future Work
We consider the following for future work:

• Add new functionalities to the tool, such as allowing the user to specify aspect ratio to
be used for individual sub-figures that are to be plotted

• Consider adapting the current interface to other relevant software such as CMG and
Eclipse

• Enable the calculation of gelation rates as dependent on chosen grid cell i, j and k values,
and chosen timestep values. Automatic selection of relevant salinity values would then
be acquired, such that 2D colormaps of gelation rate at different timesteps or grid cell
positions could further aid in explaining how gel plug forms

• Perform a more extensive study on the same topic to learn more about the sodium-silicate
system. Then, include polymer and observe how mechanisms related to placement of gel
plug changes

• Consider implementing a more complex fracture network
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