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Abstract 

 
The circadian clock is an endogenous timekeeper that enables individuals to predict and adjust 

to their environment's regular differences between light and dark and high and low 

temperatures. This biological timing mechanism enables the organism coordinate evolutionary 

and metabolic occurrences to the best time of the day. Such a system is of significant value to 

plants as they cannot alter their place when the climate becomes detrimental as opposed to 

animals. The plant clock is a sophisticated system of interwoven feedback loops. Mathematical 

modeling methods have been used over the past few decades to comprehend the clock's internal 

functioning in the Arabidopsis thaliana model plant. These attempts have generated a range of 

increasingly complex designs. Here, a review of the research is presented which is done in 

order to find out the molecular machinery responsible for circadian rhythms. Along with this, 

a simple model and alterations in this model are conducted to check out the impact of such 

changes on phases as well as period of rhythms. An effort is also done to show comparison of 

model in relation to the findings presented in previous research.  We are proposing an applicant 

model centered on LSODE optimization sub-routine calculation. 

 



iii  

Table of Contents 

 
Acknowledgement  i 

 

Abstract  ii 
 

Table of contents  iii 
 

Abbreviations  v 
 

List of Figures  vi 
 

Aim of Thesis  ix 
 

1 Introduction ................................................................................................................... 1 

1.1 Research for Circadian Rhythms ............................................................................. 1 

1.2 Properties of Circadian Rhythm............................................................................... 2 

1.3 Circadian cycle and homeostasis ............................................................................. 5 

1.4 Model organisms for clock study............................................................................. 7 

1.4.1 Neurospora crassa ........................................................................................... 7 

1.4.2 Drosophila melanogaster ................................................................................. 8 

1.4.3 Gonyaulax polyedra ......................................................................................... 8 

1.4.4 Arabidopsis thaliana ........................................................................................ 8 

1.5 Arabidopsis thaliana clock ...................................................................................... 8 

1.5.1 History of the Plant clock ............................................................................... 10 

1.5.2 Photoperiodism .............................................................................................. 10 

1.5.3 Phytochromes ................................................................................................ 11 

1.6 Mathematical modelling approach ......................................................................... 12 

1.7 Molecular model for clock .................................................................................... 12 

1.8 Models of the Arabidopsis thaliana clock ............................................................. 14 

1.8.1 LHY / CCA1–TOC1 Model ........................................................................... 14 

1.8.2 LHY/CCA1–TOC1-X Model ......................................................................... 15 



iv 

 

1.8.3 The interlocked feedback loop network .......................................................... 16 

1.8.4 Three loop model ........................................................................................... 19 

1.9 Summary of the literature ...................................................................................... 20 

1.9.1 Further findings on the Arabidopsis thaliana clock ........................................ 23 

1.9.2 Recent developments in Arabidopsis thaliana circadian clock ........................ 24 

2 Material and Methods .................................................................................................. 27 

3 Results ........................................................................................................................ 28 

3.1 Characterization of positive feedback .................................................................... 28 

3.1.1 Logarithmic Growth of E ............................................................................... 30 

3.1.2 Doubling time 𝝉 of Logarithmic Growth ........................................................ 32 

3.2 Compact Models for Arabidopsis thaliana ............................................................ 37 

3.2.1 3LM: Three loop model ................................................................................. 37 

3.2.2 Model 3LM2 .................................................................................................. 42 

3.3 Model 3LM3 ......................................................................................................... 48 

3.3.1 Estimating the period of the TOC1/GI oscillator in Isolation .......................... 49 

3.4 Model 3LM4 ......................................................................................................... 52 

3.5 Model 3LM41 ....................................................................................................... 57 

3.6 Model 3LM42 ....................................................................................................... 58 

3.7 Model 3LM44 ....................................................................................................... 60 

3.8 Model 3LM45 ....................................................................................................... 64 

4 Discussion ................................................................................................................... 69 

5 Conclusion and perspectives ........................................................................................ 71 

6 References……………………………………………………………………………….72 
 

 

 



v  

Abbreviations 

 
PRC                                                                                                                   Phase response curve 

WC                                                                                                                          White collar gene 

FRQ                                                                                                                            Frequency gene 

FRH                                                                                                    FRQ-interacting RNA helicase 

TOC1                                                                                                     Timing of CAB expression 1 

CCA1                                                                                                     Circadian clock associated 1 

LHY                                                                                                            Late elongated hypocotyl 

LUC                                                                                                                                    Luciferase 

CAB2                                                                                              Chlorophyll A/B binding protein 

ZTL                                                                                                                                        Zeitlupe 

GI                                                                                                                                          Gigantea 

CDF                                                                                                                       Cyclic dof factor 1 

FKF1 

 

 

 



vi  

List of Figures 

Figure 1-1 Linnaeus Flower Clock ........................................................................................ 2 

Figure 1-2 Function of a circadian oscillator .......................................................................... 3 

Figure 1-3 A circadian oscillation. The time used to complete one cycle, is called the” period”. 

............................................................................................................................................. 4 

Figure 1-4 A graphic depiction of the principle of homeostasis .............................................. 5 

Figure 1-5. A graphical representation of adaptive homeostasis (137). ................................... 6 

Figure 1-6 The genes and proteins making up the circadian core oscillators ........................... 9 

Figure 1-7 Simple representations of circadian clock model ................................................ 13 

Figure 1-8 Model for the central feedback loop in the Arabidopsis clock. ............................ 14 

Figure 1-9 The single-loop LHY/CCA1–TOC1-X network. LHY and CCA1 are modelled as a 

single gene, LHY (genes are boxed) .................................................................................... 15 

Figure 1-10 The interlocked feedback loop network: Compared to Figure 2-4, TOC1 is 

activated by light indirectly via hypothetical gene Y. ........................................................... 17 

Figure 1-11 The Arabidopsis clock model with three loops represents 20 h rhythms in toc1 

mutants ............................................................................................................................... 19 

Figure 1-12 The molecular model of circadian clock in Arabidopsis. Genes are illustrated by 

solid boxes together with the gene names ............................................................................ 24 

Figure 1-13 Multiple interlocked transcriptional feedback loops form the core of the circadian 

oscillator in Arabidopsis thaliana ......................................................................................... 26 

Figure 3-1 Positive feedback arrangement of motif 16 ......................................................... 29 

Figure 3-2 Network motifs with negative feedback (147) .................................................... 29 

Figure 3-3 Network motifs with positive feedback (147). .................................................... 30 

Figure 3-4 Output of HC7-01. Input parameters are given on left. i.e., the values for used for 

the rate constants ................................................................................................................. 31 

Figure 3-5 Output of run ..................................................................................................... 33 

Figure 3-6 Defines the doubling time .................................................................................. 33 

Figure 3-7Comparing the numerically and analytically calculated v’s .................................. 34 

Figure 3-8 Plot of the numerically and analytically calculated v’s............................................ 35 

Figure 3-9Results of run showing the increase of A and E ................................................... 35 

Figure 3-10 Results of HC7-03 showing the linearly doubling of E ..................................... 36 



vii  

Figure 3-11 Schematic representation of Model 3LM based on the previous models discussed 

in previous research papers .................................................................................................. 37 

Figure 3-12 Shows oscillatory behaviors of peaks without beating and with comparatively 

large period ......................................................................................................................... 39 

Figure 3-13 Represents opposite phasing for both morning and evening loop oscillator 

components ......................................................................................................................... 39 

Figure 3-14 Splitting pattern showing double peaks with relatively short period length ........ 40 

Figure 3-15 TOC1 and GI showing splitting with decreased period length ........................... 40 

Figure 3-16 Reduced period length to 20 hours if k3 =2, not changing the other parameters. 41 

Figure 3-17 Oscillation showing a distinct alternative repeating peak with relatively larger 

period length ....................................................................................................................... 41 

Figure 3-18 Model 3LM2 representing mutual activation between TOC1/PRR5 and GI ...... 42 

Figure 3-19 Evening loop in which TOC1/PRR5 has positive activation on GI .................... 43 

Figure 3-20 Morning loop have inverse relation between PRR7/9 and CCA/LHY ............... 45 

Figure 3-21 The output of the run 3LM2-02 is shown. Morning and evening loops are 

uncoupled with relatively high values for k10 and k11 ................................................................................................. 47 

Figure 3-22 The inhibition of evening oscillator becomes stronger by PRR7/9-CCA/LHY with 

an increased period length ................................................................................................... 48 

Figure 3-23. Model 3LM-03 ................................................................................................ 49 

Figure 3-24 The run 3LM3-03 showing that GI peak comes before TOC1 peak. .................. 51 

Figure 3-25 The GI oscillations are regular with period of about 22 hours in comparison to 

PRR7/9 oscillations with very short period. ......................................................................... 51 

Figure 3-26. A chaotic response is shown in this run of model 3LM3 .................................. 52 

Figure 3-27 The splitting in oscillation is shown by PRR7/9 and CCA/LHY while TOC1 and 

GI shows regular oscillations. CCA/LHY and TOC1 oscillations not shown........................ 53 

Figure 3-28 The same model 3LM3 with light input. ........................................................... 53 

Figure 3-29. Representing the period length slightly less than 24 hours ............................... 54 

Figure 3-30 Morning oscillator showing complex pattern of oscillations determined by TOC1 

and GI. At high TOC1 level PRR7/9 is low. ........................................................................ 55 

Figure 3-31The phasing of components of circadian rhythm presented by Nohales and Kay (103). 

........................................................................................................................................... 56 

Figure 3-32 The phasing of components of circadian rhythm is in accordance with figure 2 

described by Nohales and Kay (122) ................................................................................... 56 



viii  

Figure 3-33 By assuming light influence only on k7, the first peak is now appearing to be that 

of TOC1 while CCA/LHY peak shifts in the afternoon ........................................................ 57 

Figure 3-34 Suppression of morning loop oscillator by evening loop components is evident in 

an attempt to entrain the system to 24 hours by increasing k17 .................................................................. 57 

Figure 3-35 The model is an altered form of 3LM4 to check the impact of light which is applied 

successively ........................................................................................................................ 58 

Figure 3-36 Comparison of light influence on components of morning and evening oscillators. 

The change .......................................................................................................................... 59 

Figure 3-37 The idea of inhibition of PRR7/9 production by CCA/LHY as presented by Adams 

(150) is taken into notice ..................................................................................................... 59 

Figure 3-38 The two plots compare 3LM42-01 and 3LM41-01 ........................................... 60 

Figure 3-39 Morning and evening oscillators are uncoupled shown by the shorter period of 

evening oscillator ................................................................................................................ 60 

Figure 3-40 This model is based on the idea that positive feedback loop exists between morning 

and evening oscillators ........................................................................................................ 61 

Figure 3-41 Morning loop showing positive feedback loop.................................................. 62 

Figure 3-42 An activation of TOC1/PRR5 is taken as kept for previous model .................... 63 

Figure 3-43 Uncoupled morning and evening oscillators are depicted with PRR7/9 amplitude 

keeps alternating. ................................................................................................................ 65 

Figure 3-44 A significant increase in period length with complex but regular oscillations by 

other components ................................................................................................................ 66 

Figure 3-45 Model showing an extra inhibition on TOC1/PRR5 by PRR7/9 ........................ 66 

Figure 3-46 Morning and evening oscillators are decoupled and have different period lengths. 

........................................................................................................................................... 68 

Figure 3-47 Arabidopsis thaliana clock genes expression/translation timing and their mutant 

........................................................................................................................................... 70 



ix  

Aim of Thesis 

 
As a result of the earth's rotation, rhythmic oscillations in ambient conditions have a substantial 

impact on the metabolism, physiology and conduct of most organisms. Circadian clocks have 

developed as molecular timekeeping systems that allow organisms to anticipate and predict 

these periodic changes in their surroundings such as light-dark cycles and temperature 

perturbations. Circadian rhythms make this possible that the allocation of resources and fitness 

enhancement to be effectively achieved — found that despite their independent evolutionary 

origins, eukaryotic clocks depend on transcription and translation - based feedback loops. In 

this study, we discuss current knowledge about how the external environment sets the clock 

pace and incorporate recent advances in understanding the molecular mechanisms that form 

the oscillator in the Arabidopsis thaliana model plant. The thesis is focused on the investigation 

of the organization of the plant circadian clock considering previously done studies. 

Development of model and testing the outcomes with relevance to the research done is also 

conducted. Certain changes made in subsequent models to check influence of different 

components and their pairing with one another. As the modifications are made based on the 

previous research, so it was considered justified writing a review of model development for 

Arabidopsis thaliana. The model developed especially in about the last two decades are also 

made part of this thesis in order to present a brief insight into the progress of research conducted 

by other scientific groups. 
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1 Introduction 

 
1.1 Research for Circadian Rhythms 

Organisms through evolutionary processes have developed mechanisms to determine time 

perception. This recognition of time exists for time changes during a day as well as during the 

whole year. The activities generally repeated during time duration of about 24 hours are termed 

circadian rhythms, and hence this short-term timing clock is termed circadian clock. The word 

"circadian" was coined by Franz Halberg in the 1950s, from the Latin words "circa" (about) 

and "dies" (day). Several biological processes are rhythmic during a period of a day, a month 

or even a complete year such as hormone synthesis, leaf movement, flowering, metabolic 

pathways and gene synthesis. 

Circadian rhythms persist whether the organism is transferred into continuous light or darkness. 

Synchronization or entrainment to the day-night cycle by environmental cues and temperature 

compensation to a wide range of fluctuations are among the characteristics of circadian 

rhythms. The phenomenon that rhythms are intertwined and continue to operate even in the 

absence of any environmental stimuli first came under the observation. Leaf movement was 

the first observed clock phenotype, as noted by the French astronomer Jean Jacques d'Ortous 

de Marian, who observed the continuous movement of leaves on Mimosa placed in constant 

darkness in 1729 (1). This phenomenon, however, was not supposed to be associated with 

natural rhythms (1). During the day and night, Mimosa was known to open and close her leaves. 

For days, de Mairan put the plant in total darkness and observed that the movements were still 

going on. This search gave the first evidence of an endogenous rhythm lacking visible 

indications and De Candolle lately confirmed this observation in 1828 who also observed the 

leaf movements in many other plants (2). 

Wilhelm Pfeffer in 1875 studied sleep movements in Acacia lophantha and confirmed the 

resumption of rhythms in plants which have been kept in constant light or dark. This observation 

additionally grabbed the eye of Charles Darwin, which resulted in observing the movements in 

over 300 plants and ultimately "The Power of Movement in Plants" in 1881. The idea of the 

inherited nature of movements got further support by experiments done by Semon in 1905 (2). 
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Carl Linnaeus likewise watched time-subordinate conduct in plants. In 1751, he distributed a 

greenery enclosure plan for a bloom clock, demonstrating the time by utilizing plant species 

that opened and closed their blossoms at various occasions of the day (3). 

 
 

Figure 1-1. Linnaeus Flower Clock 

A garden clock consisting of different flowers which open and close at different times of the 

day. Floral Clock, Victoria Square, Christchurch. Photo by Greg O’Beirne, 2004 

 

 
Erwin Bünning, the German plant physiologist, established the genetic characteristic of 

circadian rhythm by demonstrating this in bean plants. He considered circadian rhythms as 

inherent property in plants and suggested that rhythms are adaptive. Bünning stressed the 

dependence of clock on the physical rather biochemical mechanism and presented that light 

rather than any cosmic factor-regulated movements in plants. Sunlight is essential input acting 

through photoreceptor to entrain the clock to local time. His work is deemed to mark the 

beginning of photoperiod research on plants (2). 

However, the foundation of modern chronobiology is usually attributed to the two scientists 

Colin Pittendrigh and Jürgen Aschoff, who started to study this field in the 1950s. They 

developed much of the nomenclature that is still used in clock research, using a variety of 

models from flies to finches to humans. 

1.2 Properties of Circadian Rhythm 

Free running conditions need to exist for a rhythm to be considered as circadian and 

differentiated from other rhythms. A circadian rhythm persists with a periodicity of about 24 h 

in the absence of all-time signs, i.e. in constant conditions. In response to transitions between 

light and dark, high and low temperatures or metabolic signals, it must also be trainable. 

Moreover, it should be cradled against ecological 'clamour, for example, stochastic variation in 

light and temperature, consequently just reacting to changes in the condition that should be in 

synchrony with the encompassing day-night cycle. As a feature of this system, the circadian 
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clock is most receptive to light around sunset and daybreak, while it is least around the center 

of the day/night. 

For simplification, the circadian clock can be partitioned into three sections, as delineated 

below: Input pathways that transmit signals, for example, light and temperature, from the earth 

to the Central oscillator, which works as a negative feedback loop figuring out the outcome of 

signals (figure 1-1) resulting in the signal diverted to output pathway generating overt rhythms 

(4-6). Recent research put attention on the existence of several interconnected feedback loops 

having different components affected by light and temperature. 

Input Oscillator Output 

 

 

 

 

 

 

 

 
 

Figure 1-2. Function of a circadian oscillator. 

The response of clock to a stimulus, for example, is regulated by the circadian clock and the 

expression of the specific gene varies over the circadian cycle (7-9). This implies the clock is 

responsive only at certain times of the circadian cycle while at other occasions the gate for light 

input is kept closed. Such a distinction allows differentiating between the immediate and gated 

response to a stimulus. 

The procedure by which the biological clock re-sets itself following natural signals is called 

entrainment. The most evident signals for entrainment are the everyday changes among light 

and dark, even though shifts among low and high temperatures are likewise essential and 

adequate to entrain clock-controlled rhythms. 

Light intensity is another factor that influences a circadian rhythm period. Jürgen Aschoff found 

an inverse linear relationship between the irradiance and the length of the period. Diurnal 

organisms kept at a high light intensity will have shorter free-running times compared to 

counterparts kept under lower light intensities, whereas the opposite is exact for nocturnal 

organisms. This conduct of the clock is otherwise called parametric entrainment and this 

specific marvel is alluded to as ' Aschoff's rule'. To explain entrainment, two theories seem to 

be relevant in this regard. Aschoff's continuous or parametric entrainment theory considers that 
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the clock is affected by light during the whole circadian cycle (10). Effect of light intensity on 

the period is taken as evidence for this model (Aschoff's rule). Pittendrigh's discrete theory, in 

contradiction to continuous entrainment theory, presents the view that the clock is reset 

instantly by sharp changes in light intensity as at dusk and dawn, thus enhancing adjustability 

with an environment (11). This model better explains entrainment in Drosophila and rodents. 

The term Zeitgeber is used for environmental stimuli which can reset the clock. Variation in 

light pulses, as well as temperature fluctuations, can be termed as zeitgebers for plants (11). 

However, the possibility of presence combined mechanisms responsible for entrainment was 

also presented by Aschoff (12). 

The clock has a point of singularity, which is the point where the clock begins again. Before 

this point, if light pulses are given, the phase will be delayed, while after this point, if light 

pulses are given, the phase will progress. This point usually occurs in a 12 h light/12 h dark 

cycle in the middle of the subjective night (11, 13). 

There is also a "dead" zone in which, in the middle of the day, light signals do not affect the 

phase. Thus, by building such a PRC, it is possible to predict when the light should be applied 

to achieve stable entry, providing information about the behavior of the clocks in the organism 

being examined. 

There are specific essential terms related to circadian rhythms, which are summarized in the 

following Figure 1-3. 

 

 
Figure 1-3. A circadian oscillation. The time used to complete one cycle, is called the” period”. The 
period is usually measured from peak to peak. The time of day for a given event, is defined as the” 
phase” (20). The output of the clock may be movements, growth etc. 
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1.3 Circadian cycle and homeostasis 

The phenomenon of matching internal and external rhythms is called ' resonance ' and is also 

essential for plants as it has been shown that plants with an internal clock period corresponding 

to the surrounding environment grow much better and accumulate more starch than plants with 

an inappropriate internal clock period (14). 

The ability to maintain this stability among the functions of different organs was named 

homeostasis, the term coined by Harvard physiologist, Walter Cannon combining two ancient 

Greek words after extending the concept of (milieu interne) presented by Claude Bernard. 

Management of constant internal environment is required for the various process running in 

organisms ranging from maintaining electrolytes, securing enough energy, and ensuring 

hormonal levels for growth and reproduction. The reason for maintaining this balance is 

debated as to whether its intrinsic property of organism to behave such a way against external 

stress or this is part of learning. 

 

 
Figure 1-4. A graphic depiction of the principle of homeostasis. Any biological function or measurement 
will oscillate around a mean or median within a range that is considered a normal or physiological. 

Walter Cannon wrote in Wisdom of the Body (15) "The word does not mean something set and 

immobile, a stagnation. It means a condition-a condition which may vary, but which is 

relatively constant." (16). According to Arthur C. Guyton maintenance of nearly constant 

conditions in the interval, the environment is considered homeostasis by physiologists (17). 

Stress can be of different kind and nature as extreme temperature fluctuations, food deprivation, 

oxidative or hypoxic stress, emotional and psychological, to name the few. As homeostasis is 

maintaining internal conditions within normal range but not keeping them constant, Kelvin J.A. 

Davies proposed the term Adaptive Homoeostasis defined as transient expansion or contraction 

of homoeostatic range in response to sub-toxic, non-damaging, signaling molecules or events, 

or removal or cessation of such molecules or events (18). 
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Figure 1-5. A graphical representation of adaptive homeostasis (137). 

Hence to keep the conditions in homoeostatic range, it seems necessary to exist counterpart 

systems to control both upper and lower borders. Nevertheless, positive and negative feedback 

control systems are essential for physiological functioning or simply homeostasis in a living 

organism. Ovulation stimulated by gonadotropins as well as the release of oxytocin during 

parturition induced by fetal head pressure on the uterine cervix are examples of positive 

feedback. 

Positive feedback is far less frequent for the logical reason that, if uncontrolled, may cause self- 

destruction while negative feedback controls comprise of a system in which the moderate 

output strength of the controllers to a predetermined setpoint level. The setpoint is not fixed 

value; instead, it is adjustable depending on relationship inflow and outflow controllers. The 

setpoint is illustrated as a defined value of engineering devices, yet it can be misleading in 

physiological systems. In physiological models set point acts as a threshold to generate 

motivated behavior in a coordinated manner to protect the regulated variable against 

homeostatic challenge. Different from the controlled engineering thermostat, the set point in 

living organisms cannot be the same in changing conditions (19). Its variable yet defined 

defendable range may vary according to multiple factors. Nevertheless, the deviation from the 

setpoint is to such an extent that the change is felt, and effector mechanisms are put to work to 

oppose further deviation of the regulated variable. Such a defensive strategy to protect from 

the extreme conditions was thought to be done by inter-related negative feedback loops. 

So, what are the mechanisms on which homeostasis and circadian rhythms based on? 

Homeostatic processes are found to contain negative and positive feedback loops. Negative 

feedback is a form of communication which works in contrary to what the program already 

does (19). In the mammalian liver, at least two bile acid biosynthesis pathways were described. 

These pathways are separately controlled, but negative feedback is a core component of both 

controls (20). In this loop, higher concentrations of bile acid leads to lower 
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expression of CYP7A, CYP7B and CYP8B, resulting in reduced synthesis of bile acid (21). 

The hypothalamus – hypophyseal – adrenal system (HPA) is closely linked to stress and 

homeostasis restoration, it is centered on three basic rules that comprise a homeostasis principle 

and unlike other models, its main elements include a positive feedback loop in addition to the 

traditional negative feedback component (22). 

The demand for nutrients follows a rhythmic pattern as a result of diel changes in 

photosynthesis and transpiration rates, for example, suggesting that they are under close 

metabolic and clock control (23). Cytosolic free Ca concentration is rhythmic (24) and most 

likely under circadian clock control (25), providing the biological oscillator with a potential 

mechanism for modulating some of its outputs. In addition, transcripts of genes coding for 

multiple channels and Ca-related transporters have been shown to be clock-regulated (23, 26). 

Similarly, for the generation of circadian rhythms, both positive and negative feedback loops 

of transcriptional regulation have been suggested and the sufficiency of the proposed 

mechanisms has been determined in Neurospora crassa and Drosophila melanogaster 

circadian oscillators. Hence, in Arabidopsis thaliana, the proposed model of circadian clock 

describes an input pathway by which photo perception takes place and light signals are 

translated into environmental signals for a circadian oscillator ; (the circadian oscillator 

generating rhythm) ; and finally, there are output mechanisms through which the temporal 

signals produced by the oscillator control cellular behavior (27). 

1.4 Model organisms for clock study 

Great discoveries have been made by scientific communities using model organisms for other 

similar species. Usually, a relatively simple organism is selected to be used in experimentation, 

yet the findings can be applied to explain systems in more complex organisms. Such organisms 

have also been beneficial in explaining the genetics behind the circadian clock. 

1.4.1 Neurospora crassa 

The primary eukaryote Neurospora crassa has been utilized in circadian research for more than 

50 years (28, 29). The genes that are at the heart of the Neurospora clock include FRQ, FRH, 

WC-1, and WC-2, of which WC-1 and WC-2 function as positive elements in a feedback loop, 

while FRQ and FRH are negative. FRQ expression is also regulated by temperature and 

different forms of the FRQ protein are produced depending on the temperature that regulates 

transcript splicing (30). 
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1.4.2 Drosophila melanogaster 

Drosophila melanogaster has been one of the organisms got attention for clock studies. Adult 

emergence (eclosion) and locomotor activity are examples of circadian outcomes (31). Colin 

Pittendrigh did study on eclosion in 1954 and described the rhythms were seen to be under 

control of biological clock (32). Ron Konopka and Seymour Benzer discovered the first clock 

mutant in Drosophila melanogaster (33). They called it per gene and lately it was found that 

per locus has basic role in biological clock (34). 

Three genes are central to the current scientific understanding of clock pathways: The Clock 

(Clk) transcription factor and the Period (Per) and Timeless (Tim) transcription repressors. The 

Drosophila clock comprises two loops of feedback, one involving the genes per and tim and 

the other the gene clk. Additionally, the fine tuning of the clock involves some other genes. 

1.4.3 Gonyaulax polyedra 

Njus et al. (1977) discovered that circadian light rhythms in the Gonyaulax polyedra algae 

vanished when its outer temperature dropped from 20 to 12℃ but remerged, with a phase 

correlated with the time of transition when the temperature returned to 20℃ (35). The bright 

light can also similarly induce periodicity loss and restarted by darkening the environment of 

the organism. Thus, there has been synergy in Gonyaulax polyedra between the light and 

temperature cues. 

1.4.4 Arabidopsis thaliana 

In Arabidopsis thaliana, common name Thale Cress, the role of the circadian clock is studied 

most extensively. Only due to its compact, fully sequenced genome and relatively fast life cycle 

(seed to seed in about six to eight weeks), this plant is the subject of most basic plant molecular 

research, among other beneficial features. 

The circadian clock in Arabidopsis plants regulates several biological processes, such as 

rhythmic leaf movement (36, 37), petal opening (37), the elongation rate of stems, hypocotyls 

and roots (38-41) circumnutating of stems (42). 

 

 
1.5 Arabidopsis thaliana clock 

TIMING OF CAB EXPRESSION1 (TOC1) the gene expressed at evening was the first clock 

gene to be found in Arabidopsis thaliana (5). CIRCADIAN CLOCK ASSOCIATED1 (CCA1) 

(43)  and LATE ELONGATED  HYPOCOTYL  (LHY)  (44)  are two  single  MYB domain 
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transcription factor genes with the highest expression of both transcripts and proteins around 

dawn (45). 

The inner feedback loop is assumed to be comprised of the above described three genes, where 

the expression of CCA1 and LHY genes is promoted by TOC1 protein during the night. On the 

other hand, CCA1 and LHY proteins, in turn, repress TOC1 gene expression during the day 

(46-48). When the levels of TOC1 decrease, the promotion of CCA1 and LHY transcription 

decreases, allowing TOC1 levels to increase and promote CCA1 and LHY transcription again. 

All this takes place in a cycle of about 24 hours, as shown in figure 2-2. Later this was found 

that the circadian model for Arabidopsis thaliana is not so simple. 

 

 

 

 

 

 

 

CCA1/LHY TOC1 
 

 

 

Figure 1-6. The genes and proteins making up the circadian core oscillators. TOC1 promotes 
expression of CCA1 and LHY, which in turn represses transcription of TOC1. This leads to a decrease 

in TOC1 protein levels and thus a decrease in CCA1 and LHY. This allows TOC1 transcription to 

increase again and TOC1 protein can once more promote CCA1 and LHY. All this happens over a ~24h 
cycle (49). 

 

 
CCA1/LHY 

 

 
TOC1 
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1.5.1 History of the Plant clock 

In plants, molecular - level research accelerated by Steve Kay and Andrew Millar as they 

introduced the firefly reporter gene LUCIFERASE (LUC), fused with the photosynthesis gene 

CHLOROPHYLL A / B BINDING PROTEIN 2 (CAB2) (3, 50) Into the Arabidopsis thaliana 

model plant. The expression of CAB2 is controlled by both the circadian clock and 

phytochrome (phy) photoreceptors (3, 51). 

Photosynthesis is essential for plant growth and many circadian rhythms of plants are linked to 

photosynthesis (52). The possible role of the clock in the process of light harvesting is to 

anticipate the period of light, allowing the plant to prepare for photosynthesis. This maximizes 

energy consumption throughout the day by running the photosynthetic machinery from first 

light. The circadian clock is therefore essential in directing metabolic and developmental events 

to the most favorable time of the day, maximizing the growth of the organism and its chance 

of survival. 

 

 
1.5.2 Photoperiodism 

The length of duration of light in a day is termed photoperiod while the effects on organism 

due to this light are known as photoperiodism. Among the biologists, Bünning was first to 

propose the control of diurnal rhythms on reproductive responses (53). Based on the sections 

of the day expected to light or dark, he separated two phases of a day, i.e., photophil and 

scotophil phase. Following this idea, responses for a short day could be observed if the rhythm 

was confined to the photophil phase, while long day responses were possibly seen as rhythm 

continues into the scotophil phase. 

Colin Pittendrigh later considered two comparative models, the outside and inner coincidence 

models (54). The response will generate if the rhythm will be in phase with external light 

stimuli, according to the external coincidence model. The model of internal coincidence was 

based on the theory that an organism has several independent oscillators linked either to dawn 

or dusk. 

The seasonal changes such as flowering, is among several effects of photoperiods. As springs 

proceeds, the days start becoming longer than nights. Hence flowering accelerates in long day 

model plants like Arabidopsis thaliana. While tobacco, a short-day species, will flower only 
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under short days. The flowering in tobacco plant was controlled by daylength was discovered 

by Garner and Allard in 1920 (55). To study these transient changes effectively, the clock needs 

to run precisely and not be delicate to arbitrary, momentary ecological fluctuations. 

 

 
1.5.3 Phytochromes 

In contrast to animals, plants have photoreceptors in every cell. The light perceiving pathways 

in Arabidopsis thaliana has been under extensive study. Among other functions, light has an 

entrainment effect on plant clock. There are several types of photoreceptors(phytochromes) in 

plants having the sensitivity to different light wavelengths. Red and far-red light perception are 

done by the phytochromes (phyA-E) (56). After getting activated by red light, these become 

inactivated if further exposed to far-red light. A natural equilibrium exists between activated 

and inactivated conditions of phytochromes depending on the red/far-red ratio. PhyA, with its 

specific features, acts as a highly sensitive light antenna. PhyA, B, D and E are considered to 

influence the clock, presumably by influencing the perception of photon irradiance (5, 6). 

Circadian period decreases with increased light intensity (5) whereas it increases with longer 

photoperiods during entrainment (57). Light input to the system is provided by the 

phytochromes, acting through PHYTOCHROME INTERACTING (PIF) proteins (58), 

cryptochromes and ZTL (59). Increments in irradiance lead to shortening of yield of leaf 

development and in gene expression periods in Arabidopsis thaliana (5, 36, 60) . Importance 

of phytochromes in resetting the clock is also accepted (61, 62). Blue light receptors are the 

cryptochromes (cry1 - 2). By the action of blue light, they are phosphorylated and thus become 

biologically active (63). Cryptochromes affect clock inputs and flowering pathways via the E3 

ubiquitin ligase COP1 (64). The pry and cry gene families thus focus on circadian guideline at 

the transcriptional level, albeit circadian control at the protein level is of low extent (65). 

Phototropins has an essential role in the perception of blue light hence in stomata opening and 

chloroplast movement. These proteins have LOV domains, a common feature with ZEITLUPE 

(ZTL) (62). The involvement of ZTL degrades TOC1 and PRR (66, 67). TOC1, which also 

interacts in stabilizing way with GIGANTEA (GI) (68). 
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1.6 Mathematical modelling approach 

The level of genes involved in the clock is regulated by translational and post-translational 

complex feedback loops, which make it difficult to understand the behavior of the system to 

perturbations without using mathematical modelling. Modelling generates insight into genetic 

interconnections together with experimentation. Mathematical models permit a detailed study 

of complicated gene network complexities and architecture (69-72). In the past, simulations of 

circadian oscillators capable of reproducing essential qualities of the quantitatively studied 

rhythms were characterized for different organisms (Neurospora (73, 74); mammals (75, 76); 

Drosophila (77, 78). Models were initially formed with mechanisms that account with a 

minimum number of components for the desired clock attributes. However, it is essential to 

provide many new components that will be discovered later in the next modelling step in these 

first - generation oscillators. The use of optimization techniques to calculate variables that best 

account for a selection of clock attributes a vital contribution to the experimental work. 

Constant experimentation iteration is necessary and plays a significant role in the scientific 

validity of mathematical models. Another task that modelers face in estimating parameters. 

There is not always a straight interaction between single parameters and a biochemical process, 

and the quantification of reaction rates is either noisy or impossible. Clocks are shown to be 

entrained by 24-hour input increments and phase receptive to 24-hour oscillations. The phase 

is modified by single external stimuli, depending on the current interference phase. The only 

model input for the clock so far in plants is light, though the inclusion of temperature influence 

can be useful for further modelling of the circadian plant system. 

 

 
1.7 Molecular model for clock 

The clocks are made up of a network of transcription factors arranged in interlocking negative 

feedback loops (79). Furthermore, the circadian rhythm elements between the kingdoms are 

not conserved. This indicates that on several occasions’ clocks may have evolved 

independently (80). 

The circadian clock is divided into three components: the "input" pathways to receive and 

communicate the stimuli to a central oscillator which generates the rhythmic outcomes such as 
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flowering or leaf movement while "output" pathway links this oscillator to determined 

biological processes. Generally, the inputs are light or temperature, which harmonizes the 

central oscillator with an external environment. 

 

 

Figure 1-7. Simple representations of circadian clock model (a) Light information is perceived by a 

photoreceptor that passes the information to the central oscillator, entraining it to the correct time of 

day. This core oscillator, via the output pathway controls the observable rhythms (79) (b) A more 
detailed clock model containing multiple core oscillators and gated input pathways and outputs which 

feeds back to the central oscillator. Figure from (79). 

However, in explaining the circadian clock's intricate network, these simple clock systems are 

not solely enough. That is because several components of the input pathways are clock outputs 

themselves, and rhythmic outputs from the clock can feedback to affect the core oscillator's 

functioning (79). Moreover, multiple interlocking loops compose the core oscillator in 

Neurospora crassa, Drosophila melanogaster, Arabidopsis thaliana as well as mammals (81, 

82). 

In Arabidopsis thaliana, mutant screening and genetic mapping - cloning approaches were 

conducted to obtain an essential understanding of the molecular mechanisms behind the plant 

clock. This culminated in the identification of at least 25 clock function - affiliated genes (83). 

It became evident that these genes interact to arrange a "genetic circuit" underlying the 

endogenous period of 24 hours (83). 
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1.8 Models of the Arabidopsis thaliana clock 

1.8.1 LHY / CCA1–TOC1 Model 

This model demonstrates that the clock's basic feedback system, but the full interface of the 

clock is too simple to be represented in this way. The regulation of the clock requires several 

other molecules, forming several interrelated loops (84). Several other clock genes have been 

found in Arabidopsis thaliana, reviewed in (85-87), but either have accessory functions (88) 

have not yet been located in direct relation to the LHY / CCA1–TOC1 single-loop model. 

 

Figure 1-8. Model for the central feedback loop in the Arabidopsis clock. TOC1 proteins in the nucleus 
and light, mediated by protein P (not shown) positively activates transcription of LHY and CCA1 mRNA. 
When LHY and CCA1 proteins reach the nucleus they down regulate TOC1 mRNA transcription (84). 

Mathematical modelling based on experimental and theoretical data is useful to understand 

how this complicated system is configured (84, 89, 90). Locke et al. hence introduced 

modelling of the Arabidopsis clock by examining the one-loop LHY/CCA1–TOC1 model, 

using a scheme that will be widely applicable in trying more extensive genetic networks. By 

evaluation with experimental data, the model predicts where additional component(s) of the 

clock network may function (84, 91). 

 
Using the single - loop LHY / CCA1– TOC1 network showed that the phases of wild type 

TOC1 and LHY RNA accumulation under the light-dark cycle (LD) 12:12 could be reproduced 

correctly by this network (91). Simulated concentrations of TOC1 RNA remained high until 

LHY protein accumulated rather than falling as asserted after dusk. There must, therefore, be 

another significant factor responsible for reducing the expression of TOC1 that this network 

does not have. 
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The TOC1 fusion was shown to have lowest abundance close to dawn under LD12:12, whereas 

according to the LHY / CCA1–TOC1 single - loop network, TOC1 should activate LHY 

transcription at that time to the maximum (84). This suggests that either the active TOC1 form 

is present at a much lower concentration than the bulk TOC1 protein, possibly in a complex, or 

that the direct activator of LHY and CCA1 is an additional TOC1-dependent component (91). 

The third problem is that the LHY / CCA1–TOC1 network has failed to respond to the daylight, 

while experimentally it is apparent that the clock has a later phase under longer photoperiods 

(7, 92). This restriction occurs because light input to this network is only modelled by triggering 

LHY expression at dawn, so at the end of the photoperiod the model is insensitive to light. 

Indeed, and CCA1 expression drops to a low level before the end of a 12-hour photoperiod (45) 

hence close to night, another mechanism is needed to mediate light input. 

1.8.2 LHY/CCA1–TOC1-X Model 

The model was expanded the LHY / CCA1–TOC1 single - loop network by introducing 

components as aimed by the experimental data to address these constraints. 

 

Figure 1-9. The single-loop LHY/CCA1–TOC1-X network. LHY and CCA1 are modelled as a single 

gene, LHY (genes are boxed). Nuclear and cytoplasmic protein levels are grouped for clarity (shown 

encircled) and degradation is not shown. Light acutely activates LHY transcription at dawn and 
activates TOC1 transcription throughout the day. TOC1 activates a putative gene X, which in turn 

activates LHY. Nuclear LHY protein represses TOC1 transcription (89). 

LHY 

LHY 

 

TOC1 

TOC1 
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First, light activation of TOC1 transcription was included in order to provide light input at the 

end of the day and, conversely, to reduce the activation of TOC1 immediately after lights - off. 

Second, after TOC1, an additional gene X was added to the network, with nuclear X protein 

being the immediate LHY activator instead of nuclear TOC1. Thirdly, since the F - box protein 

ZEITLUPE (ZTL) was shown to degrade TOC1 protein more effectively at night (93). 

By making these modifications, it was observed that TOC1 levels of RNA peak in Arabidopsis 

at dusk below LD12:12, and dawn LHY levels of RNA. As observed in the experiment, the 

model allows TOC1 mRNA levels to drop before LHY levels rise. Including gene X in the 

model, TOC1 protein levels can be simulated to fit well with published data. It is also possible 

to predict X mRNA and protein levels. X mRNA peaks under LD12:12 in the middle of the 

night and nuclear X protein peaks at dawn (84, 91). Furthermore, this model still fails to predict 

a long period in the simulated cca1 single mutant and the strong, LL activation of TOC1 

transcription causes several problems, e.g. the model becomes arrhythmic with long 

photoperiods under LD cycles. 

 

 
1.8.3 The interlocked feedback loop network 

Deleting LHY component from single - loop models discourages any oscillation (data not 

shown), so none of these designs can reproduce the adaptable, accentuated rhythms observed 

in cca1; lhy plants. Therefore, a network of interconnected feedback loops was formed capable 

of oscillating in simulated cca1; lhy double mutants. A hypothetical gene Y activates 

transcription of TOC1, and the protein TOC1 suppresses transcription of Y, forming a loop of 

feedback. The suggestion that TOC1 has both a negative and a positive function is novel. Light 

input into this loop occurs through Y rather than TOC1 transcriptional activation (94). Y is 

repressed by LHY. Therefore, LHY acts as a powerful early - day delaying factor in inhibiting 

both TOC1 and Y expression (91). 
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Figure 1-10. The interlocked feedback loop network: Compared to Figure 2-4, TOC1 is activated by 
light indirectly via hypothetical gene Y. Y activates TOC1 transcription and both LHY and TOC1 

repress Y transcription, forming a second feedback loop (91). 

The model with the optimal parameters of the interlocked feedback loop fits with the data (not 

shown), and its behavior is also robust to change the parameter. Some parameters have more 

sensitivity to change than others in preceding clock models (78). This model's time and 

amplitude are far less sensitive to changes in parameters than the LHY / CCA1–TOC1 single- 

loop model, implying that some of the single - loop model's shortcomings have been alleviated 

(91). This is the first model to fit well with LL data for mRNA levels of LHY and TOC1. The 

optimal set of parameters minimized light regulation of the degradation of TOC1 indicating 

that light - regulated degradation (66) is not necessary to be adjusted by these data. Simulation 

of ztl mutants by halving the total degradation rate of TOC1 results in a phenotype of 28 hours, 

again similar to that found in ztl mutants (91). 

As anticipated, the interlocked feedback model's trained phase is photoperiod responsive with 

simulated levels of mRNA peaking later as observed under longer photoperiods (92, 95). Light 

input to Y enables the network throughout the day to respond to light. Therefore, this network 

will be a good starting point for the photoperiod sensor models involved in flowering time (91). 

The entrainment range of the photoperiod is approximately 3:16 h light for a 24-hour timeframe 

LHY 

LHY 

 

TOC1 

TOC1 

 

Y 
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and the simulations remain trained for an approximate range of 22–30 hours, where half of the 

time is light and half dark. At the end of the ranges, the entrainment produces a beat in 

amplitude, although with little phase effect. To measure the impact of their contribution on 

entrainment of the circadian clock, the balance of light input to LHY, Y and ZTL should now 

be examined in more detail (91). 

 

 
1.8.3.1 Understanding of interlocked two loop model 

The final, interlocking loop model represents a more significant data range than the single loop 

models, including the entrain able short - term oscillations. Two putative genes X and Y were 

included in the development of this model and used experiments designed from model 

predictions to identify GI as a Y candidate gene. The interlocked feedback model now 

emphasizes the importance of GI as an element of light input to the clock, a role that was not 

previously highlighted and should now be tested in more detail. GI's activation of TOC1 in an 

interlocked feedback loop is also a new proposal, consistent with the peak GI expression timing 

before TOC1. A recent study indicated that a feedback loop between APRR9/APRR7 and LHY 

/ CCA1 appear to exist (96). The importance of light input pathways in these models was to be 

expected because it is known that the circadian plant system interacts in a sophisticated way 

with multiple photoreceptor pathways (93, 97). For example, tracking multiple phases during 

entrainment requires at least two light inputs to two feedback loops (98) present in our final 

model. The Arabidopsis clock's entrainment trends under various photoperiods (7) show that 

the clock phase does not merely track the dawn. Thus, at times, other than the dark - light 

transition, the clock must obtain light inputs. LHY enables light input at dawn in our model, 

while the input to Y and ZTL is possibly useful all day long. 

Repression of Y by LHY and TOC1 is adequate in the interlocked loop model to gate the light 

activation of Y, so we had no rationale for additional modifications to this model. Such models 

should be viewed with caution as it is not possible to expressly include unexplored components 

as the model that concisely summarizes the regulation of known components is probable to 

have captured the pertinent effects of the concealed components (89, 91). Anyhow, the models 

will help us to understand how circadian output mechanisms enable the clock's few genes to 

control a thousand rhythmically controlled genes in the genome of Arabidopsis thaliana (99). 
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1.8.4 Three loop model 

The interconnected two-loop model predicted two hypothetical components X and Y's 

existence and expression patterns. X is suggested to activate TOC1, and X protein activates 

LHY transcription as required by the TOC1 protein expression profile (90, 91, 100). Y forms 

a second loop with TOC1, responsible for the lhy; cca1 mutant's short - term oscillation. GI has 

been recognized as a candidate for Y based on the resemblance of expected and observed 

patterns of expression (91). In the following figure, the model was extended to include the 

newly proposed feedback loop between PSEUDO-RESPONSE REGULATOR 7 (PRR7), 

PRR9 and LHY / CCA1 (13, 96), resulting in a three-loop circuit figure 2-6. 

 

 
Figure 1-11. The Arabidopsis clock model with three loops represents 20 h rhythms in toc1 mutants. 3- 
loop network summary, showing only genes (boxed), regulatory interactions (arrows) and light input 
locations (flashes). Two - component oscillators are characterized by yellow or blue shading of gene 
names(96). 

A possible method to account for this oscillation was provided by the proposed PRR7/PRR9– 

LHY / CCA1 feedback loop. To create a three-loop model, we added this loop to the interlocked 

feedback model. Since PRR7 and nine mutant phenotypes are weak, apparently less than one h 

different than WT (101) these genes were grouped as one gene, PRR7/9. LHY and CCA1 have 

been grouped as LHY (91). The first feedback loop involves the activation of PRR7/9 

transcription by LHY (96) with the repression of LHY activation by PRR7/9 protein. Our 

previous model presents the rest of the network (91). LHY suppresses TOC1 and Y 

transcription; LHY has experimental support for the dual, repressive, and activating role (96). 

X transcription is activated by the TOC1 protein, with X activating LHY transcription to form 

a second feedback loop. Y activates the expression of TOC1 and TOC1 represses Y expression, 

creating the third loop of feedback. Analysis of sensitivity demonstrates that the three-loop 

model is tolerant of variable changes comparable to the interlocking - loop model. 

1.8.4.1 Outcomes from the three-loop model 

The model predicts that two short - term oscillators, the morning - expressed PRR7/9–LHY / 

CCA1 loop and the night - expressed TOC1–Y / GI loop, will be combined with the LHY / 

CCA1–TOC1–X loop. At a fixed phase relative to dawn, the clock - controlled expression of 

LHY/ 

 PRR9 
Y (GI) TOC1 

X 
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LHY mRNA before dawn (20–24h) remains. By contrast, under long photoperiod conditions, 

the peak of TOC1 mRNA is delayed, showing that its phase also reacts to dusk time. This 

leverage is not seen in one - loop or interlocked - loop models, where clock - controlled 

expressions of LHY and TOC1 are fixed relative to dawn, or either move with dusk. The clock's 

three-loop structure allows flexibility in tracking multiple phases (98). Also, the three - loop 

model shows that if the coupling between the PRR7/9–LHY / CCA1 loop and the TOC1–Y / 

GI loop expressed in the evening were impaired, the two oscillators could run within one cell 

with different periods. It is not yet complete as it does not include known clock - affecting genes 

such as PRR3, PRR5, TIME FOR COFFEE (TIC), EARLY FLOWERING 4 (ELF4) 

and LUX ARRHYTHMO (LUX). The three - loop circuit adds to the apparent effectiveness of 

the Arabidopsis clock, together with the partial inefficiency of specific genes: few single 

mutations change the clock period by more than 3–4 h and arrhythmic mutations are uncommon 

(102). The three - loop model is more realistic because it can induce the short - period rhythms 

and the long - period rhythms while still correctly matching the previous model's mutant 

phenotype. Modelling provides a vital tool for targeting future mutant redevelopment and 

retrieving the maximum value from time series studies using existing local genetic resources. 

The three - loop model provides a framework for such intracellular desynchronization if 

different loops influence the vastly different rhythmic mechanisms and under certain situations, 

the coupling between loops is weakened. This flexibility of circadian regulation is expected to 

give a selective advantage, especially when seasonal changes in the photoperiod fluctuate the 

relative dawn and dusk timing. Plant clocks are only weakly paired between cells, if at all (103) 

but the three - loop circuit implies that an comparable design can be built within a single cell 

by modulating the morning - expressed gene loop LHY / CCA1 and PPR7/9 to the night - 

expressed TOC1–GI loop. Yet it will be important to recognize the role and balance of light 

inputs for each of the clock's feedback loops, first to ascertain what flexibility the three - loop 

circuit can provide and then understanding the evolution in plant take advantage of this 

flexibility in regulating rhythmic processes at varying times of the day. 

 

 
1.9 Summary of the literature 

Mathematical modelling based on experimental and theoretical data helped understand how 

this complex system is configured (84, 89, 90). At least three interconnected feedback 
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mechanisms make up the clock in the most current but inconclusive theoretical model of the 

clock, and two unknown factors X and Y are anticipated to be significant players. Most likely, 

these factors include the action of many undetermined genes. These loops are then further co- 

ordinated by additional interactor(s), e.g. EARLY FLOWERING 4 (ELF4) (104). TOC1 

belongs to the PSEUDO-RESPONSE REGULATORS gene family. It includes five genes: 

TOC1 (PRR1) and PRR3, PRR5, PRR7 and PRR9 (85, 105, 106). Though their single mutant 

phenotypes are overt, all these genes play a significant role in the clock (101, 105-107). During 

the diurnal cycle, they all oscillate with various peak times (107-111). 

PRR7 and 9 form a second CCA1 and LHY feedback loop (96), acting in the morning when 

CCA1 and LHY promote them. In turn, they repress CCA1 and LHY transcript expression; 

PRR7 and PRR9 proteins have recently been shown to attach CCA1 and LHY promoters in a 

repressive fashion along with PRR5 protein (112). It has been shown that PRR5 interacts with 

and is degraded by ZTL through interaction between ZTL's light - oxygen (LOV) domain and 

PRR5 domain (113). PRR5 is also biologically related to GIGANTEA (GI) and acts on the 

flowering regulator CDF1 (114) to regulate photoperiodic flowering time. ZTL is an F - box 

protein that forms part of an E3 ubiquitin ligase complex of Skp / Cullin / F - box (SCF) (115-

117). The protein structure also comprises a LOV / PAS domain that allows blue light to be 

sensed. It interacts with both TOC1 and PRR5 via its LOV domain, leading through the 

proteasome pathway to their degradation (66, 113). ZTL works in conjunction with GI through 

the LOV domain, which cyclically stabilizes the ZTL protein (113). GI also interacts with the 

FKF1 ZTL counterpart depending on the blue light action (118). Although the levels of ZTL 

mRNA appear constitutive, the levels of ZTL protein oscillate (68). All ZTL protein-protein 

relationships are involved in demonstrating the significance of ZTL and other subsystems post- 

translation regulation of clock components (119, 120). 

PRR3 tends to increase TOC1 by hampering TOC1 degeneration reliant on ZTL (121). The GI 

gene demonstrated in the evening is engaged in both clock regulation and floral regulation (122, 

123). At least part of the expected factor Y in the clock model was also suggested (89). 

To combine all these pieces of information, mathematical modelling indicates that the clock 

consists of at least three feedback loops : a core loop consisting of CCA and LHY and TOC1, 

in which TOC1 acts through factor X on CCA1 and LHY, a morning loop composed of CCA1 

and LHY and PRR5/9, and an evening loop with TOC1 and the unknown factor Y, at least 

partly comprised of GI. Lately, it has been shown that CCA1 HIKING EXPEDITION (CHE) 
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binds the promoter of CCA1, represses its behavior, possibly by intervening with TOC1 

activity (124), moreover, may be part of factor X predicted. The fact that roles of these proteins 

have not yet been fully defined shows that knowledge of the clock system in Arabidopsis, and 

plants in general, is inconclusive and it is relatively likely that additional proteins will be 

discovered that are engaged in these biological processes. 
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1.9.1 Further findings on the Arabidopsis thaliana clock 

While originally considered as linear entities, increasing evidence suggests that many signaling 

pathways within the overall network can act as both inputs and outputs for one another as can 

be seen in Figure 1-12. Two additional phase - specific feedback loops were proposed based 

on experimental observations and mathematical modelling (89, 90). One such circuit is a 

morning loop where CCA1 and LHY directly activate the expression of two TOC1 

homologues, PSEUDORESPONSE REGULATOR 7 and 9 (PRR7 and PRR9). PRR7 

and PRR9, in turn, are partially redundant to inhibit CCA1 and LHY expression. Although the 

process underlying this control is not transparent, extrapolating the relationship between CHE 

and TOC1 suggests that PRR7 and PRR9 may interact with CCA1 or LHY promoters related 

transcription factors. The other feedback loop involves the induction of TOC1 by an unknown 

(generally called Y) component or function of the evening clock. Y was also predicted in this 

evening loop to be light-inducible and negatively controlled by TOC1, CCA1 and LHY (91). 

A protein called GIGANTEA (GI) partially fulfils these requirements; however, additional 

redundant factors are likely to contribute to Y's predicted functions (90, 91). 

CCA1 and LHY belong to REVEILLE 1 to 8 (RVE1 to 8) subfamily of Myb transcription 

factors (125, 126). Recent characterizations of RVE1, CIRCADIAN 1 (CIR1/RVE2) and 

EARLY PHYTOCHROME RESPONSIVE 1 (EPR1/RVE7) revealed that their trends of 

expression are like CCA1 and LHY, peaking in subjective days close to dawn (125, 127, 128). 

This circadian expression depends on CCA1 and LHY and is likely mediated in their promoters 

by EE or EE - like motifs. Two FLAVIN BINDING KELCH F - BOX 1 (FKF1) and LOV 

KELCH PROTEIN 2 (LKP2) homologues also interact with TOC1 (66). ZTL, FKF1, and 

presumably LKP2, work as photoreceptors of blue light (66, 115). Light-related interaction 

between ZTL and GI stabilizes the protein levels of ZTL and TOC1 throughout the day. TOC1 

is further stabilized by PSEUDORESPONSE REGULATOR 3 (PRR3), which binds directly 

to TOC1 in order to stop its early night direct interaction with ZTL (108, 121). Thus, a complex 

interaction between TOC1, ZTL, GI and PRR3 results in TOC1 degradation. Also, subject to 

proteasomal degradation are other clock components such as LHY (129) PRR7 (109), PRR9 

(110) and GI (130). Whereas a RING-type E3-ubiquitin ligase tends to regulate the stability of 

GI during the night (64). 
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Figure 1-12. The molecular model of circadian clock in Arabidopsis. Genes are illustrated by solid 

boxes together with the gene names. Proteins with their names are illustrated by oval and oblong 
shapes. Protein activity is illustrated with solid lines. Lines ending in arrowheads indicating positive 

action and lines ending in perpendicular dashes indicating negative action. Dashed lines represent 

transcription and translation. The core CCA1/LHY/TOC1 feedback loop is highlighted by green thick 
lines. The grey area represents night-time, and the white area represent daytime (102). 

 

 
 

1.9.2 Recent developments in Arabidopsis thaliana circadian clock 

It is known that to activate the expression of PSEUDO-RESPONSE REGULATOR9 (PRR9) 

and PRR7, CCA1 and LHY are required (96), however, the molecular particulars of this 

stimulation remain secret. As part of a single feedback loop, CCA1 and LHY are specifically 

repressed by morning-expressed PRR9, midday-expressed PRR7, afternoon-expressed PRR5, 

and evening-expressed TOC1, thus forming a sustained set of repressive events extending from 

midday until around midnight (112, 131-133). Three other proteins associated with the clock, 

NIGHT LIGHTINDUCIBLE    AND    CLOCK-REGULATED    GENE1 (LNK1), LNK2, 

and REVEILLE8 (RVE8), form complexes which activate afternoon PRR5 expression (134-

137). PRR5 is induced in the afternoon by RVE8, but not in the morning, suggesting that 

repression exceeds the morning PRR5 transcription activation of LNK-RVE8. The exact 

repressive mechanism is not known ( 1 3 6 ) . TOC1 and PRR5 were proposed as night-time 

PRR5 repressors based on earlier data (131, 138). More studies have indicated that the RVE8-

LNK complex activates PRR5 transcription (135, 137)  however,  morning  activation  of 

RVE8-  and LNK-



25  

dependent PRR5 is highly reduced (136). This was found that CCA1 is associated with the PRR5 

promoter in the morning, CCA1 and LHY suppress PRR5 transcription in the morning and PRR5 

suppression in cca1 lhy double mutant plants is attenuated. Such observations suggest that CCA1 

and LHY are potent morning PRR5 repressors as well as RVE8- and LNK- dependent 

transcriptional activation candidates (136). 

Furthermore, nearly whole the discussion of clock regulation described to this point has been 

based on repression and hence Arabidopsis oscillator is modelled as repressilator (139). The 

observed suppression of PRR9 by the EC produces a three-negative feedback ring system in 

the framework of the whole clock circuit, called the repressilator (139). It has become apparent, 

nevertheless, more lately that several transcriptional activators are playing vital roles. LIGHT- 

REGULATED WD1 (LWD1) and LWD2 are multi-clock gene transcription co-activators, 

including CCA1, PRR9, PRR5, and TOC1(140-142). CCA1 promoter recruitment and 

transcription activation are mediated by the interaction between LWD1 and LWD2 with two 

CHE, TCP20 and TCP22-related TCP transcription factors (142). A role in CCA1 regulation is 

consistent with TCP20 transcript cycles with a pre-dawn maximum (143). 

Three CCA1/LHY homologues, REVEILLE8 (RVE8), RVE4 and RVE6 include a second set 

of transcription activators subsequent than the TCP / LWD complexes (134, 136, 144). These 

RVEs create complexes with transcription coactivators, NIGHT LIGHT-INDUCIBLE AND 

CLOCK-REGULATED1 (LNK1), and LNK2 to activate PRR5, TOC1, and ELF4 expression 

(135, 137). Further ELF4 transcription activation is provided by FAR-RED ELONGATED 

HYPOCOTYL3 (FHY3), FAR-RED IMPAIRED RESPONSE1 (FAR1), and ELONGATED 

HYPOCOTYL5 (HY5), three positive phytochrome A transcription factors (145). The 

transcriptional repression activity of CCA1 and LHY is at least partially derived from their 

cooperation with and inactivation of FHY3, FAR1, and HY5 transcription modulation activity 

(145). It seems likely that added transcriptional regulators of central clock oscillator genes, 

both positive and negative, will remain to be detected and defined, further complicating a 

flourishing network of interconnected feedback loops (146). 
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Figure 1-13. Multiple interlocked transcriptional feedback loops form the core of the circadian 

oscillator in Arabidopsis thaliana. The consecutive expression of each factor is shown from left to right 
all through the day / night cycle, with the morning portrayed by the sun on the left and the moon on the 

right. Black bars show repression and green arrows indicate transcription activation. Complexes of 

proteins are surrounded by dashed lines. Transcriptional activators are green and green arrows are 
used to indicate transcriptional activation. Dashed arrows show interactions that are not directly 

founded (146). 

 

 
 

At dawn, the PRR genes, TOC1, GI, and EC members LUX, ELF3, and ELF4 are repressed by 

CCA1 and LHY. PRR9, PRR7, PRR5, and TOC1 are expressed sequentially, repressing the 

transcription of CCA1 and LHY and their transcription. LWD1 and LWD2 are co-activators 

recruited to DNA by TCP20 and TCP22 to promote CCA1, PRR9, PRR7 and TOC1 expression 

(146). The LNKs, DNA associated transcriptional coactivators by RVE8 (and probably RVE4 

and RVE6) mediate transcriptional activation in the afternoon. RVE-LNK complexes promote 

PRR9, PRR5, TOC1 GI, LUX, and ELF4 transcriptions (146). FHY3, FAR1, and HY5 offer 

additional extra transcriptional activation of ELF4. TOC1 represses all the elements of the day 

as well as GI, LUX, and ELF4 in the evening (146). Together with ELF3, LUX and ELF4 form 

the evening complex (EC), a transcriptional GI, PRR9 and PRR7 repressor. The transcriptional 

activation of CCA1 and LHY appears to require GI and an EC variant containing BOA (NOX) 

(146). 
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2 Material and Methods 

 
For simplicity's sake, computations were conducted using the LSODE subroutine of Fortran. 

Gnuplot plots have been generated (www.gnuplot.info). Concentrations of substances are 

represented by compound names without square brackets to make notes simpler. The ' dot ' 

notation demonstrates time derivatives. In arbitrary units (au), concentrations and parameter 

values are given. Rate parameters are presented as ki's (i=1, 2, 3 ...) regardless of their dynamic 

character, i.e. whether they represent turnover numbers, constants of Michaelis, or constants of 

inhibition. The light induced on the model components is white light at a constant fluence rate. 

Several runs are performed for each individual model by adjusting the parameters, yet some of 

the graphs and data which have significant information and differences to be mentioned taken 

are shown. 
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3 Results and Discussion 

 
3.1 Characterization of positive feedback 

Alabadi et al. proposed a negative feedback loop between CCA1/LHY and TOC1, based on the 

mutual regulation that has been experimentally identified (46). CCA1/LHY and TOC1 are vital 

components, belonging to morning and evening loops respectively, forming the core loop. 

Two molecular elements, A and E, are considered to influence the synthesis or degradation of 

each other by either activating them or inhibiting them (indicated by a dashed adverse inhibition 

symbol). The sort of feedback for a specific motif (i.e. positive or negative) can be determined 

as demonstrated in Figure 3-1(this example is motif 16 in Figure 3-3). Beginning with element 

A and proceeding along the loop while multiplying the plus / minus marks of the activation / 

inhibition phases with the positive / negative signs of the other component's 

synthesis/degradation response brings to the indication of the feedback loop that in the event 

of the motif in Fig 3-1 is positive. The controller motifs are built as follows: inhibition or 

activation stimuli from E and A act on the formation or degradation mechanisms of the other 

species, but not on both. Since A can impact E by four distinct methods (i.e. by activating or 

inhibiting the synthesis or degradation of E) and E can also affect A, we have 16 distinct 

motives in total. Eight of these are negative feedback loops in Figure 3-2, while the other eight 

are positive feedback Figure 3-3. 

Based on the proposed relationship between morning and evening loops described by Nohales 

and Kay in 2016 (141), motif 16 (m16) was considered to observe how the model performs if 

changes are made in rate constants (147). For simplification, A represents morning loop while 

E is taken for evening loop in the figure. Model equations were established as mass balances 

using nonlinear ordinary differential equations in the form of kinetics from Michaelis – Menten 

and Hill. 
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Figure 3-1. Positive feedback arrangement of motif 16. 
 

 

 

 
Figure 3-2. Network motifs with negative feedback (147). 
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Figure 3-3. Network motifs with positive feedback (147). 

 

 
 

The rate equations of this motif are 

𝐴̇    =  𝑘1 + 𝑘2   (
𝑘7

𝑘7+𝐸
) − 𝑘3. 𝐴                                             (3.1) 

 

                                   𝐸̇    =  𝑘6 + 𝑘4   (
𝑘8

𝑘8+𝐴
) − 𝑘5. 𝐸                                                (3.2) 

 

When using various combinations of constant rates, we will examine how m16 reacts as there 

can be different pattern of growth in A and E. 

 

 
3.1.1 Logarithmic Growth of E 

Initial run is performed in which k3= k5= k6=0.0, while k1= k2=0.01, k4=1.0, and k7= k8=0.1. 

Initial concentrations of A and E are zero. 

With k3=0, A increases with time, there is no steady state. Also, E increases and does not go 

into a steady state, but due to the inhibition by A and with k6=0, the increase in E, which is only 

mediated by flux 

j4=k4k8/ (k8 + A) 
 

will slow down with increasing A. Since k4 is 2-orders of magnitude larger than k1 and k2, E 

grows initially more rapidly than A, which means that the flux j2= k2  k7 /(k7+E) is much lower 
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than flux j4. In fact, over the 400-time unit calculation A increases linearly, i.e., (see also Fig. 

3.4) 

𝐴̇= k1⇒ A(t) = k1 ⋅ t + A (0) (3.3) 
 

 

 

 

Figure 3-4. Output of HC7-01. Input parameters are given on left. i.e., the values for used for the rate 
constants. Note the linear and logarithmic curve fits of respectively A and E presented on the right. 

 

 
 

With k5=k6=0.0 the rate equation of E becomes 
 

                                         𝐸̇    =  𝑘4 (
𝑘8

𝑘8+𝐴
)                                                               (3.4) 

 

Inserting M(t) = k1 ⋅ t from Eq. 3.3 (note that A (0) =0), we get 

 

𝐸̇ = 𝑘4 (
𝑘8

𝑘8+1⋅𝑡
) = 𝑘4 (

1

1+(
𝑘1
𝑘8

)𝑡
)                                                 (3.5) 

 
 

Integrating Eq. 3.5 give 

𝐸(𝑡) = 𝑘4 ∫
𝑡

0
(

ⅆ𝑡
′

1+(
𝑘1
𝑘8

)𝑡′
) = 𝑘4 (

𝑘8

𝑘1
) ∫

𝑢=(
𝑘1

𝑘8
)𝑡

𝑢=0

ⅆ𝑢

1+𝑢
   (3.6) 

 
 
 

where the following substitution has been made 

 

𝑢 = (
𝑘

1

𝑘8
) 𝑡′ → ⅆ𝑢 = (

𝑘1

𝑘8
) ⅆ𝑡′ →  ⅆ𝑡′ =  (

𝑘8

𝑘1
) ⅆ𝑢                 (3.7) 
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Integrating the right expression of Eq. 3.6 gives 

 

𝐸(𝑡) = 𝑘4 (
𝑘8

𝑘1
) ∫

ⅆ𝑢

1+𝑢
 =

(
𝑘1

𝑘8
)𝑡

0
 𝑘4 (

𝑘8

𝑘1
) [log (1 + (

𝑘1

𝑘8
) 𝑡) − log(1 + 0)] + 𝐸(0) (3.8) 

 

 

which leads to the final expression for E(t) (with E (0) = (0): 

 

𝐸(𝑡) = (
𝑘4𝑘8

𝑘1
) ⋅ 𝑙𝑜𝑔 (1 + (

𝑘1

𝑘8
) ⋅ 𝑡)                                      (3.9) 

 

 
 

Inserting the rate constant values of run HC7-01 into Eq. 3.9 gives the expression 

 
E(t) = 10.0 ⋅ log (1 + 0.1 t)                                                         (3.10) 

 
which is in good agreement with the curve-fit of the numerical E - t data. 

 

 
 

3.1.2 Doubling time 𝝉 of Logarithmic Growth 

In order to calculate the doubling times 𝜏 we need to have nonzero initial concentrations A (0) 

and E (0). 

This implies that A.0/ needs to be included in Eq. 1.4 leading to the alternative equation 

 

𝐸̇ = 𝑘4 (
𝑘8

𝑘8+𝑘1⋅𝑡+𝐴(0)
) =  𝑘4 (

𝑘8

𝑘8+𝐴(0)+𝑘1⋅𝑡
) =   𝑘4  .

(
𝑘8

𝑘8+𝐴(0)
)

1+
𝑘1

𝑘8+𝐴(0)
⋅𝑡

                  (3.11) 

 

Making the substitution u = k1/ (k8 +A (0)) with dt= (k8+A (0))/k1=dt and integration as in the 

previous section leads to 

𝐸(𝑡)  =
𝑘4𝑘8

𝑘1
⋅ 𝑙𝑜𝑔 (1 + (

𝑘1

𝑘8+𝐴(0)
) ⋅ 𝑡) + 𝐸(0)        (3.12) 

 

 

Using the same rate constant values as in HC7-01 with A.0/=0:1, Eq. 3.12 can be written as: 

 

E(t) = 10.0 ⋅ log (1 + 0.05 ⋅ t) + E (0)                          (3.13)  

 

The numerical coefficients in Eq. 1.13 are in good agreement with the curve-fit of the 

numerically calculated E(t); see Figure. 3-5. 
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Figure 3-5. Output of run HC71-02. 

 

 
3.1.3 Analytical Expression of the Doubling Time 𝝉 for Logarithmic Growth 

 

 

 
 
Figure 3-6. Defines the doubling time 𝜏. 

E(t) increases with time. At time t=ti the con- centration of E is Ei. At time A the concentration 

of E has been doubled to 2Ei. The time required to double Ei to 2Ei is the doubling time 𝜏. 

E follows the following equation with high precision 

 
𝐸(𝑡) = 𝛼 ∙ log(1 + 𝛽 ∙ 𝑡) + 𝐸(0)                                 (3.14) 

 
  

 
At time 𝑡𝑖 the concentration of E is 

 
                                        𝐸(𝑡𝑖) = 𝛼 ∙ 𝑙𝑜𝑔(1 + 𝛽 ∙ 𝑡𝑖) + 𝐸(0)                                       (3.15) 

  

 

while at time ∆ the concentration of E is 2𝐸(𝑡𝑖) 

 
2𝐸(𝑡𝑖) = 𝛼 ∙ 𝑙𝑜𝑔(1 + 𝛽 ∙ ∆) + 𝐸(0)                                            (3.16)  
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Solving for 𝑡𝑖 and ∆ from equation 3.15 and 3.16 respectively, gives 𝜏 

 

                   𝑡𝑖 =
1

𝛽
(𝑒

𝐸(𝑡𝑖)−𝐸(0)

𝛼 − 1)                                      (3.17) 

 
 

                  ∆=
1

𝛽
(𝑒

2𝐸(𝑡𝑖)−𝐸(0)

𝛼 − 1)                                           (3.18)

 

Subtracting 𝑡𝑖 from ∆ gives 𝜏, i.e., 

 

                  𝜏 = ∆ − 𝑡𝑖 =
1

𝛽
(𝑒

2𝐸(𝑡𝑖)−𝐸(0)

𝛼 − 1) −
1

𝛽
(𝑒

𝐸(𝑡𝑖)−𝐸(0)

𝛼 − 1)                              (3.19) 

 

Which can be written as 

                                      𝜏 =
1

𝛽
𝑒

−𝐸(0)

𝛼                                                  (3.20) 

 

Inserting into Eq. 3.19 the values for 𝛼 =9.9176, 𝛽 =0.049, and E (0) =0.1 (see Fig. 3.6), we get 

a very good agreement between the numerically calculated 𝜏 and the 𝜏 values calculated by Eq. 

3.20 

 

Figure 3-7. Comparing the numerically and analytically calculated 𝜏’s 
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Figure 3-8. Plot of the numerically and analytically calculated 𝜏’s. 

 

 

 
Change of rate constant k1 

As HC7-02, but k1 = 0. Only A and E are shown without precise calculation of the 𝜏 and its functional 

description. No A is made through k1 and no E is made through k6. E is increasing linearly, while A has 

an apparent logarithmic increase. The larger rate (and linear) increase in E appears due to the larger 

value of k4 (1.0) in comparison with the lower value of k2 (0.01). 

 

 
 

Figure 3-9. Results of run showing the increase of A and E. 
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The doubling time of A cannot be calculated here as the initial value of 0.1 for A is too large 

and the logarithmic growth of A would take a very long time to reach 0.2. 

 

Figure 3-10. Results of HC7-03 showing the linearly doubling of E. 
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3.2 Compact Models for Arabidopsis thaliana 

Mathematical modelling has been used over the past decade to comprehend the clock's intricate 

details in the Arabidopsis thaliana model plant. These efforts have produced a series of 

increasingly sophisticated models. Several models were taken into consideration to be used in 

the calculations as previous models presented varying results. Despite their independent 

evolutionary origins, eukaryotic clocks rely on transcription and translation-based feedback 

loops in cases where the molecular basis is known (82). While the complexity of the individual 

elements of the clockwork may differ, the overall structure of the network is maintained across 

kingdoms (102). 

The proper sensing and integration of these environmental signals are particularly relevant for 

plants, as their sessile nature necessarily limits their ability to avoid challenging conditions. In 

this work, we discuss existing knowledge of how the environment sets the pace of the clock 

and incorporate recent progress in understanding the molecular mechanisms that shape the 

oscillator in the Arabidopsis thaliana model plant (141). Here an alternative model is presented 

by combining a small number of equations and parameters, like the very earliest models, with 

the complex network structure found in newer ones. 

 

 
3.2.1 3LM: Three loop model 

 

 
Figure 3-11. Schematic representation of Model 3LM based on the previous models discussed in 
previous research papers.  
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The model has been given the name of 3LM (three loop model). Although name three loop 

model is used, yet not all models are strictly three loop models. This model has been built by 

first letting the morning and evening loop oscillate in isolation by finding similar parameters 

as in the ML program but using only two intermediates (calculations not shown). The evening 

loop is made then by using the same rate parameters as for the morning loop and checking that 

the two oscillators behave consistently. CCA and LHY are grouped together as CCA/LHY 

while TOC1 and PRR5 are taken as single component (141) in evening loop. Finally, the 

morning and evening loops are coupled together by the feedback motif m16, which forms the 

inner loop. 

The following rate equations are derived for the model to explain morning and evening loops 

and different parameters affecting the clock. 

 

ⅆ𝑃𝑅𝑅7/9

ⅆ𝑡
= 𝑘1 − 𝑘2 ⋅ 𝑃𝑅𝑅7/9 −

𝑘4𝑃𝑅𝑅7/9

𝑘5 + 𝑃𝑅𝑅7/9
+ 𝑘3 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌

ⅆ𝐶𝐶𝐴/𝐿𝐻𝑌

ⅆ𝑡
= 𝑘7 [(

𝑘6

𝑘6 + 𝑃𝑅𝑅7/9
) ⋅ (

𝑘11

𝑘11 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
)] −

𝑘8 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌

𝑘9 + 𝐶𝐶𝐴/𝐿𝐻𝑌
 

 

ⅆ𝑇𝑂𝐶1/𝑃𝑅𝑅5

ⅆ𝑡
= 𝑘12 [(

𝑘10

𝑘10 + 𝐶𝐶𝐴/𝐿𝐻𝑌
) ⋅ (

𝑘16

𝑘16 + 𝐺𝐼
)] −

𝑘13 ⋅ 𝑇𝑂𝐶1/𝑃𝑅𝑅5

𝑘14 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
 

 

ⅆ𝐺𝐼

ⅆ𝑡
= 𝑘17 ⋅

𝑇𝑂𝐶1

𝑃𝑅𝑅5
−

𝑘18𝐺𝐼

𝑘18 + 𝐺𝐼
+  𝑘20 − 𝑘21 ⋅ 𝐺𝐼 

 

The calculations are done for this model by running the program for several time and given the 

name of 3LM-01, 3LM-02 and further subsequently in this manner. If the inhibition constants 

between CCA/LHY and TOC1 are chosen not too strong, then oscillations without beating can 

be observed as in Figure 3-12. The period is measured by PRR7/9 variable. The period of three 

loop model appears longer than the period of the single morning and evening loop oscillators. 
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Figure 3-12. Shows oscillatory behaviors of peaks without beating and with comparatively 

large period. 

Another run was performed by using the same initial concentration and rate parameter values 

as in previous calculation 3LM-01. This can be seen in figure 6-3 that the oscillations for the 

pairs PRR7/9 and GI and oscillations for TOC1 and CCA/LHY have the same amplitude yet 

approximately 180 out of phase to each other. 

 

 

Figure 3-13. Represents opposite phasing for both morning and evening loop oscillator components. 

Another observation was made that increasing the rate parameter k4 results in an increase in 

amplitude PRR7/9 in comparison to both GI and rose in CCA/LHY compared to TOC1. While 

not any significant effect not seen on the period like isolated PRR7/9-CCA/LHY negative 

feedback loop. 
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The program is used to make another run in which k18 in the GI-TOC1 loop is increased from 

0.1 to 0.2. Analogues behaviors are repeated as was observed for the previous run. TOC1/GI 

has increased amplitude while PRR7/9-CCA/LHY amplitude appears to be unaffected. The 

period is slightly affected that can be seen in 3LM-04. 

Once more, modification is made in the degradation parameter of the model k8, which is 

increased from 0.09 to 0.18. In this case, one can observe splitting in PRR7/9-CCA/LHY 

oscillations showing two periods. TOC1/GI has single oscillations while the period, in this 

case, is decreased. 

 

Figure 3-14. Splitting pattern showing double peaks with relatively short period length. 

The next run is performed by returning the value of k8 to 0.09 while k13 is raised to 0.18, double 

of the previous run. These changes once again result in analogous behavior than the previous 

run. The oscillations for the loop PRR7/9-CCA/LHY are unaffected while the TOC1/GI show 

"splitting." The period is also decreased in this case. 

 

Figure 3-15. TOC1 and GI showing splitting with decreased period length. 
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Further by using the same parameters as used for 3LM-02 while k3 is increased from 0.1 to 0.2. 

There is not any change in the form of oscillations, i.e. splitting, but the period length is 

decreased. To explain this for k3=1, the period length was ahead 25 hours while if k3 =2 the 

period is reduced to about 20 hours. 

 

Figure 3-16. Reduced period length to 20 hours if k3 =2, not changing the other parameters. 

The next step is performed by taking the initial value for k3, while rate constant k7 is set to 2. 

A slight increase in the period. Is observed rising to 28 hours from 25 hours, which was noted 

when a value for k7 was kept to 1. The oscillation shows a pattern with alternative high and low 

peaks both in PRR7/9 and CCA/LHY. 

 

Figure 3-17. Oscillation showing a distinct alternative repeating peak with relatively larger period 
length. 

 

 
A simple modification is done in the previous run to see the effect of the increased period; hence, 

 
the oscillations were recorded after 1000-time units. It was seen that the alternative peaks disappeared, 

and oscillations become standard with the same period of about 28 hours. (not shown). 
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3.2.2 Model 3LM2 
 

Figure 3-18. Model 3LM2 representing mutual activation between TOC1/PRR5 and GI 

 

 
 

The structure of 3LM2 (second, three loop model) is given above. This model assumes that GI 

contributes to the degradation of TOC1/PRR5 through ZTL (148, 149), in contradiction to 

model 3LM where GI enhanced TOC1/PRR5. It was observed that the phasing is not much 

changed if compared to the previous model. 

The rate equations are written in LSODE/Fortran code. 

 
ⅆ𝑃𝑅𝑅7/9

ⅆ𝑡
= 𝑘1 − 𝑘2 ⋅ 𝑃𝑅𝑅7/9 + 𝑘3 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌 −

𝑘4𝑃𝑅𝑅7/9

𝑘5 + 𝑃𝑅𝑅7/9
 

 

ⅆ𝐶𝐶𝐴/𝐿𝐻𝑌

ⅆ𝑡
= 𝑘7 [(

𝑘6

𝑘6 + 𝑃𝑅𝑅7/9
) ⋅ (

𝑘11

𝑘11 + 𝑇𝑂𝐶1
)] −

𝑘8 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌

𝑘9 + 𝐶𝐶𝐴/𝐿𝐻𝑌
 

 

 
ⅆ𝑇𝑂𝐶1/𝑃𝑅𝑅5

ⅆ𝑡
= 𝑘12 [(

𝑘10

𝑘10 + 𝐶𝐶𝐴/𝐿𝐻𝑌
)] − 𝐺𝐼 ·

𝑘13 ⋅ 𝑇𝑂𝐶1/𝑃𝑅𝑅5

𝑘14 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
 

 

 
ⅆ𝐺𝐼

ⅆ𝑡
= 𝑘17 ⋅

𝑇𝑂𝐶1

𝑃𝑅𝑅5
+ 𝑘20 − 𝑘21 ⋅ 𝐺𝐼 −

𝑘18𝐺𝐼

𝑘18+𝐺𝐼
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To get the oscillations the rate constants of the TOC1/GI had to be changed slightly. Like 

PRR7/9-CCA/LHY oscillator, the TOC1-GI oscillator is a conservative system and show 

harmonic oscillations. The following runs are performed for model 3LM2 and given name 

3LM2-01 and likewise. 

The following rate constants are used to perform the first run 3LM2-01 for this model. 

 
k1= k2= k20= k21=0 

k3= k7= k12= k17=1 

while the output constants are given these values k4=0.1, k8=0.09, k13=0.1, k18=1 

 
k5= k9= k14= k19=10-6. 

The inhibition constants were given these values for this run. 

 
k6=0.1, k10=1.0, k11=5 

In next run 3LM2-02 morning and evening loops were uncoupled, i.e., the values of k10 and k11 

are high both 1x106. The period determination of the morning and evening loop oscillations is 

also implemented in this run. In addition, the theoretical estimates of the period lengths of 

isolated loops were also provided. 

The evening loop oscillator can be described by the following equation. 

 
TOC1 = Asin(𝜔. 𝑡 + 𝜑)+ TOC1set 

While the period length is approximated by harmonic average. 

 

 
3.2.2.1 Analytical expression for the oscillations of evening loop 

 
 

Figure 3-19. Evening loop in which TOC1/PRR5 has positive activation on GI. 

 

(𝑇𝑂𝐶1/𝑃𝑅𝑅5)̇ = 𝑘12 − (𝐺𝐼) ⋅
𝑘13 ⋅ 𝑇𝑂𝐶1/𝑃𝑅𝑅5

𝑘14 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
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Since k14≪  𝑇𝑂𝐶1/𝑃𝑅𝑅5, so  

 

 
𝑇𝑂𝐶1/𝑃𝑅𝑅5

𝑘14 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
= 1 

And  

𝑇𝑂𝐶1/𝑃𝑅𝑅5̇ = 𝑘12 − 𝐺𝐼 ⋅ 𝑘13 

 

𝐺𝐼̇ = 𝑘17 ⋅ 𝑇𝑂𝐶1/𝑃𝑅𝑅5 − 𝐾18

𝐺𝐼

𝑘19 + 𝐺𝐼
 

 

While    
𝐺𝐼

𝑘19+𝐺𝐼
= 1 

Taking the double derivative of TOC1  

 

(𝑇𝑂𝐶1/𝑃𝑅𝑅5)̈ = 𝐺𝐼̇ ⋅ 𝑘13 

 

(𝑇𝑂𝐶1/𝑃𝑅𝑅5)̈ = −(𝑘17 ⋅ 𝑇𝑂𝐶1/𝑃𝑅𝑅5 − 𝑘18) ⋅ 𝑘13 

 

Rearranging the equation and further calculation results in the following equation. 

 

𝑇𝑂𝐶1/𝑃𝑅𝑅5̈

𝑘13𝑘17
+   𝑇𝑂𝐶1/𝑃𝑅𝑅5 =

𝑘18

𝑘17
= 𝑇𝑂𝐶1/𝑃𝑅𝑅5𝑠𝑒𝑡 

The above equation is that of harmonic oscillation. 

 
While given the steady state concentration for 𝑇𝑂𝐶1/𝑃𝑅𝑅5 

 

 

(𝑇𝑂𝐶1/𝑃𝑅𝑅5ss)   = 𝑇𝑂𝐶1/𝑃𝑅𝑅5set     = 
𝑘18

𝑘17
 

 

The above equations are in accordance with the harmonic oscillation equation. i.e. 
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𝑥̈

𝜔2
+ 𝑥 = 𝑥0 

 

The variation in TOC1 with time is given as 

 

𝐴 𝑠𝑖𝑛(𝜔 ⋅ 𝑡 + 𝜑) + 𝑇𝑂𝐶1/𝑃𝑅𝑅5𝑠𝑒𝑡 
 

𝑃 =
2𝛱

𝜔
 

 
This gives 
 

𝑇𝑂𝐶1/𝑃𝑅𝑅5̇ = 𝐴 ⋅ 𝜔 𝑐𝑜𝑠(𝜔 ⋅ 𝑡 + 𝜑) 
 

ⅆ2

ⅆ𝑡2
= 𝑇𝑂𝐶1/𝑃𝑅𝑅5̈ = −𝐴 ⋅ 𝜔2 𝑠𝑖𝑛(𝜔 ⋅ 𝑡 + 𝜑) 

 

𝑇𝑂𝐶1/𝑃𝑅𝑅5̈

𝜔2
= −𝐴 𝑠𝑖𝑛(𝜔 ⋅ 𝑡 + 𝜑) = 𝑇𝑂𝐶1/𝑃𝑅𝑅5𝑠𝑒𝑡  − 𝑇𝑂𝐶1/𝑃𝑅𝑅5(𝑡) 

 

𝑇𝑂𝐶1/𝑃𝑅𝑅5̈

𝜔2
+ 𝑇𝑂𝐶1/𝑃𝑅𝑅5 = 𝑇𝑂𝐶1/𝑃𝑅𝑅5𝑠𝑒𝑡  

 

𝜔 = √𝑘13⋅𝑘17 

 

 

𝑃 =
2𝛱

√𝑘13 ⋅ 𝑘17

 

  

This expression for the period of the isolated TOC1-GI oscillator is incorporated into the 

program 3LM2. 

 

3.2.2.1 Analytical estimate of the period of the morning loop 
 
 

Figure 3-20. Morning loop have inverse relation between PRR7/9 and CCA/LHY 
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𝑃𝑅𝑅7/9̇ = 𝑘3(𝐶𝐶𝐴/𝐿𝐻𝑌) −⋅
𝑘4 ⋅ 𝑃𝑅𝑅7/9

𝑘5 + 𝑃𝑅𝑅7/9
 

 

𝐶𝐶𝐴/𝐿𝐻𝑌̇ = 𝑘7(
𝑘6

𝑘6 + 𝑃𝑅𝑅7/9
) − 𝐾8

𝐶𝐶𝐴/𝐿𝐻𝑌

𝑘9 + 𝐶𝐶𝐴/𝐿𝐻𝑌
 

 
Taking the double time derivative of 𝐶𝐶𝐴/𝐿𝐻𝑌 

𝐶𝐶𝐴/𝐿𝐻𝑌 =
−𝑘7𝑘6

(𝑘6 + 𝑃𝑅𝑅7/9)2
· 𝑃𝑅𝑅7/9̇  

 

= −
𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
[𝑘3 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌 − 𝑘4] 

Rewriting the equation as  

 𝐶𝐶𝐴/𝐿𝐻𝑌̈ + 
𝑘3𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
 𝐶𝐶𝐴/𝐿𝐻𝑌 =  

𝑘4𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
 

 

Multiplying the above equation with  
1

𝑘3𝑘6𝑘7
(𝑘6+𝑃𝑅𝑅7/9)2

  results in  

 

 𝐶𝐶𝐴/𝐿𝐻𝑌̈

𝑘3𝑘6𝑘7
(𝑘6+𝑃𝑅𝑅7/9)2

+  𝐶𝐶𝐴/𝐿𝐻𝑌 =   
𝑘4

𝑘3
=  𝐶𝐶𝐴/𝐿𝐻𝑌set 

 

 

𝐶𝐶𝐴/𝐿𝐻𝑌set is derived from the 𝑃𝑅𝑅7/9̇ = 0 

 

𝑘3(𝐶𝐶𝐴/𝐿𝐻𝑌) − 𝑘4 = 0 

𝐶𝐶𝐴/𝐿𝐻𝑌set=
 𝑘4

 

𝑘3 

 

 

Frequency then was identified by the following relationship. 

 

𝜔2 =
𝑘3𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
 

 

Inserting the steady state or average value for (𝑃𝑅𝑅7/9) , the estimate of frequncy for morning oscillators.  

The steady state value of PRR7/9 can be calculated from the 𝐶𝐶𝐴/𝐿𝐻𝑌̇ . Equation  

ⅆ

ⅆ𝑡
= 𝐶𝐶𝐴/𝐿𝐻𝑌̇ =

𝑘6𝑘7

(𝑘6 + 𝑝)
− 𝑘8 = 0 

 

𝑘6𝑘7 = 𝑘8(𝑘6 + 𝑃𝑅𝑅7/9𝑠𝑠) 
 

(𝑃𝑅𝑅7/9𝑠𝑠) = 𝑘6 (
𝑘7

𝑘8
− 1) 

 

Inserting (𝑃𝑅𝑅7/9𝑠𝑠) into 𝜔2 =
𝑘3𝑘6𝑘7

(𝑘6+𝑃𝑅𝑅7/9)2  leads to the frequency 
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𝜔 = √
𝑘3𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
 

 

𝑃 =
2𝜋

𝜔
 

 

This equation is also implemented in the program 3LM2. 

 

Figure 3-21. The output of the run 3LM2-02 is shown. Morning and evening loops are uncoupled with 

relatively high values for k10 and k11. 
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The run is performed by using the rate constants as given below so both loops are decoupled. 

 
k1= k2= k20= k21=0 

k3= k7= k12= k17=1 

 
while  

k10= k11= 1x106 

 
The period length obtained for both decoupled oscillators agrees with the numerical values. 

 
3LM2-03 is performed by increasing the value of k13 from 0.01 to 0.1. Both decoupled 

oscillators have a period of about 19.87 hours. While in the next run 3LM2-04 entrainment of 

both oscillators can be observed by one another if the value of k10=0.5 and k11=2.0. 

In run 3LM2-06 k10 is decreased from 0.5 to 0.2, i.e., the inhibition of TOC1-GI oscillator by 

the PRR7/9 has become stronger. This caused a further increase in period length to 24.1 hours. 

The oscillations at t=0 start at the peak level of CCA/LHY. A slight increase in amplitude was 

measured for TOC1/PRR5, PRR7/9 and GI, which can be seen in the figure. 

 

 
Figure 3-22. The inhibition of evening oscillator becomes stronger by PRR7/9-CCA/LHY with an 

increased period length. Peak for CCA/LHY appears earlier than PRR7/9 as described by Nohales and 
Kay (103). 
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3.3 Model 3LM3 
 
 

Figure 3-23. Model 3LM3. 

 

 
Contrary to 3LM1 and 3LM2, it assumed this time that GI acts as activator of TOC1/PRR5 

while morning and evening oscillators are combined with positive feedback relationship. The 

morning loop arrangement is taken as such also in this model. 

 

𝑃𝑅𝑅7/9 = 𝑘1 − 𝑘2 ⋅ 𝑃𝑅𝑅7/9 + 𝑘3 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌 −
𝑘4𝑃𝑅𝑅7/9

𝑘5 + 𝑃𝑅𝑅7/9
 

 

CCA/LHY = 𝑘7 [(
𝑘6

𝑘6 + 𝑃𝑅𝑅7/9
) ⋅ (

𝑘11

𝑘11 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
)] −

𝑘8 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌

𝑘9 + 𝐶𝐶𝐴/𝐿𝐻𝑌
 

 

 

𝑇𝑂𝐶1/𝑃𝑅𝑅5 = 𝑘12 [(
𝑘10

𝑘10 + 𝐶𝐶𝐴/𝐿𝐻𝑌
)] 𝐺𝐼 −

𝑘13 ⋅ 𝑇𝑂𝐶1/𝑃𝑅𝑅5

𝑘14 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
 

 

 

𝐺𝐼 = 𝑘17 ⋅ (
𝑘10

𝑘10+𝐶𝐶𝐴/𝐿𝐻𝑌
) + 𝑘20 − 𝑘21 ⋅ 𝐺𝐼 −  𝑘18 ⋅ 𝐺𝐼  
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3.3.1 Estimating the period of the TOC1/GI oscillator in Isolation 

 

ⅆ

ⅆ𝑡
= 𝑇𝑂𝐶1/𝑃𝑅𝑅5̇ = 𝑘12 − (𝐺𝐼) ⋅

𝑘13 ⋅ 𝑇𝑂𝐶1/𝑃𝑅𝑅5

𝑘14 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
 

 
ⅆ

ⅆ𝑡
= 𝐺𝐼̇ = 𝑘17 ⋅ (

𝑘16

𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
) − 𝐾18

𝐺𝐼

𝑘19 + 𝐺𝐼
 

 

   

ⅆ2

ⅆ𝑡2
= 𝐺𝐼̈ = −

𝑘17𝑘16

𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
 ·  𝑇𝑂𝐶1/𝑃𝑅𝑅5 

 

 
 

𝐺𝐼̈ + 
𝑘17𝑘16

𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
 (𝑘21 ⋅ 𝐺𝐼 −  𝑘13) = 0 

 

 

𝐺𝐼̈ + 
𝑘17𝑘16

𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
· 𝐺𝐼 =  

𝑘13𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
  

 

Dividing by 
𝑘12𝑘16𝑘17

(𝑘16+𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
 gives  

 

𝐺𝐼̈

𝑘12𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
+ 𝐺𝐼 =

𝑘13

𝑘12
= 𝐺𝐼𝑠𝑒𝑡  

 

 
𝑘12𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
= 𝜔2 

With  𝑃 = 2𝜋
𝜔

  Calculating the average TOC1 lead to TOC1ss by setting GI=0 

 
𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)
= 𝑘18 

 

(
1

𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
)2 = (

𝑘18

𝑘16𝑘17
)2 

 

 

𝑘12𝑘16𝑘17 𝑘18
   2

𝑘16
  2𝑘17

   2 =
𝑘12𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
= 𝜔2 

 

 

𝜔 = √
𝑘12

𝑘16 ⋅ 𝑘17

𝑘18
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𝑃 =
2𝜋

√
𝑘12

𝑘16 ⋅ 𝑘17

𝑘18
 

 

Calculation of the both PRR7/9-CCA/LHY and TOC1/PRR5-GI oscillators is done by taking 

k10= k11=0.1 which gives strong coupling between oscillators. The period is significantly higher 

in this run than the period of individual oscillators. Using the same parameters for the run, 

3LM3-03 was done starting with CCA/LHY peak at t=0. The GI peak now came before the 

TOC1 peak. 

 

Figure 3-24. The run 3LM3-03 showing that GI peak comes before TOC1 peak. 

 

 
 

When the value for the same rate constants is increased to 0.2, in 3LM3-04, morning loop 

oscillations become complex while evening loop shows simple oscillations which also appear 

to be regular, i.e. the oscillatory pattern repeats. If the values of mutual inhibitory rate constants 

k10=0.5 and k11=2.0, the oscillations in GI are regular with the period of about 21.9 hours while 

PRR7/9 oscillator has a shorter period of just 8.5 hours as can be seen in 3LM3-05. 

 

Figure 3-25. The GI oscillations are regular with period of about 22 hours in comparison to PRR7/9 
oscillations with very short period. 
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3LM3-06 was performed by taking k10=1 while k11=0.2. The inhibition of evening oscillator 

by morning loop is weaker than the inhibition evening loop has on morning oscillator. The 

morning oscillator has a much short period, and the oscillations are complex. The same 

parameters are used in the next run while going up to 400 times units. Although the evening 

oscillations look simpler, they have a similar pattern which regularly repeats about every 100- 

time units. 

3LM3-08 has different values for k10 and k11, which were used for 3LM3-06. The GI 

oscillations are still regular while PRR7/9 oscillations show splitting. Morning oscillator has a 

period of about 19.9 hours while that of evening oscillator is nearly 30.2 hours. Similarly, in 

the next run, the value of k10 is increased to 0.5. With this change, the oscillations in PRR7/9 

becomes less, although there are different peak types in the oscillations. 

The next couple of tests were done by keeping the values of k10= k11=0.1, and the oscillations 

become regular characterized by simple circuit cycle. Using the same conditions as in 3LM3 

ten while the initial values of TOC1/GI oscillator are those at time t=10. The response becomes 

quite chaotic concerning the maximum point of GI. Figure 6-16 shows the first 200-time units. 

 

Figure 3-26. A chaotic response is shown in this run of model 3LM3. 

Then decided to get output till 1000-time units in next run. Complex oscillations still can be 

seen quite some time yet. The time units are further increased to 10000. In the run 3LM3-13, 

oscillations have now regained the same relative phasing as the calculations showed in run 

3LM3-10, indicating that the phasing of the peaks is stable. 

The last run, 3LM3-14, for this model is performed by taking k10= k11=0.5. Oscillations were 

recorded after 10000-time units. We see a splitting of PRR7/9 and CCA/LHY oscillations, but 

not for TOC1 and GI oscillations. The same behavior is shown by Pokhilko et al. 2010 both 

experimentally and by calculations, yet the oscillations for GI and TOC1 has not been shown. 
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Figure 3-27. The splitting in oscillation is shown by PRR7/9 and CCA/LHY while TOC1 and GI shows 

regular oscillations. CCA/LHY and TOC1 oscillations not shown. 

 
 

3.4 Model 3LM4 
 

Figure 3-28. The same model as 3LM3but with light input. 

This model is used to check the influence of light on the circadian rhythm. The light input is 

provided on four rate constants and represented by hv. Morning and evening loops are coupled 

with positive feedback loop while TOC1 and GI has mutual interaction as 

The rate equations for this model are the same as model 3LM3. In this model, it is assumed 

that some rate constants are influenced by light like k3, k7, k13, and k17.in the form 

 

𝑘𝑖 = 𝑘𝑖𝐷 + 𝑘𝑖𝐿 ⋅
𝐿𝐼

𝑘𝐿𝐼 + 𝐿𝐼
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Where 𝑘𝑖𝐷 is a constant dark level and 𝑘𝑖𝐿 ⋅
𝐿𝐼

𝑘𝐿𝐼+𝐿𝐼
 is the contribution by light. 𝐿𝐼 is the change of light intensity 

for one day. The influence of light can be neglected by setting the factor 𝑘𝑖𝐿 to zero. The impact of light can also 

be ignored by setting the – sign instead of positive.  

The first run 3LM4-01 is taken without impact of light. Each of the oscillators has an estimated period of 20 hours 

in isolation. The coupling between the oscillators is relatively strong with of k10= k11=0.1. The period of the couple 

system is 32 hours.  

 
 

 

Figure 3-29. Representing the period length slightly less than 24 hours. 

The run is performed by further strengthening the coupling by setting k10= k11=0.01. The 

oscillations for the morning oscillators are wholly suppressed in this case. The morning 

oscillator oscillates yet with a very low amplitude. The reason for this change can be that the 

coupling between oscillators is not symmetrical. The morning loop has double inhibition, both 

external and internal, in comparison to the evening loop oscillator, which has only outer 

inhibition that is from CCA/LHY. 

The mutual inhibition was a bit weakened in strength by replacing the value for k10= k11=0.2. 

The evening oscillator shows natural oscillations, but oscillations of morning oscillator are 

complex determined both by TOC1 and GI. One can see that PRR7/9 has low amplitude at the 

same point when TOC1 has quite a high peak. 

Keeping the same value for k10= k11=0.2, next run is performed for 2000 hours and then the 

concentrations at this time (at t=2000) are used as initial concentrations for this run. The result 

shows that the intricate oscillating pattern of morning oscillator is stable. Once again keeping 

k10= k11=0.2, the oscillation pattern was tested after 2000 hours. Regular oscillations appear 
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for both oscillators in this case. The periods are closer to the free-running periods, which 

indicate that the coupling might be weak now, yet intricate pattern shown in the beginning by 

morning oscillators depicts that the coupling however exits. 

 

Figure 3-30. Morning oscillator showing complex pattern of oscillations determined by TOC1 and GI. 
At high TOC1 level PRR7/9 is low. 

Increasing the value of k10= k11 to 0.5 cause beating in morning loop oscillations without 

affecting the amplitude of evening oscillator. A further increase up to 10 cause increase in the 

beating frequency of the morning oscillator. However, the beating of morning oscillator 

stopped when k10= k11=20. 

The next run was performed with k3D=1.5 k3L=2.5. external light period is 24 hours. k3 is 

described as follows. 

 

𝑘3 = 𝑘3𝐷 + 𝑘3𝐿 ⋅
𝐿𝐼

103 + 𝐿𝐼
 

 

Where 𝐿𝐼=(LIGHTIN)= 1 × 10−3 + 1 ⋅ 6 × 105ⅇ(−0.078(𝑡−12)2⋅55) 
 

With these parameters, the light entrains the morning and evening oscillators with its 24 hours. 

The phasing of the different components is as described by Nohales and Kay as in the following 

Figure 3-31. 
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Figure 3-31. The phasing of components of circadian rhythm presented by Nohales and Kay (141). 

CCA/LHY peak appears at dawn, followed by PRR7/9 peak. GI peak starts to emerge before 

GI while TOC1 finally appears in the afternoon (141). 

 

Figure 3-32. The phasing of components of circadian rhythm is in accordance with figure 2 described 
by Nohales and Kay (141). 

3LM4-11 was performed with k3D=1.5 and k3L=0, i.e., no influence of light. Relative phasing 

was observed in this result, which indicates that the loop structure with their 

inhibitions/activations determines the relative phasing. The presence of light increases the 

amplitude of PRR7/9, but the amplitudes of CCA1/LHY, TOC1 and GI are little affected. 

The period in the absence of light is 26 hours, more significant than 24 hours period. 

 
For the next run, the light affects only k7 with k7D=1 and k7L=0.5. Although the light 

synchronizes morning and evening oscillators to a period of 24 hours, yet all the peaks appear 

much late and TOC1 peak is the first one to be seen. CCA/LHY does not have a peak in the 

morning. 
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Figure 3-33. By assuming light influence only on k7, the first peak is now appearing to be that of TOC1 
while CCA/LHY peak shifts in the afternoon. 

 

 
 

In the further run, it was tried to lock the oscillators to a regular 24-hour rhythm by setting the 

24-hour light pulses to k17. Locking into 48-hour rhythm oscillations were observed with an 

additional small peak. In the last run for this model, it was made possible to entrain the system 

to 24 hours by choosing the appropriate k17D and k17L values. However, due to large k17 values, 

the evening oscillator suppresses the morning loop oscillators, i.e., the values of CCA/LHY 

and PRR7/9 are shallow. 

 

Figure 3-34. Suppression of morning loop oscillator by evening loop components is evident to entrain 

the system to 24 hours by increasing k17. 

 

Hence PRR7/9, CCA/LHY, TOC1 and GI should probably be interpreted as one functional 

group as Nohales and Kay (141). Although the overexpression of LHY by PRR7/9 has yet to 

be investigated. 
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3.5 Model 3LM41 

 

This model is then further tested to check the influence of light in all three phases with 

 𝑘𝑖 = 𝑘𝑖𝐷 + 𝑘𝑖𝐿 ⋅
𝐿𝐼

𝑘𝐿𝐼+𝐿𝐼
 as described in model 3LM4. 

 

 

Figure 3-35. The model is an altered form of 3LM4 to check the impact of light which is applied 
successively. 

Besides, the period of environmental light can be changed for each phase. In the last model 

3LM4, the effect of single light input pathways on the relative phasing of the few group 

components was tested. For simplicity, RVE8/LNKs notation is used instead of GI to run the 

program. 

With the model given in Figure 3-35, the investigation was carried out to check how the impact 

of light successively alters the phasing of the group components. Four runs are performed using 

different values of parameters, from 3LM41-01 to 3LM41-04. The light input is provided first 

only on one rate constant k3 while in the next run light input is given to both k3 and k7. The light 

input is provided to a greater number of components in the next runs. The overview of the 

phasing of each group, exposed to the same light rhythm is shown in Figure 3-35. There is no 



59  

mentionable difference in period length observed in these outputs. The phasing is seen in 

accordance with that described in Figure 3-31(141). 

 

Figure 3-36. Comparison of light influence on components of morning and evening oscillators. The 
change. 

 

 
 

3.6 Model 3LM42 
 

Figure 3-37. The idea of inhibition of PRR7/9 production by CCA/LHY as presented by Adams (150) is 
taken into notice. 

In this version of clock model its assumed that PRR7/9 and CCA/LHY has mutual repression 

as also indicated in the paper by Adams (150). For simplicity, RVE8/LNKs notation is used 

instead of GI to run the program. Slight change is made in the rate equation PRR7/9 where 
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𝑘3 ⋅ 𝐶𝐶𝐴/𝐿𝐻𝑌 is replaced with   

𝑘3 ⋅
𝑘2

(𝑘2 + 𝐶𝐶𝐴/𝐿𝐻𝑌)
 

 

where k2 is the inhibition constant. 

The run has the k3D =1.5 and k3L=2.5 while all other 𝑘𝑖𝐿=0. Also, initial concentration is the 

same as for the run 3LM41-01. The first run for both models is compared to run 3LM41-01 

and 3LM42-01. Since the PRR7/9-CCA/LHY loop is no longer negative, PRR7/9 and TOC1 

suppress both CCA/LHY which oscillate at a level around 5x10-9, which PRR7/9 oscillates 

around 25. 

 

Figure 3-38. The two plots compare 3LM42-01 and 3LM41-01. PRR7/9 and TOC1 suppress CCA/LHY 
as PRR7/9-CCA/LHY is no longer a negative loop. 

As a result of the low CCA/LHY value, the morning and evening loops are practically 

uncoupled, which is shown in the short period of the evening oscillator. The figure/plot below 

shows this behavior of uncoupled morning and evening oscillators. 

 

Figure 3-39. Morning and evening oscillators are uncoupled shown by the shorter period of evening 
oscillator. 
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It is inevitable that light will entrain the evening loop. In this calculation, all four light dependent 

pathways are activated but with slightly different rate constants as done in the previous run 

3LM41-04. One observes that the phasing is correct, but CCA/LHY oscillates still at a deficient 

level. In a TOC1 knockout model, one would have the positive feedback of the CCA/LHY, 

which may be entrained by light but would not be able to oscillate autonomously. Lastly, this 

was seen that the decoupling of both loops did not have any change what was observed in 

previously done calculations. This model seems unlikely as the value of CCA/LHY is practically 

zero. Such wiring between the components of morning loops is nearly impossible. 

 

 
3.7 Model 3LM44 

 

Figure 3-40. This model is based on the idea that positive feedback loop exists between morning and 
evening oscillators. 

Model 3LM44 has a negative regulation between morning and evening oscillators for negative 

feedback loop. The same interlinked relation was described in Locke’s model (84). The 

relationship between the component of morning and evening oscillators is same as given for 

model 3LM41. The model is designed to check first PRR7/9 oscillator in isolation that the 

period of the isolated oscillator matches that of 24-hour rhythms which are given as an input to 

the two oscillators. For this purpose, the loops are isolated and presented as the following rate 

equations. For simplicity, RVE8/LNKs notation is used instead of GI to run the program. 
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Rate equations for morning loop 
 

Figure 3-41. Morning loop showing positive feedback loop. 
 

 

𝑃𝑅𝑅7/9̇ = 𝑘3𝐶𝐶𝐴/𝐿𝐻𝑌 − 𝑘4 = 𝐶𝐶𝐴/𝐿𝐻𝑌𝑠𝑠 =
𝑘4

𝑘3
 

 
 

𝐶𝐶𝐴/𝐿𝐻𝑌̇ =
𝑘6𝑘7

𝑘6 + 𝑃𝑅𝑅7/9
− 𝑘8 =

𝑘4𝑘7

𝑘8
− 𝑘6 = 𝑃𝑅𝑅7/9 

 
 

𝐶𝐶𝐴/𝐿𝐻𝑌̈ =
−𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
𝑃𝑅𝑅7/9̇ =

−𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
(𝑘3𝐶𝐶𝐴/𝐿𝐻𝑌 − 𝑘4) 

 
 

=
−𝑘3𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
𝐶𝐶𝐴/𝐿𝐻𝑌 +

𝑘6𝑘7𝑘4

(𝑘6 + 𝑃𝑅𝑅7/9)2
 

 
 

𝐶𝐶𝐴/𝐿𝐻𝑌̈ +
−𝑘3𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
𝐶𝐶𝐴/𝐿𝐻𝑌 =

𝑘6𝑘7𝑘4

(𝑘6 + 𝑃𝑅𝑅7/9)2
 

 
 

ⅆ

ⅆ𝑡
= 𝐶𝐶𝐴/𝐿𝐻𝑌̇ = 0 => (

1

𝑘6 + 𝑃𝑅𝑅7/9
)2 = (

𝑘8

𝑘6𝑘7

)2 

 
 

𝐶𝐶𝐴/𝐿𝐻𝑌̈

𝑘3𝑘6𝑘7

(𝑘6 + 𝑃𝑅𝑅7/9)2
+ 𝐶𝐶𝐴/𝐿𝐻𝑌 =

𝑘4

𝑘3
= (𝐶𝐶𝐴/𝐿𝐻𝑌)𝑠𝑒𝑡 

 
 
Thus, RVE8/LNKs oscillator added its set point  

𝑘4

𝑘3
= (𝐶𝐶𝐴/𝐿𝐻𝑌)𝑠𝑒𝑡 

 

𝜔2 = 𝑘3𝑘6𝑘7 (
𝑘8

2

𝑘6
2𝑘7

2) =
𝑘3𝑘8

2

𝑘6𝑘7
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𝑃 =
2𝜋

𝜔
=

2𝜋

𝑘8
√

𝑘6𝑘7

𝑘3
 

 
 

 

Rate equations for evening loop 

 

 
 

Figure 3-42. An activation of TOC1/PRR5 is taken as kept for previous model. 
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𝑇𝑂𝐶1/𝑃𝑅𝑅5̇ = 𝑘12𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠 − 𝑘13 
 

𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠̇ =
𝑘17𝑘16

𝑘16 +  𝑇𝑂𝐶1/𝑃𝑅𝑅5
− 𝑘18 

 

𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠̈ =
−𝑘17𝑘16

(𝑘16 +  𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
𝑇𝑂𝐶1/𝑃𝑅𝑅5̇  

 

=
−𝑘16𝑘17

(𝑘16 +  𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
(𝑘12𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠 − 𝑘13) 

 

𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠̈ +
−𝑘12𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠 =

𝑘13𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
 

 
 

𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠̈

𝑘12𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)2
+ 𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠 =

𝑘13

𝑘12
= 𝑅𝑉𝐸8/𝐿𝑁𝐾𝑠𝑠𝑒𝑡 

 
 

ⅆ

ⅆ𝑡
= 𝑇𝑂𝐶1/𝑃𝑅𝑅5̇ = 0 => 

 
𝑘16𝑘17

(𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5)
= 𝑘18 

 
 
 

(
1

𝑘16 + 𝑇𝑂𝐶1/𝑃𝑅𝑅5
)2 = (

𝑘18

𝑘16𝑘17
)2 

 
𝑘16𝑘17

𝑘18
 −  𝑘16 =  𝑇𝑂𝐶1/𝑃𝑅𝑅5ss  

 

𝑃 =
2𝜋

𝜔
=  

2𝜋

𝑘12𝑘16𝑘17 𝑘18
   2

𝑘16
  2𝑘17

   2

 

 

𝑃 =
2𝜋

𝑘18
√

𝑘16𝑘17

𝑘12
 

 

In the first run for this model, the morning and evening oscillators are decoupled, running with 

their period lengths. The theoretically estimated periods agree well with the numerically 

computed periods, yet there are some differences. Level of CCA/LHY can be influenced by k3 

and k4. k4 will not change the period of the morning oscillator, but its average level by increasing 

k4. To testify this assumption, the next calculation is done by increasing the value of k4 to 0.8. 
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Oscillations are changed in shape and their amplitude, but the period of the morning oscillations 

id affected from 16.2 to 18.2 hours, numerically. Another attempt was made to adjust the 

periods for both loops together with the light impact pathways to approximately 24 hours. In 

outcome, significant alternation in PRR7/9 amplitude was seen, which then was avoided by 

reducing the value of k3 to 0.8. 
 

Figure 3-43. Uncoupled morning and evening oscillators are depicted with PRR7/9 amplitude keeps 
alternating. 

The morning and evening loops are coupled after that and waited if the oscillations become 

fully entrained. However, the phasing is different from that of the 3LM41-01. It can be 

considered that different light inputs may influence the phasing. Nevertheless, the light input 

was omitted through k13 such that now light input is applied to k3 and k7. The phasing remains 

the same as in the previous run indicating that k13 does not have any significant impact. 

Subsequently, the light impact was tested again by keeping input only through k3; for this case, 

oscillations show an increased period of about 48 hours in relationship to the entraining 24 

hours external light cycle. This is apparent in the following Figure 3-44. 
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Figure 3-44. A significant increase in period length with complex but regular oscillations by other 
components. 

Although both oscillators when decoupled have a period of 24 hours. If coupled but without 

any input of light, the period of the couple in-phase oscillations is almost 20 hours. The relative 

phasing, however, is similar, as seen in the presence of light input. This was also concluded that 

in light input, most of the responses have chaotic character (Figure not shown). 

3.8 Model 3LM45 
 

Figure 3-45. Model showing an extra inhibition on TOC1/PRR5 by PRR7/9. 
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The model 3LM45 is a modification of 3LM41. For simplicity, RVE8/LNKs notation is used 

instead of GI to run the program. This model has an additional inhibition reaction from PRR7/9 

to TOC1/PRR5. This additional repression of the “j12” leads to an increase in the period as 

indicated by the P formula for 3LM44. 

 

𝑗12 =
𝑘12

𝑘10 + 𝐶𝐶𝐴/𝐿𝐻𝑌
⋅

1

𝑘10 + 𝑃𝑅𝑅7/9
 

 

 

𝑃 =
2𝜋

𝑘18

√
𝑘16𝑘17

𝑘12
 

 

The first run for this model was performed with the same rate constants as 3LM41-01, but light 

input was ignored. Despite the considerable period, the relative phasing of the components is 

the same as seen for 3LM41. Some of the rate constants were modified to make the approximate 

period length of 24 hours. Taking into consideration figure 3 in data compiled by Pokhilko 

(149), where a reduction in the inhibition of PRR9 by TOC1 given a short period, the value of 

k3 was increased in the run 3LM45-03 from 1.5 to 2. As a result, reduction in the period was 

observed as expected from the estimated period of the morning oscillator. 

 

𝑃 =
2𝜋

𝜔
=

2𝜋

𝑘8
√

𝑘6𝑘7

𝑘3
 

 

Decoupling of the oscillators resulted in each of the morning and evening oscillator having a 

period of 14 and 17 hours, respectively, as seen in figure 6-35. Once again, both the oscillators 

were coupled with slightly different rate constants but neglecting the impact of light. It caused 

the previous shoulder in CCA/LHY to become less pronounced (not shown). 
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Figure 3-46. Morning and evening oscillators are decoupled and have different period lengths. 
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4 Discussion  

 

Arabidopsis thaliana circadian clock is composed of different sets of genes that work in 

positive or negative relationship. Such components also help to entrain the plant according to 

the external environmental conditions. There have been contradictions in this matter observed 

in various research papers. In Arabidopsis thaliana, components of the circadian oscillator 

express on different time. CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE 

ELONGATED HYPOCOTYL (LHY) are closely related MYB-like transcription factors that 

are expressed near dawn; which regulate the expression of a suite of PSEUDORESPONSE 

REGULATOR (PRR) genes, GIGANTEA (GI) and evening complex (EC) members (LUX, 

ELF3, and ELF4). PRRs are expressed starting from PRR9, PRR7, PRR5 ending at TOC1 (59, 

146, 151). Previously it was shown that CCA1 and LHY activate the expression of PRR9 and 

PRR7, however, recent evidences show that CCA1 and LHY directly suppress PRR7 (96) and 

PRR9 expression rather than activating them. Additionally, CCA1 and LHY repress the 

expression of later-expressed genes including PRR5 and TOC1 (150, 152-154). Another task 

was considered to find out the pattern of appearance of different genes in circadian clock. PRRs 

genes are sequentially expressed and repress the transcription of CCA1 and LHY, as well as 

their own transcription from after dawn until near the next dawn. Genetic mutation and 

transgenic overexpression of TOC1 has provided a controversial picture of the role of TOC1 

in the core regulation of CCA1 and LHY expression. Previously, it was determined by using 

toc1 mutant plants that TOC1 is positively regulating the morning expression of CCA1 and 

LHY (46), but later using TOC1 over expressor plants it was shown that TOC1 is directly 

repressing the expression of CCA and LHY (111, 132). An important suggestion is to find 

answer that how TOC1 can both repress CCA1/LHY but also be necessary for their 

transcription activation in the morning. Mostly the rhythmic oscillations are observed with 

regular pattern for each model starting from 3LM3 till 3LM45. Sometimes chaotic pattern of 

oscillations for some runs. Period of phases is also seen in accordance with the previous models 

presented in research papers. A general pattern of appearance of genes at different time during 

the day is given in tabular form in Figure 3-47.  
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Figure 3-47. Arabidopsis thaliana clock genes expression/translation timing and their mutant phenotype. 
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5 Conclusion and perspectives 

 
With clocks of all eukaryotes, plant circadian clocks share a typical architecture: interlocked 

negative feedback loops. Like many eukaryotic clocks, plant clocks use a variety of 

transcriptional and post-transcription regulatory systems to develop a robust oscillation that is 

resistant to variability in the environment, yet communicative to ecological time signals. 

However, their intricacy differentiates plant clocks from other eukaryotic clocks. Scientific 

evidence shows that the complex nature of the plant circadian oscillator increases the retention 

of vigorous rhythms across a wide range of atmospheric conditions. Disordered circadian 

structure lowers plant growth and endurance, providing the supposition that optimizing 

circadian function will increase crop productive capacity, especially in plants grown across 

wide latitudinal ranges. 

This is observed by calculations that the phasing in almost every above proposed model for 

circadian clock remains uniform even if the signaling is altered. The sequence of expression of 

different genes of Arabidopsis thaliana clock seem to have similar phase of appearance during 

the day as described recently by Nohales and Kay in 2016. The calculations performed indicate 

that there can be needed to include other components in the circadian system to explore the 

complex signaling pathways. It seems that LHY/CCA mutual repression is not experimentally 

justified and may lead to negative results. This can be interesting if LHY/CCA should be taken 

as separate components and be tested if there is autoregulation between these genes. It can be 

said that there lies something unexplored which is needed to completely describe this 

relationship between genes. A genuine problem is observed if a negative feedback is assumed to 

exist between morning and evening oscillators. In this case the system collapse and this relation 

seems to be practically impossible. While enormous progress has been made towards 

explaining the molecular characteristics and design of the plant circadian oscillator, key 

mechanistic links for suitable network comprehension remain to be addressed. The task now 

and in the coming years will be to know these tissue-specific arrangements and to integrate that 

understanding into current models. 
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