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Abstract 

The purpose of this study is to assess the importance of a range of different economic, 

financial and locational factors, in how they influence the collective will to invest in capacity 

in the Norwegian hotel industry. Relations are investigated for the Norwegian market as a 

whole, and while it does not aim to reflect the individual investors willingness to invest, the 

selection of dependent variables is made from key driving factors as defined by individual 

investors. These factors were chosen in coherence with previous literature, like Newell and 

Seabrook’s (2006) investigation of factors influencing hotel investment decision making, and 

Luo and Lam’s (2017) research on urbanizations effect on hotel performance. But, uniquely 

for the Norwegian hotel market, the present study presents empirical evidence for the effects 

of three main groups of variables, namely “demand”, “financial and economical” and 

“urbanization”. My findings add to Luo and Lam’s work, that indicators of urbanization, like 

GNP per capita and people living in urban areas, have a positive relation on capacity as well 

as performance. Also, I provide reasoning for the significant positive impacts of variables 

describing demand, such as population, hotel visitors and air-travelers, as well as variables 

like GNPB, currency rates and interest rates, that describe the financial and economic state. 

 

Key words: hotel investment, hotel capacity, hotel demand, urbanization  
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Chapter 1: Introduction 

1.1 Research Objective and Motivation 

 The Norwegian economy has experienced significant fluctuations over the last couple 

of decades, mostly due to the financial crisis in 2008/2009 and the oil crisis in 2013/2014. The 

Norwegian economy is sensitive to developments in the price of oil, as the oil industry is a 

vital part of the economy. Recessions seen today in a range of Norwegian industries can still 

be traced back as repercussions from the sudden drop in the price of oil in 2013/2014 

(Cappelen, Eika & Prestmo, 2014). The Norwegian hotel industry has also been experiencing 

fluctuating results, appearing to be in line with those of the economy. Coastal regions like 

Oslofjorden and Vestlandet, known to be heavily reliant on the oil industry, have suffered 

some of the most dramatic declines following the price recession. For instance, in the years 

leading up to the oil crisis the city/municipality of Stavanger was one of the reoccurring top 

performing regions. With solid results in several key performance metrices, like occupancy 

rate, room price and revenue per available room (RevPAR), the Stavanger region caught the 

investors’ attention and experienced a high rate development of new hotels. After the oil 

crisis, there followed a sudden decrease in demand and the newly increased capacity was left 

mainly un-utilized. Even now, five years later financial reports show that Stavanger has an 

occupancy rate of 48.1%, the lowest of all the big cities in Norway (Berglihn, 2018). However 

recent reports also show that the industry as a whole has made quite the recovery, and in fact, 

some regions are reaching new all-time heights, both in terms of occupancy rate and in room 

price (Bjørshol, 2017). So, what other factors drive the continued investments in the 

Norwegian hotel industry? 

While there certainly appears to be a significant connection between the economy and 

the hotel industry, there is likely also other factors that influence the balance between supply 

and demand for the Norwegian hotel industry. Population, urbanization and, for instance, may 

all be useful indicators of demand. Norway is experiencing a heightened rate of urbanization 

and growth in population. Over the course of the last decade alone, Norway’s population has 

increased with more than half a million people. From 4.7 million in 2008, to 5.3 million in 

2018 (Statistics Norway, 2019), and the portion of the population living in built-up urban 

areas has increased from 78.6% to 81.5% (Juel, 2017). Numbers from Statistics Norway 

(2019) show that the tourism consumption in Norway from accommodation services was  
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more than 60% higher in 2017 than in 2007, from 115 to 176 million NOK, and that the 

contribution from non-domestic visitors increased from 37.5% to 45.5% in the same period. 

This may indicate that the national demand for capacity in the Norwegian hotel industry is 

becoming larger. 

Part of the motivation for the present study, comes from the desire to relate the 

situation in Stavanger to the rest of the Norwegian hotel industry, and the purpose of this 

study is to assess the importance of a range of different economic, financial and locational 

factors in how they influence the collective will to invest in capacity in the Norwegian hotel 

industry. Thus, the goal is to describe the development of the Norwegian hotel market in 

terms of these driving factors of investment. The study will also assess the effects of these 

factors on both municipality and county levels of detail.  

1.2 Importance and Uniqueness of the Study 

 There is only limited research available concerning the hotel sector. While there are 

studies assessing the factors driving hotel investment decision making, and studies describing 

different factors’ effect on hotel performance empirically, there appears to be no such studies 

that tackle the Norwegian hotel industry. Thus, by combining the two, the present study 

makes a unique assessment of the empirical evidence of factors driving hotel investment for 

the Norwegian market.  

Chapter 2: Theoretical Background     

Access to more densely populated areas and more potential manpower is generally a 

prerequisite, for both the production and the service industry, to maintain higher efficiency 

and operations on a larger scale. Urbanization, defined as an increase in the percentage of a 

population living in built-up areas, has historically been slower in Norway than for its other 

northern neighbors (figure 2.1.A, next page). But after the last world war, and particularly 

over the course of the last three decades, Norway has experienced urbanization at an increased 

rate. Figure 2.1.B on the next page shows that the urbanization has been especially relevant 

for population growth in the four major city regions, Oslo, Stavanger, Bergen and Trondheim. 

Some growth has also been present in the medium city regions, while the population in the 

smaller town regions have been more or less stationary, only exhibiting a weak population 
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growth. One explanation for this behavior is the booming economic growth in Norway after 

the discovery of oil. With the increase in the economy came an increase in demand for labor, 

which in turn lead to an increase in population through labor migration (Juel, 2017).  

 

                                                                                                           Figure 2.1 (Adapted from Juel, 2017 – Figure 2, page 4) 

      

According to Statistics Norway (2019) a collection of houses qualifies as a built-up 

area if it has at least 200 occupants and the distance between each of the houses are within 50 

meters, though exceptions can be made for houses around areas that cannot be populated or 

are otherwise uninhabitable. This includes parks, sporting arenas, industrial sites or natural 

obstacles such as rivers or farmlands. Smaller clusters of houses that naturally belongs to a 

built-up area can be included if not further away than 400m. 

 Lou and Lam (2017) discovered a relationship between urbanization and hotel 

performance, particularly regarding hotel occupancy rate (HOR). To express the urbanization 

in China, they applied the following four dimensions as measures for the level of 

urbanization; geographical landscape, economic, population and social cultural dimension. 

They showed that the economic dimensions gross domestic product per capita (GDPpc) and 

the service industry’s share in GDP (SSGDP) were positively related to occupancy rate. As 

the income of individuals in the region increase and as the service industry becomes relatively 

more important, the demand of hotel accommodation will increase accordingly. Furthermore, 

as the number of people moving into the urban areas increase, the demand for hotel 

accommodation will also increase (Lou & Lam, 2017).  

The population dimension was measured by non-agricultural population proportion 

(NAPP) and was also shown to have a statistically significant positive relationship to the 
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occupancy rate. According to Lou and Lam (2017) non-agricultural population was selected 

as a measurement of urban population because most of the agricultural workers lived in rural 

areas, and thus this would serve as a good approximation of the population living in urban 

areas. 

 Both the social cultural dimension, number of hospital beds (NHB), and the 

geographical landscape dimension, area of garden and green (AGG) were shown to have a 

negative relation to the occupancy rate. Health is a prerequisite for the increase in productivity 

and can be seen as a vital component of development and growth. As population increase, the 

number of people who will express a demand for healthcare will also increase, hence 

increasing the demand for NHB (Lou & Lam, 2017). Lou and Lam argue that an explanation 

for the negative relation is that an increase in NHB can cause an increase in tourists’ concern 

on the living conditions of the regions, and thereby lead to lowered occupancy rates. Lastly, as 

a city develops, when the urbanization rate increases, the demand for land for industrialization 

will increase. AGG reflects this impact of the urbanization. 

Lou and Lam’s (2017) proposed model of the study: 
                                                                                                                                                                                  (equation 2.1) 

         𝐻𝑂𝑅𝑖,𝑡 = 𝑎 + 𝑏1𝐺𝐷𝑃𝑝𝑐𝑖,𝑡 + 𝑏2𝑆𝑆𝐺𝐷𝑃𝑖,𝑡 + 𝑏3𝑁𝐴𝑃𝑃𝑖,𝑡 + 𝑏4𝑁𝐻𝐵𝑖,𝑡 + 𝑏5𝐴𝐺𝐺𝑖,𝑡 + 𝜖𝑖,𝑡 

where the subscript 𝑖, 𝑡 represents the 𝑖-th region at time t. 

 

  According to Newell and Seabrook’s (2006) study conducted in Australia, financial 

factors (37.0 per cent) had the highest weight for investors and hotel owners. Hotel 

investments are primarily prioritized based on underlying financial performance (e.g. forecast 

ROI, gross operating profit, RevPAR), which in turn is strongly influenced by local market 

conditions via the location factors (e.g. site attributes, hotel supply and demand); hence the 

strong link between the financial factor (37.0 per cent) and the location factor (29.9 per cent). 

The relationships factor (e.g. stakeholder alignment, asset management) (6.6 per cent) was 

least important (Newell & Seabrook, 2006).  

Overall, individual factors and sub-factors that influence hotel investment decision 

making can be arranged into three levels of importance; The first level include financial and 

location factors accounting for a total of 66.9 per cent of respondent weightings. The second 

level include economic and diversification factors accounting for 26.5 per cent of respondent 
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weightings and the final level incorporate relationships, accounting for only 6.6 per cent of 

respondent weights.                            

 

                                         Table 2.1 – Hotel investment multi-criteria decision-making model (Newell & Seabrook, 2006) 

 

Table 2.1 shows the priority order of which factors and sub-factors are evaluated, 

based on degree of importance identified by hotel investors, owners and operators. Factors 

and sub-factors are also indicated as either drivers or outcomes, with drivers being 

characteristics (factors/sub-factors) that contribute to income. In some cases, factors or sub-

factors can be both drivers and outcomes; for example, RevPAR is a driver of return on 

investment and the interaction of supply and demand will influence the performance of 

RevPAR (Newell & Seabrook, 2006). 

Hotel investors were also shown to place greater importance on location attributes that 

they can specifically identify themselves, these include hotel supply and demand and site 

attributes, in contrast to macroeconomic impacts including business and tourist spending 

patterns and growth patterns in employment (Newell & Seabrook, 2006). Whilst financial 
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performance indicators such as forecasted five-year return on investment and RevPAR drives 

individual hotel analysis, Newell and Seabrook (2006) concludes that hotel investors are 

cognizant of the importance of geographic diversification to reduce their risk exposure and 

segment diversification to reduce property-specific occupancy risk. 

RevPAR is an essential part of hotel revenue management. RevPAR is short for 

“revenue per available room” and represents the average revenue generated by each available 

guest room during a specific period of time (Hayes & Miller, 2011). It is commonly used as a 

performance metric to make an assessment regarding a hotel’s operations, and its ability to fill 

its available rooms at an average rate. RevPAR can be calculated as the average daily rate 

(ADR) multiplied with the occupancy rate (OR), or equivalently simply by dividing 

accommodation revenue by rooms available: 

                                                                                                                                                                                  (equation 2.2) 

 𝑅𝑒𝑣𝑃𝐴𝑅 =  𝐴𝐷𝑅 × 𝑂𝑅 =  
𝐴𝑐𝑐𝑜𝑚𝑜𝑑𝑎𝑡𝑖𝑜𝑛 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 

𝑅𝑜𝑜𝑚𝑠 𝑆𝑜𝑙𝑑
×

𝑅𝑜𝑜𝑚𝑠 𝑆𝑜𝑙𝑑

𝑅𝑜𝑜𝑚𝑠 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒
 =  

𝐴𝑐𝑐𝑜𝑚𝑚𝑜𝑑𝑎𝑡𝑖𝑜𝑛 𝑅𝑒𝑣𝑒𝑛𝑢𝑒

𝑅𝑜𝑜𝑚𝑠 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒
  

 

Volatility and uncertainty in demand is also important to consider when making 

investment decisions in the hotel industry (Newell & Seabrook, 2006). It is not unusual for 

hotels to have customers fail to show up for their booking reservations. The purpose of yield 

management in hotels is to reduce the high frequency and fluctuation of uncertain demand by 

selling rooms and services to the right people at the right time and the right price (Chen & 

Lin, 2013). The relationship between uncertain demand and firm capacity has been discussed 

in several previous economic literatures, however empirical evidence supporting the 

relationship is lacking in the hotel industry. According to Chen and Lin (2013) their main 

empirical findings shows a significant positive association between demand uncertainty and 

hotel capacity decisions. This type of relationship implies that more uncertainty leads to 

higher investments in hotel capacity. 
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Chapter 3: Research Methodology  

 This chapter introduces the approach and theory applied to achieve the goal of the 

present study, namely, to express and give empirical estimates of the underlying relations and 

factors that drive investments in the Norwegian hotel industry. These investments are defined 

as an increase in hotel capacity, measured in number of hotel rooms available, instead of the 

numeric magnitude of resources invested. This includes all methods and models used and 

their limitations, as well as a presentation of relevant theory. The empirical study model 

consisted of first determining which variables to focus on and gather historical quantitative 

data for these variables. Collecting accurate data has been a major part of the present study. 

The detail level of the data varied from municipality to national level, and monthly to yearly. 

Once collected, the data was arranged as panel data, and screened for deviations. Descriptive 

statistics such as mean, min, max, st.dev, correlations and autocorrelations, along with a 

graphical analysis were used to better represent the full implications of the data. The variables 

were then sorted into different regression models, to determine their impact on hotel capacity 

and performance. In the present study, pooled OLS regression were the main model used, as it 

is a simple yet powerful tool for doing regression on panel data. Most of the proposed models 

were estimated through regression for both county and municipality level, and only using 

yearly aggregated data, as the correlation matrices showed that relations between variables 

stayed approximately the same for monthly and yearly observations. Lastly, common theory 

for hypothesis testing were applied to assess the validity of the results, and to determine the 

level of statistical significance of the findings.  

Figures in this chapter are mostly to provide some basic visual context, thus readability 

may be somewhat compromised. Important figures are presented again under the results 

chapter of the present study. 

3.1 Population and Sample 

An important distinction to make when processing statistical data, is that between a 

population and its sample. The population is a large group of cases from which a sample is 

picked out and which is stated in theoretical terms. Sample is a smaller set of cases, results 

from which are generalized to the population it was drawn from (Neuman, 2007). Or in other 

words, the results of analyzing the sample data are used to estimate properties of the entire 

population. For the present study, sampled factors only really convey accurate information 

about their respective regions, within their respective timeframe, but this information is 
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generalized to serve as an approximation of the relation for Norway in its entirety and for all 

points in time.  

Conforming with previous research, the present study samples some financial, 

economic, and locational sub-factors deemed by Newell & Seabrook (2006) to be relevant in 

hotel investment decision making. The sampled populations also include variables that 

according to Lou and Lam (2017) indicate level of urbanization in a region. 

In the present study the population parameters and their samples are defined as follows: 

o Hotel industry key figures – Sample consists of monthly quantitative data from 2008 to 

2018, covering regions from municipality* to national level. Sample variables include 

RevPAR (in 1000 NOK), total rooms available, total number of hotels, total beds 

available, domestic visitors and international visitors (Statistikknett, 2019; Statistics 

Norway, 2019). 

o Population and geographic – Sample consists of yearly quantitative data from 2008 to 

2018, covering regions from municipality* to national level. Sample variables include 

population at end and beginning of year, average population, region land area (in km2) 

and region average population density (in people/km2)(Statistics Norway, 2019). 

o Gross National Product – Sample consist of yearly quantitative data from 2008 to 2017, 

only covering county and national levels. Sample variables include GNP Basis value 

(in million NOK) and GNPB volume change (in %-change) (Statistics Norway, 2019). 

o Exchange rate and Interest rate– Sample consist of monthly quantitative data from 2008 

to 2018, only available on national level. Sample variables include GBP, SEK, DKK, 

EUR, USD, weighted currency, and key policy rate (Norges Bank, 2019). The weights 

for weighted currency were computed using county level data on origin country of 

visitors, presented in appendix table A2 (Statistics Norway, 2019). 

o Air traffic – Sample consist of monthly quantitative data from 2014 to 2018, covering 

44 airports owned by Avinor and 6 private airports. Sample variables include scheduled 

domestic flights, scheduled international flights, and total scheduled flights (Avinor, 

2019). All data is presented in number of passengers.  

 

                                                 
* Municipality regions defined in Appendix table A1 
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o Brent oil price – Sample consist of monthly quantitative data from 2008 to 2018, only 

available on national level. Sample variable included is brent oil price (IndexMundi, 

2019). Data represented in NOK per barrel of crude oil and was converted from USD to 

NOK using the exchange rate data collected earlier. 

In the present study, the data collected was further sorted into groups, that would later be 

used in regression models as the explanatory variables of three main effects on hotel 

capacity: 

o Demand – Variables chosen to represent demand consist of domestic and international 

hotel visitors, average population, as well as scheduled domestic and international 

flight passengers. Domestic and international visitors are driving factors for hotel 

investment, according to Newell and Seabrook (2006), and the remaining are assumed 

to also be significant indicators of demand. 

o Financial and Economic – Variables chosen to represent financial and economic 

factors are GNPB, weighted average currency, crude oil brent price and key policy 

rate. GNPB and key policy rate are, according to Newell and Seabrook (2006), driving 

factors for hotel investment. Weighted average currency rate, or the strength of the 

Norwegian Krone compared to the currency of the most common origin countries of 

visitors (appendix A2), is closely related to GNPB and key policy rate, and is therefore 

assumed to be a significant factor. The price of crude oil brent was also included as a 

factor, as it is a vital part of the Norwegian economy. 

o Urbanization – Variables chosen to represent level of urbanization are GNP per 

capita, and number of people living in urban/built up areas. These are proposed by Lou 

and Lam (2017) and proven to be driving factors for hotel performance in China. Lou 

and Lam also purposed other variables that have little implications in the Norwegian 

market and society, and thus has been excluded. 

 

3.2      Data Collection  

 The data collected in the present study can be characterized as panel data, as it 

exhibits components of both time series data and cross-sectional data, each with their own 

benefits and limitations. A time series data set consist of observations on a single or several 

variables that changes over time. Because past events can influence future events and lags in 

behavior are prevalent in the social sciences, time is an important dimension in a time series 
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data set (Wooldridge, 2014). Thus, when analyzing time series data individual observations 

can rarely, if ever, be assumed to be independent across time. This autocorrelation within 

each of the variables can be a potential pitfall when trying to establish relationships between 

them. Autocorrelation is also generally related to the discussion of stationarity in a time 

dependent data series, this will be addressed later in this chapter. In contrast, cross-sectional 

data generally focus on values from individual units. These units might refer to people, 

companies or countries, or as in the case of the present study, regions, counties or 

municipalities. Cross-sectional data has no time dimension, even if the date of data collection 

varies somewhat, this is ignored.  

 A panel data set, also known as a longitudinal data set, consist of a time series for 

each cross-sectional member of that data set. One advantage of using panel data is a larger 

number of data points, which in turn increases the degrees of freedom and contribute to 

reduce collinearity among the explanatory variables – hence improving the efficiency of 

econometric estimates (Wooldridge, 2001). Panel data, by design, also allows for increased 

control for omitted (unobserved or mis measured) variables. 

Most macroeconomic data is collected through a system of national accounts, made 

available in printed and, increasingly, digital form in university and government libraries 

(Koop, 2000). Luckily, the availability of comprehensive and detailed digital historical data 

archives has massively improved over the last decades. In the present study most of the data 

has been retrieved directly, or through different reproductions of the digital data archives from 

Statistics Norway (SSB). According to their own official website, SSB is the national 

statistical institute of Norway and the country’s main producer of official statistics. They are 

responsible for collecting, producing and communicating statistics related to the Norwegian 

economy, population and society at national, regional and local levels. Their statistics are 

mainly prepared using raw data from two sources: administrative registers and survey 

questionnaires. In addition, an increasing amount of information is collected directly from 

businesses and local authorities own computer systems (Statistics Norway, 2014). 

For the collection of hotel data, the digital archives of Statistikknett (SN) was used. 

While they do not produce their own foundational statistics, this was a natural choice as all 

data presented by SN builds on SSB’s official statistics. SSB themselves only publish hotel 

related data on regional or county levels but allows other actors like SN to purchase more 

detailed data to publish on their own. By doing so SN is able to make available standardized  
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and comparable statistics for smaller regions and municipalities (Statistikknett, 2015). One of 

the strengths of the SSB statistics is that the aggregated values for the smaller regions lines up 

with the published statistics for county and regional levels. While statistical oddities and 

deviations are inevitable in data sets of this magnitude, it does not really affect the validity of  

the aggregated data. However, this weakness of the data becomes more important when 

looking at smaller regions and municipalities. In order to prevent unnecessary skewness in the 

analysis, outliers and empty data cells have been omitted from the data that forms the 

foundation for this study. 

 Air traffic data was collected directly from Avinor. According to their own official 

website Avinor is a wholly owned state limited company under the Norwegian Ministry of 

Transport and Communications and is responsible for 44 state-owned airports. Avinor's role 

in society is to own, operate and develop a national network of airports for the civilian sector 

and joint air navigation services for the civilian and military sectors (Avinor, 2017). They 

collect their own data and makes available the monthly aggregates for each Avinor owned 

airport in Norway. Data on exchange rate and interest rate was collected from Norges Bank 

(NB). NB is Norway's central bank and is tasked with promoting economic stability in 

Norway. NB also manages the Government Pension Fund Global and the bank’s own foreign 

exchange reserves (Norges Bank, 2016). They also collect their own data and makes available 

daily or monthly averages of all currencies traded at their exchange. 

 Brent oil price was collected from IndexMundi. According to their website, 

IndexMundi’s mission is to turn raw data from all over the world into useful information for a 

global audience. They capture statistics that are scattered or otherwise hidden and present 

them via user-friendly maps, charts, and tables which allow visitors to understand complex 

information at a glance. 
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3.3 Data Structure 

Table 3.3.1 – Data structure 

 

  

Having a data set were time periods differ in length (e.g. monthly or yearly) between 

variables, the data set is inherently unbalanced. As the hotel industry and driving factors for 

investment is the main focus of the present study, the remaining sample data was fitted to the 

structure of the hotel data. This entails that all data on higher levels than monthly municipality 

are simply duplicated and repeated down to fit the structure (table 3.3.1), to regain balance. 

As an example, yearly data would be repeated twelve times to fit with the monthly structure of 

the hotel data, the same goes for data adopted from aggregated to individual regions. Further, 

data outside of the timeframe 2008-2018 is cut, and when setting up regression models, all 

data is limited to the smallest timeframe of the included variables. Again as an example, when 

doing regression with air traffic data, only datapoints within the timeframe 2014 to 2018 is 

used. Lastly, due to confidentiality SSB require that a minimum of three different hotel 

businesses must be operational in any region where statistics are published. This has forced 

SN to aggregate some smaller regions where minimum number of operational businesses were 

not met, this structure is shown in appendix table A1.  
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3.4 Data Analysis 

 Once the data was collected, the next important step was to have it summarized. As 

Koop (2000) describes, one can think of the whole field of econometrics as one devoted to the 

development and dissemination of methods whereby information in data sets is summarized in 

informative ways. So, in order to more efficiently convey the information contained in the 

data sets, a combination of both graphical and descriptive analysis was used.   

3.4.1 Graphical Analysis 

 As is often the case when working with historical data, most of the raw data sets that 

builds the foundation for the present study are very large. In the present study some variables 

consist of more than 20000 observations – far too many to be presented as raw numbers for a 

reader to comprehend. Charts and tables are very useful ways of presenting such large 

datasets, as well as give a visual overview of their main features. There are many different 

types of charts, but some of the perhaps most commonly used are time series graphs, scatter                                                             

plots, and heat maps, all of which are used in the present study.  

o Time series graph (figure 3.4.1.A) is a traditional plot that shows how some variable, 

y-axis, evolves over time, x-axis.        

                                                                                                                                                                                  Figure 3.4.1 

 

 

 



Chapter 3: Research Methodology    18 

 

o Scatter plots (figure 3.4.1.B) are a way of modeling the nature of the relationship 

between two or more variables. Each dot on the chart represents a point using 

corresponding pairs of information from the X and Y variables. If Y tends to grow as 

X grows, that indicates that there may be a positive relationship between the two 

variables. Similarly, if one tends to decrease as the other increases this indicates a 

potential negative relationship (Koop, 2000). 

 

o Heat maps (figure 3.4.1.C) are a way of presenting data in the form of a map or a 

diagram in which data values are represented as colors. The scale indicates of a 

represented value is high or low compared to the others. 

 

3.4.2 Descriptive Analysis 

 While graphs and plots provide an immediate visual representation of the data, 

descriptive analysis methods serve as an important, as well as more numerically precise 

addition to the graphical analysis. A very useful first observation is to find numeric values for 

where the “mass” of a data distribution lies. Such values are commonly referred to as a 

distribution’s measures of location, and the word “location” is meant to convey the idea of the 

center of a distribution. There are, according to Trochim (2001) three main ways to estimate 

central tendencies of a distribution: 

1.  The mean is the statistical term for the average of the numeric data values, and it is 

the simplest measure of location of a distribution. It is given by the following 

mathematical formula:   

                                                   𝑌 ̅  =  
∑ 𝑌𝑖

𝑛
𝑖=1

𝑛
                                    (equation 3.4.2.1) 

where 𝑛 is the number of data points in the sample (sample size) and 𝑌 is the sampled 

variable with mean 𝑌̅. 

2. The median is quite simply the middle value of the data set. That is, it is the value that 

splits the distribution into two equal halves (Koop, 2000). For distributions with an 

odd number of sampled values, the median is calculated to be the average of the two 

middle values. 

3. The mode, like the mean and median is another common measure of location of a 

distribution. It represents the most common value, the value that appear most 

frequently in the data set. 
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Of course, these measures of location fail to provide any account for the spread of the 

distribution, and therefore hide a great deal of variability. One of the simplest measures of 

variability of a distribution is its dispersion. By looking at the distance between the minimum 

(min) and maximum (max) value contained in a sample we can begin to form an idea of how 

dispersed the distribution is. However, using these values alone as guidelines for dispersion 

can be unreliable. A simple example would be how statistical outliers, values that are 

substantially lower or higher than the other values in the data set, can cause unwanted 

skewness when trying to measure dispersion in this manner. Therefore, the present study will 

utilize min and max along with a more common measure of dispersion, that is the standard 

deviation. 

A data set’s standard deviation can be derived directly or through the variance of that 

data set. Informally, variance measures how far the observations in a distribution are spread 

out from the mean. A more rigid definition is that variance is the expected value of the 

squared deviation from the mean, and is given by the following mathematical formula: 

                                        𝑣𝑎𝑟(𝑌) =  
∑ (𝑌𝑖 − 𝑌̅)2𝑛

𝑖=1

𝑛
                               (equation 3.4.2.2) 

where 𝑛 is the sample size and 𝑌 is the sampled variable with mean 𝑌̅. A distribution’s 

std.dev. is a standardized measure of dispersion, and thus can be interpreted in a comparative 

sense. That is, if one were to compare the standard deviations of two different distributions, 

the one with the smaller standard deviation will always exhibit less dispersion (Koop, 2000). 

The interpretation of std.dev is that it will be a low value when the data is close to the sample 

mean, and when the data is more spread, the std.dev is high. Mathematically, it is defined to 

be the square root of the variance: 

                                    𝜎𝑌 =  √𝑣𝑎𝑟(𝑌)    =  √
∑ (𝑌𝑖 − 𝑌̅)2𝑛

𝑖=1

𝑛
                    (equation 3.4.2.3) 

where std.dev. of 𝑌 is denoted 𝜎𝑌, 𝑛 is the sample size and 𝑌 is the sampled variable with 

mean 𝑌̅. As variance can be derived directly from std.dev, which is also standardized for 

better comparisons, the present study will only provide numeric values for the std.dev. 
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3.4.3 Correlations 

 While graphical presentations such as scatter plots may give an approximate indication 

of the nature of the relationship between variables, it is often more useful to also find a 

quantitative way of describing this relationship. Correlation is an important way of 

numerically quantifying the relationship between two variables. For the present study, a table 

displaying the correlation between all pairs of variables was computed, using monthly and 

yearly data for both regional levels in the data (municipality and county). As correlations were 

consistent moving from monthly to yearly data, only the yearly data was used in further 

analyses. However, municipality and county level results showed some distinctions to each 

other, so both municipality and county level were used in the further analyses. Between two 

variables, X and Y the correlation is calculated by using the following mathematical formula: 

                                     𝑟𝑋,𝑌  = 𝑐𝑜𝑟𝑟( 𝑋, 𝑌)  =
∑ (𝑋𝑖 − 𝑋̅)(𝑌𝑖 − 𝑌̅𝑛

𝑖=1 )

𝑛𝜎𝑋𝜎𝑌
                            (equation 3.4.3.1) 

Where the correlation between X and Y is denoted 𝑟𝑋,𝑌, 𝑋̅ and 𝑌̅ are the mean, 𝜎𝑋 and 𝜎𝑌 are 

the standard deviations and 𝑛 is the sample size. In the present study, the table of correlations 

between the variables were created using the data analysis tool in Microsoft Excel. 

 Whenever correlation is calculated, the resulting value of 𝑟 always lies between -1 and 

1, which may be written as −1 ≤ 𝑟 ≤ 1. Positive values of 𝑟 are interpreted as indications of 

a positive relationship between the variables. Similarly, negative values of 𝑟 indicate a 

negative relationship. Larger positive values of 𝑟 indicate stronger positive correlation, and 

larger negative values a stronger negative correlation. If 𝑟 =  1  or 𝑟 =  −1  this indicate 

perfect positive or perfect negative correlation respectively. Lastly, when  𝑟 =  0 or is very 

close to 0, it means that the correlation is absent, or very weak. 

 It is important to emphasize that correlation only provides an indication that there is a 

relationship between the two variables, it does not however indicate that one variable causes 

the other. If two variables X and Y are dependent on each other (direct causality), such that X 

causes Y or vice versa, correlation may be falsely large. Also, the possibility of high 

correlation due to a third variable (indirect causality), Z, should always be considered 

(Pallant, 2010). Thus, it is important to explore the context of the variables and seek to ensure 

their independency. This is the difference between correlation and causality 
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3.5 Regression Models 

A related concept to correlation, covered in the next sections of this chapter, is 

regression, which is essentially an extension of correlation to cases of three or more variables 

that introduces an aspect of causality (Koop, 2000). Regression is arguably the most important 

tool economists can use to better understand the relationship among two or more variables, 

and so it is also a critical part of the present study. Due to its nature, it is particularly useful 

when there are many variables and the interactions between them are complex, which is often 

the case. In fact, much of econometric analysis begins with the following premise: X and Y 

are two variables, representing some population, and the analysts are interested in “explaining 

Y in terms of X”, or in “studying how Y varies with changes in X” (Wooldridge, 2014). Thus, 

the purpose of simple multiple regression is to look for informative (non-trivial) linear 

combinations of multiple explanatory variables X, that approximate a dependent variable Y. 

This section will cover the models used and their limitations, as well as some key theoretical 

definitions. 

3.5.1 Ordinary Least Squares Regression (OLS) 

 As a way of introducing regression, it is beneficial to begin with a simpler case, using 

only two variables, and then to follow up by expanding the model to be capable of handling 

multiple variables. All regression done in the present study is based on producing the best 

fitting linear relationship which minimizes the sum of the squared residuals. Estimates found 

in this way are called least squares estimates, or ordinary least squares (OLS) (Koop, 2000).  

For the simple case, using only two variables, the true relationship can be described 

using the following simple regression model: 

                                          𝑌 =  𝑎 +  𝑏1𝑋 +  𝜀                                           (equation 3.5.1.1) 

here Y is the dependent variable and X is the independent or explanatory variable, 𝑎 is the 

constant term, 𝑏1 is the partial slope with respect to X and 𝜀 is the total error term. However, it 

is impractical or impossible to calculate these coefficients exact, and so the OLS regression 

provides an approximation of Y: 

                                                            𝑌̂  =  𝛼 + 𝛽1𝑋                                             (equation 3.5.1.2) 

in this case 𝑌̂ will be the approximation of Y, 𝛼 and 𝛽1 approximate the constant term (a) and 

the partial slope (b), and the total error term 𝜀 has been omitted. Throughout the present study 
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the Greek letters 𝛼 and 𝛽 are used consistently to represent the approximations obtained 

through OLS regression. 

 Of course, it is often useful to compute a number to summarize how well the OLS 

regression line fits the data. By looking at actual (Y) versus fitted ( 𝑌̂ ) values, a rough 

estimate for the regression model’s “goodness of fit” can be obtained. R and R-square are the 

most important values describing this property of the model. R-square is simply the squared 

value of R and represent the ratio of the explained variation compared to the total variation; 

thus, it is interpreted as the fraction of the sample variation in Y that is explained by X 

(Woolridge, 2014). R itself is the correlation between the at actual (Y) and fitted ( 𝑌̂ ) values 

and can be calculated using the following formula: 

                                         𝑅 = 𝑐𝑜𝑟𝑟(𝑌, 𝑌̂) =  
∑ ( 𝑌𝑖 − 𝑌 ̅)( 𝑌̂𝑖 − 𝑌 ̅̂)𝑛

𝑖=1

𝑛𝜎𝑌𝜎𝑌̂

                            (equation 3.5.1.3) 

where 𝑋̅ and 𝑌̅ are the mean, 𝜎𝑋 and 𝜎𝑌 are the standard deviations and 𝑛 is the sample size. 

                                                                          Figure 3.5.1.1                                                                               Figure 3.5.1.2 

 

Figure 3.5.1.1 shows a scatter plot that indicates some positive relation between X and Y, in 

this case number of hotel rooms against region average population. Figure 3.5.1.2 shows the 

best fitted line (dashed red) using OLS regression, it also shows the linear relationship of X 

(x) and 𝑌̂ (y), and the calculated R-square value for the regression. 
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A very common transformation of the simple regression estimate, applied to both the 

dependent and the explanatory variables, is the logarithmic transformation. This can be put 

mathematically: 

                                                      𝑙𝑛( 𝑌̂ )  =  𝛼 + 𝛽1𝑙𝑛(𝑋)                                                (equation 3.5.1.4) 

In such regressions the  𝛽1 describe elasticity instead of the partial slope. And so, Y would 

tend to change 𝛽1-percent for a one percent change in X. Because of this property, the present 

study will mainly use regressions transformed in this manner. 

3.5.2 Pooled OLS Regression  

 Most of the features of simple regression can easily be expanded upon to be able to 

handle multiple variables. In the case of the present study, because the panel data set consists 

of a relatively short period of observation (11 years) and a larger cross section (18 counties, 

166 municipalities), it is common to employ a pooled OLS method. Hence this will be used 

for the main models. When pooling, or combining multiple cross-sectional variables for the 

regression model, the results describe the relation for the composition of units, as a whole, and 

not necessarily the relation for each individual unit. Since multiple regression implies the 

existence of more than two variables, trying to plot the relationships may quickly require 

high-dimensional graphs, thus it is usually not possible to display these relationships visually. 

However, the strategy and intuition for finding approximations for the coefficient is exactly 

the same as for the simple regression model. The multiple regression model can be formulated 

mathematically: 

                                       𝑌 =  𝑎 + 𝑏1𝑋1 + 𝑏2𝑋2+. . . + 𝑏𝑘𝑋𝑘  +  𝜀                       (equation 3.5.2.1) 

then it can be log-transformed: 

                                                                                                                                                                            (equation 3.5.2.2) 

                      𝑙𝑛( 𝑌)  =  𝑎 + 𝑏1 𝑙𝑛( 𝑋1) + 𝑏2 𝑙𝑛( 𝑋2)+. . . + 𝑏𝑘 𝑙𝑛( 𝑋𝑘)  +  𝜀         
                    

and estimated with the pooled OLS method:    

                             𝑙𝑛( 𝑌̂)  = 𝛼 +  𝛽1𝑙𝑛(𝑋1) + 𝛽2𝑙𝑛(𝑋2)+ . . . + 𝛽𝑘𝑙𝑛(𝑋𝑘)            (equation 3.5.2.3) 

here 𝑘 represents the total number of explanatory variables (𝑋1, 𝑋2, ⋯ , 𝑋𝑘) used to produce 

the estimate 𝑌̂,  and 𝛽1, 𝛽2, ⋯ , 𝛽𝑘 represent all the elasticities: 

                                                             
𝜕𝑙𝑛(𝑌̂)

𝜕𝑙𝑛(𝑋𝑖)
 =  𝛽

𝑖
                                             (equation 3.5.2.4) 
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3.5.3 Differenced Variables and Time Lag 

In the case of time series data, it is not uncommon for the effect of the independent 

variables to take some time to manifest itself. This implies that the value of the dependent 

variable at a given point in time (𝑌𝑡) should depend not only on the value of the independent 

variable at the same point in time (𝑋𝑡), but also on the past values of the independent variable 

 

(𝑋𝑡−1, . . . , 𝑋𝑡−𝑚). Using these kinds of lagged variables is not only a simple way of beginning 

to capture this dynamic, but it is also a fundamental concept to more advanced analyses of 

time series data (Koop, 2000). The simplest model used to put this concept in the language of 

regression, is the distributed lag model: 

                                     𝑌𝑡 = 𝑎 + 𝑏0𝑋𝑡 + 𝑏1𝑋𝑡−1+. . . + 𝑏𝑚𝑋𝑡−𝑚 + 𝜀𝑡                    (equation 3.5.3.1) 

in this model, the right-hand side variables are the lagged variables, and 𝑚 is the lag order or 

lag length. 

Another property of time series data is the existence of correlation across observations 

for the same variable. While the distributed lag model accounts for the effect of the past 

values of the independent variables (𝑋), the dependent variable (𝑌) may also depend on its 

own past values (𝑌𝑡−𝑚). This is referred to as autocorrelation. A common tool for researchers 

to better understand the properties of a time series is the autocorrelation-function: 

                                                         𝑟𝑚 = 𝐶𝑜𝑟𝑟(𝑌𝑡, 𝑌𝑡−𝑚)                                      (equation 3.5.3.2) 

where 𝑟𝑚 represents the autocorrelation between 𝑌𝑡 and 𝑌𝑡−𝑚 at lag length m.  

Time series that exhibit high autocorrelation and trend behavior is also likely to 

exhibit non-stationary behavior. Generally, we do not want to include such variables in 

regression models as they may cause misleading estimation results. The next section on 

limitations cover this in more detail. For the present study, a simple time step transformation 

was used to help combat this issue of non-stationarity. By instead calculating the percent 

change of a variable from 𝑡 − 1 to 𝑡, the resulting time series will be stationary. Because of 

this trait, such variables are often referred to as difference stationary. So, if the variable 𝑌 is 

assumed to be non-stationary, we will want to difference it and use ∆𝑌 instead. For this 

calculation, the present study has used the following approximation: 

                                                  𝑙𝑛(𝑌𝑡)  −  𝑙𝑛(𝑌𝑡−1)  ≈  %∆𝑌𝑡|𝑡−1                          (equation 3.5.3.3) 
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here the notation “ %∆𝑌𝑡|𝑡−1” is used to emphasize that the value represents the percent 

change in 𝑌 from 𝑡 − 1 to 𝑡, throughout the present study the shorthand notation ∆𝑌𝑡 (or dY) 

will be used to represent the same change. This approximation holds up well for smaller 

percentage changes, and can be proven using the first order Taylor expansion of 𝑙𝑛(𝑥)  ≈

 𝑥 –  1: 

                                                                                                                                                                            (equation 3.5.3.4) 

                        𝑙𝑛(𝑌𝑡)  −  𝑙𝑛(𝑌𝑡−1)  =  𝑙𝑛(
𝑌𝑡

𝑌𝑡−1
 )   ≈  

𝑌𝑡

𝑌𝑡−1
 −  1 =  

𝑌𝑡 − 𝑌𝑡−1

𝑌𝑡−1
 =  %∆𝑌𝑡|𝑡−1   

Combining equations 3.5.3.3 and 3.5.2.2 forms the log-differenced multiple regression model: 

                                                                                                                                 (equation 3.5.3.5) 

∆𝑌 t =  𝑎 + 𝑏1∆𝑋1,t + 𝑏2 ∆𝑋2,t+. . . + 𝑏𝑘 ∆𝑋𝑘,t  +  𝜀 

Where the notation ∆𝑌 t  =  𝑙𝑛(𝑌𝑡)  −  𝑙𝑛(𝑌𝑡−1) , and similarly, ∆𝑋1,t  =  𝑙𝑛(X1,𝑡)  −  𝑙𝑛(X1,𝑡−1) . 

 

3.5.4 Limitations 

 While the issue of non-stationarity (or the existence of a unit root) in the data set, is a 

fundamental limitation to time series data analysis, it is also, inherently, a fundamental 

limitation to panel data analysis. Data sets that exhibit high autocorrelation and trend 

behavior, will often also display high correlation between residuals, rendering the OLS 

regression method imprecise. In these cases, variants of generalized least squares (GLS) 

regression is often used, as GLS does not require residuals to be uncorrelated. Software such 

as “XLSTAT” or “Stata”, that is more oriented towards advanced statistical analyses than 

Microsoft Excel, can perform many useful variants of GLS, as well as other regressions. Some 

that could have been appropriate to incorporate in the present study include Feasible GLS, 

fixed effect, random effect and quantile regression. However, only OLS regression were used 

in the present study, as it is still the most commonly applied. Most of the regression models in 

the present study were also proposed both on level form (presumed stationary), and on a 

differenced form (stationary).  

A common method for testing this behavior in time series more manually, would be 

the autoregressive model (AR). For panel data, the more basic approach of testing with the 

AR-model would have had to be performed on the time series of each cross-sectional member 

of the data set. In the context of the present study, while the autoregressive model otherwise 
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was used to model certain relations, testing for stationarity in this manner was not deemed 

feasible, and so the stationarity of the variables was not determined. But, to enable some 

intuition, the method for conducting these tests are described in this section, nonetheless.  

The general autoregressive model AR(m) of m-th order can be expressed mathematically, 

with the formula:  

                                               𝑌𝑡 =  𝑎 + Φ1𝑌𝑡−1+. . . +Φ𝑚𝑌𝑡−𝑚 + 𝜀𝑡                    (equation 3.5.4.1) 

where the coefficients Φ1, . . . , Φ𝑚 represent the influence of each lagged subset of 𝑌, and 𝑚 is 

the lag length. For different values of Φ these models can allow for the random fluctuating 

behavior typical of growth rates of many macroeconomic time series; for the trend behavior  

typical of the macroeconomic series themselves; or for intermediate cases between these 

extremes (Koop, 2000). Subtracting 𝑌𝑡−1 from both sides of the equation (3.5.4.1) makes the 

determination of unit root behavior more convenient, and with some rearranging* we obtain: 

                              ∆𝑌𝑡 =  𝑎 + 𝜌𝑌𝑡−1 + 𝛾1∆𝑌𝑡−1+. . . +𝛾𝑚−1∆𝑌𝑡−𝑚+1 + 𝜀𝑡           (equation 3.5.4.2) 

Where the coefficients in this regression, 𝜌, 𝛾1, …, 𝛾𝑚−1 are simple functions of Φ1, …, Φ𝑚. 

Rephrasing the AR(m) model in this way, the equation is still in the form of a regression 

model and the value of 𝜌 can be more easily computed. If 𝜌 =  0 this implies that the AR(m) 

time series Y contains a unit root and is non-stationary; however, if −2 <  𝜌 <  0 this 

implies that the time series does not contain a unit root and is stationary (Koop, 2000). 

  Further, the data may exhibit a trend behavior as an exact function of time, referred to 

as deterministic trend. To account for this the AR(m) model can be expanded with the term  

𝛿𝑡 to represent this time dependent trend, and is commonly referred to as the AR(m) with 

deterministic trend model: 

                       ∆𝑌𝑡 =  𝑎 + 𝜌𝑌𝑡−1 + 𝛾1∆𝑌𝑡−1+. . . +𝛾𝑚−1∆𝑌𝑡−𝑚+1 + 𝛿𝑡 + 𝜀𝑡         (equation 3.5.4.3) 

Lastly, by looking at the regression estimated value of 𝜌, we can determine whether or 

not the time series 𝑌 includes a unit root, and therefore has to be omitted or differenced in the 

regression. Unfortunately, Microsoft Excel does not correctly provide a t-stat for the OLS 

estimate of 𝜌 so the Dickey-Fuller test, or rather their rule of thumb, as described by Koop 

(2000) is presented as a way of determining unit root: 

                                                 
* Each step in the derivation of this equation only involves simple algebra, however there are many steps and the 

method can quickly become quite messy, as such the derivation was not included in the present study. 
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o If the time series regression includes a statistically significant deterministic trend, the 

Dickey-Fuller critical value is approximately −3.45. This entails that the unit root 

hypothesis should be rejected if the t-stat on 𝜌 is more negative than −3.45, otherwise 

conclude that the series has a unit root. 

o If the time series regression does not include a statistically significant deterministic 

trend, the Dicker-Fuller critical value is approximately −2.89. This entails that the 

unit root hypothesis should be rejected if the t-stat on 𝜌 is more negative than −2.89, 

otherwise conclude that the series has a unit root. 

Other Issues that may arise when designing regression models are multicollinearity 

and endogeneity. Multicollinearity occurs when one explanatory variable in the multiple 

regression model is highly correlated with the others and tends to inflate the variable of the 

slope coefficient estimated through the regression. This will reduce the significance of each 

individual variable, but the independent variables, as a whole, may still be significantly 

explaining the dependent variable (Kennedy, 2003). Endogeneity most often occur when there 

is a reverse causality between the dependent variable and at least one of the dependent 

variables (Wooldridge, 2014). That is, if the dependent variable is causing the independent 

variable, and oppositely, the independent variable is causing the dependent variable. In the 

present study, an example of endogeneity would be that off hotel revenue and hotel rooms 

available. While it is assumed to be true that higher hotel revenue causes an increase in hotel 

rooms available, it is also likely that increasing the number of available hotel rooms will also 

increase the hotel revenue. Both multicollinearity and endogeneity affect the accuracy of the 

regression results and needs to be taken into consideration. 
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3.6 Hypothesis Testing with ANOVA 

 In the present study, regressions were performed using the “regression” data analysis 

tool in Microsoft Excel. Along with the coefficients and R-values, Excel also compute t-stat 

and p-values for the explanatory variables and a “analysis of variance”-table. These are used 

as reasoning to either reject or fail to reject the null hypothesis (𝐻0) for the model. The overall 

two tailed hypothesis test can be put mathematically: 

{  
 𝐻0 ∶  𝛽1 = 𝛽2 =  ⋯  =  𝛽𝑘  =  0

𝐻1 ∶  𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽𝑖 ≠  0;  𝑓𝑜𝑟 𝑖 =  1, 2, ⋯ , 𝑘
 

 

if 𝐻0 is rejected, we will proceed to test each 𝛽𝑖 individually: 

                                                         {  
 𝐻0 ∶  𝛽𝑖 = 0
 𝐻1 ∶  𝛽𝑖 ≠ 0

 

Nonetheless the interpretation is the same: 𝐻0 assumes no useful ( non-trivial) linear 

relationship between Y and 𝑋1, 𝑋2, ⋯ , 𝑋𝑘 , while 𝐻1 as an alternative hypothesis purpose that 

Y can be described through a linear combination of at least one 𝑋𝑖 (for 𝑖 =  1,2, ⋯ , 𝑘). The t-

stat (t) measures how many estimates standard deviations 𝛽𝑖 is from the hypothesized value of 

𝛽𝑖, while the p-value (p) can be interpreted as the probability that the result was coincidental, 

or due to randomness. These convey much of the same information, as p-value is derived from 

a t-distribution, and so for hypothesis testing there is no added benefit of choosing one over 

the other. In the present study, both the t and p-value of a regression model will be presented, 

but only the p-value will be used directly for the hypothesis testing. If the p-value is less than 

the chosen critical value (c), 𝐻0 will be rejected and 𝐻1 will be preferred. The default 

significance level is chosen to be 5%, c = 0.05, implying a default confidence level of 95%. 

Pallant (2010) describes that analysis of variance (ANOVA) is so called because it 

compares the variance of the dependent variable Y (believed to be due to the independent 

variables), with the variability within each of the independent variables (believed to be due to 

chance). Perhaps the most useful result of conducting this analysis is the obtained F ratio for 

the regression model, which represents the variance of Y divided by the total variability 

within X. Table 3.6.1 on the next page illustrates how an ANOVA-table is typically structured 

for a multiple regression model.                                         

                                                                                                                                                  Table 3.6.1 – ANOVA structure 
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Degrees of 

freedom (df) 

Sum of squares 

(SS) 

Mean sum of 

squares (MS) 
F 

Regression k 𝑆𝑆𝑇𝑜𝑡  − 𝑆𝑆𝑟𝑒𝑠   
𝑆𝑆𝑟𝑒𝑔

𝑘
  

𝑀𝑆𝑟𝑒𝑔

𝑀𝑆𝑟𝑒𝑠
 

Residual n – k – 1 ∑ ( 𝑌𝑖  − 𝑌̂𝑖 )
𝑛
𝑖=1

2
   

𝑆𝑆𝑟𝑒𝑠

𝑛 − 𝑘 − 1
  

Total n – 1 ∑ ( 𝑌𝑖  − 𝑌 ̅)𝑛
𝑖=1

2
    

 

The degrees of freedom are simply defined as presented in table 3.6.1, where 𝑛 is the total 

number of observations and 𝑘 is the number of independent variables. For the sum of squares 

calculation, 𝑌𝑖 and 𝑌̂𝑖 are the value of the i-th actual and estimated observations, while 𝑌 ̅is the 

mean of the actual observations. The variances are formulated as the mean sum of squares 

(MS), derived as shown in table 3.6.1, and F is computed as the ratio between the two. Along 

with the degrees of freedom for both the regression and the residuals, the value for F in the 

ANOVA corresponds to a p-value from the F-distribution. This p-value is often called the 

statistical significance of F and is used in the present study to determine whether or not to 

reject the general null hypothesis for any OLS regression estimate. 
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Chapter 4: Results  

 This chapter is dedicated to present the descriptive characteristics of the data, the 

graphical representations of the data and the proposed regression models, as well as to give a 

brief contextualization of them. The implications and interpretations of the findings will be 

discussed in the next chapter. 

4.1 Descriptive Data 

 Abbreviations used for the variables, as well as a description and their detail level, is 

described in table 4.1.1 below:                   

                                                                                                                                                      Table 4.1.1 - Abbreviations* 

      

                                                 
* Detail level is presented with regionality (M=municipality, C=county, N=national) first, and then regularity 

(M=monthly, Y=yearly, C=constant). 
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                                                                                                                                           Table 4.1.2 – Descriptive Statistics 

 

 Table 4.1.2 shows descriptive statistics for the variables used in the regression models. 

The variables highlighted in grey, indicates that their data set has been adapted to fit the 

corresponding level. In this case, the descriptive statistics for the variables from RevPAR to 

LA, is presented on both municipality level and aggregated to county level. The number of 

observations, n, only accounts for number of unique data points (duplicates removed). For 

variables with detail level “M, M” (166 municipalities, 12 months), over the course of 11 

years, the resulting maximum observations is defined as 𝑛 =  166 ∗  12 ∗  11 =  21 912. 

Similarly, for data with detail level “C, M” (19 counties, 12 months), the number of maximum 

observations is 𝑛 =  19 ∗  12 ∗  11 =  2508. However, as many of the variables include 0-

valued and other mis-measured data points that will be omitted, the actual number of 

observations for the variables are usually smaller than the maximum. 

 



                                                                                                                                                              Table 4.1.3 – Correlation Matrix for Municipality (monthly data points) 

 

 Table 4.1.3 shows all the pairs of correlations between the different variables, using data at “M, M” (municipality, monthly) detail level. 

The variables highlighted in grey have been adapted to the appropriate detail level. In this case, county level data and data with lower regularity, 

has been duplicated down to fit the “M, M”-structure, and is therefore less accurate. 
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                                                                                                                                                                        Table 4.1.4 – Correlation Matrix for County (monthly data points) 

 

 Table 4.1.4 shows all the pairs of correlation between the different variables, using data at “C, M” (county, monthly) detail level. The 

variables highlighted in grey have been calculated from a smaller data set, as flight data only were collected from 2014 to 2018 and may 

therefore be less accurate. 
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                                                                                                                                                                   Table 4.1.5 – Correlation Matrix for Municipality (yearly data points) 

 

  Table 4.1.5 shows all the pairs of correlations between the different variables, using data at “M, Y” (municipality, yearly) detail level. The 

variables highlighted in grey have been adapted to the appropriate detail level. In this case, county level data has been duplicated down to fit the 

“M, Y”-structure, and is therefore less accurate. Data sets that have a higher regularity than yearly, has been aggregated/averaged to yearly detail 

level. 
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                                                                                                                                                                            Table 4.1.6 – Correlation Matrix for County (yearly data points) 

 

Table 4.1.6 shows all the pairs of correlation between the different variables, using data at “C, Y” (county, yearly) detail level. The variables 

highlighted in grey have been calculated from a smaller data set, as flight data only were collected from 2014 to 2018 and may therefore be less 

accurate.                      
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                                     Table 4.1.7 – Autocorrelation Matrix for Municipality (yearly data points) 

 

 

                                                                                                                                                                                       Table 4.1.8 – Autocorrelation Matrix for County (yearly data points) 

 

 Tables 4.1.7 and 4.1.8 shows the values from the autocorrelation function, to a maximum lag length of 6 years, using yearly data for both 

county and municipality levels. The variables highlighted in grey have been calculated from a smaller data set, as flight data only were collected 

from 2014 to 2018 and could therefore only be accurately calculated to a maximum lag length of 4 years.                      
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4.2 Graphical Data 

 This section is dedicated to highlight the time series for some of the variables, to better show the relation between the volatile monthly 

and the more stable yearly data. This section will also, present some useful visual representations of correlations and national tendencies. 

                                                                                                                   Figure 4.2.1                                                                                                                                                Figure 4.2.2 
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                                                                                                                      Figure 4.2.3                                                                                                                                                   Figure 4.2.4 

                  

                                                                                                                    Figure 4.2.5                                                                                                                                                       Figure 4.2.6       
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                                                                                                                      Figure 4.2.5                                                                                                                                                       Figure 4.2.6 

                      

                                                                                                                      Figure 4.2.7                                                                                                                                                        Figure 4.2.7 

                     

 



                                                                                                                                                                                     Figure 4.2.8  

 

Figure 4.2.9  

 

Figure 4.2.10  
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Figure 4.2.11 

 

 

Figure 4.2.12 

 

 

Figure 4.2.13 
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4.3 Multiple Regression Models 

 

Model 4.3.1 - RevPAR 

 The log-transformed autoregressive model with a lag length of m=1 was used to model 

the relationship between the performance metric RevPAR at time t, and its preceding values at 

time t -1. Relations for both county and municipality levels were estimated through pooled 

OLS regression of the following proposed model:                                                                                 

                                     𝑙𝑛(𝑅𝑒𝑣𝑃𝐴𝑅𝑡) = 𝑎 + 𝑏 𝑙𝑛(𝑅𝑒𝑣𝑃𝐴𝑅𝑡−1) + 𝜖𝑡                   (equation 4.3.1) 

 

                                                                                                                     Table 4.3.1A – RevPAR yearly time lag (county) 

 

 

 

                                                                                                           Table 4.3.1B – RevPAR yearly time lag (municipality) 

 

 

 Both estimates are found statistically significant at a 99% confidence level, using the F 

value of the regression, and feature R square values of 0.90 and 0.70, for county and 

municipality respectively. 
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Model 4.3.2 – Demand 

 Two iterations of the log-transformed multiple regression model were used to model 

the relationship between the “demand”-group variables and the hotel capacity, measured as 

available rooms (AR). Relations for both county and municipality levels were estimated 

through pooled OLS regression of the following proposed models:                                                                                 

                                                                                                                                                                           (equation 4.3.2.1) 

𝑙𝑛(𝐴𝑅)  =  𝑎 + 𝑏1 𝑙𝑛(𝐷𝑉)  + 𝑏2 𝑙𝑛(𝐼𝑉) + 𝑏3 𝑙𝑛(𝐴𝑣𝑃) + 𝑏4 𝑙𝑛(𝑆𝐷) + 𝑏5 𝑙𝑛(𝑆𝐼) + 𝜖 

 

                        𝑙𝑛(𝐴𝑅)  =  𝑎 + 𝑏1 𝑙𝑛(𝐴𝑣𝑃) + 𝑏2 𝑙𝑛(𝑆𝐷) + 𝑏3 𝑙𝑛(𝑆𝐼) + 𝜖           (equation 4.3.2.2) 

 

Results presented in table 4.3.2 A and B are estimates of equation 4.3.2.1 (part 1), and 

results presented in table 4.3.2 C and D are estimates of equation 4.3.2.2 (part 2).  

                                                                                                                           Table 4.3.2A – Demand effect on AR (county) 

 

                                                                                                                Table 4.3.2B – Demand effect on AR (municipality) 
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                                                                                                                         Table 4.3.2C – Demand effect on AR (county) 

 

                                                                                                               Table 4.3.2D – Demand effect on AR (municipality) 

 

 

 All four estimates are found statistically significant at a 99% confidence level, using 

the F value of the regression, and feature R square values from 0.77 to 0.96. However, from 

the individual t-testing, not all variables were shown to have a statistically significant (at least 

95% confidence level) effect different from the trivial relation (b =0).  
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Model 4.3.3 – Financial and Economic 

The log-transformed multiple regression model was used to model the relationship 

between the “financial and economic”-group variables and the hotel capacity, measured as 

available rooms (AR). Relations for both county and municipality levels were estimated 

through pooled OLS regression of the following proposed model:                     

                                                                                                                                                             (equation 4.3.3) 

                   𝑙𝑛(𝐴𝑅)  =  𝑎 + 𝑏1 𝑙𝑛(𝐺𝑁𝑃𝐵) + 𝑏2 𝑙𝑛(𝐶𝑊) + 𝑏3 𝑙𝑛(𝐵𝑃) + 𝑏4 𝑙𝑛(𝐾𝑃𝑅) + 𝜖 

                                                                                                                       Table 4.3.3A – Financial effect on AR (county) 

 

                                                                                                             Table 4.3.3B – Financial effect on AR (municipality) 

 

 

Both estimates are found statistically significant at a 99% confidence level, using the F value 

of the regression, and feature R square values of 0.71 and 0.05, for county and municipality 

respectively. However, from the individual t-testing, not all variables were shown to have a 

statistically significant (at least 95% confidence level) effect different from the trivial relation 

(b =0). 
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Model 4.3.4 - Urbanization 

The log-transformed multiple regression model was used to model the relationship 

between the “urbanization”-group variables and the hotel capacity, measured as available 

rooms (AR). Only relationships for county level were estimated through pooled OLS 

regression of the following proposed model:                     

 

                               𝑙𝑛(𝐴𝑅)  =  𝑎 + 𝑏1 𝑙𝑛(𝑃𝑈𝐴) + 𝑏2 𝑙𝑛(𝐺𝑁𝑃𝑝𝑐) + 𝜖                (equation 4.3.4) 

 

                                                                                                            Table 4.3.4 – Effect of urbanization on AR (county) 

 

 

Model 4.3.5 – Urbanization differenced 

The log-differenced multiple regression model was used to model the relationship 

between the “urbanization”-group variables and the hotel capacity, measured as available 

rooms (AR). Only relationships for county level were estimated through pooled OLS 

regression of the following proposed model:                     

                                          ∆𝐴𝑅t  =  𝑎 + 𝑏1∆𝑃𝑈𝐴t + 𝑏2∆𝐺𝑁𝑃𝑝𝑐,t + 𝜖                     (equation 4.3.5) 

 

                                                                                         Table 4.3.5 – Effect of differenced urbanization on AR (county) 

 

This estimate is not found statistically significant (at least 95% confidence level) and should 

be rejected. 
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Model 4.3.6 – Demand differenced 

Two iterations of the log-differenced multiple regression model were used to model 

the relationship between the “demand”-group variables and the hotel capacity, measured as 

available rooms (AR). Relations for both county and municipality levels were estimated 

through pooled OLS regression of the following proposed models:                                                                                 

                                                                                                                                (equation 4.3.6.1)   

                        ∆𝐴𝑅 =  𝑎 + 𝑏1∆𝐷𝑉 + 𝑏2∆𝐼𝑉 + 𝑏3∆𝐴𝑣𝑃 + 𝑏4∆𝑆𝐷 + 𝑏5∆𝑆𝐼 + 𝜖 

 

                                        ∆𝐴𝑅 =  𝑎 + 𝑏3∆𝐴𝑣𝑃 + 𝑏4∆𝑆𝐷 + 𝑏5∆𝑆𝐼 + 𝜖               (equation 4.3.6.2) 

 

Results presented in table 4.3.6 A and B are estimates of equation 4.3.6.1, and results 

presented in table 4.3.6 C and D are estimates of equation 4.3.6.2. 

 

                                                                                                      Table 4.3.6A – Differenced demand effect on AR (county) 

 

                                                                                           Table 4.3.6B – Differenced demand effect on AR (municipality) 
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                                                                                                    Table 4.3.6C – Differenced demand effect on AR (county) 

 

                                                                                          Table 4.3.6D – Differenced demand effect on AR (municipality) 

 

 

Out of the four estimates, only 4.3.6B was found statistically significant at a confidence level 

of at least 95%, with a confidence level of 99%. However, from the individual t-testing, not 

all variables were shown to have a statistically significant effect different from the trivial 

relation (b =0). The results for 4.3.6D are significant at 90%, but the other estimates are found 

insignificant and should be rejected. 
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Model 4.3.7 – Financial and Economic differenced 

The log-differenced multiple regression model was used to model the relationship 

between the “financial and economic”-group variables and the hotel capacity, measured as 

available rooms (AR). Only relationships for county level were estimated through pooled OLS 

regression of the following proposed model:                     

                                                                                                                                                                         (equation 4.3.7) 

∆𝐴𝑅 =  𝑎 + 𝑏1∆𝐺𝑁𝑃𝐵 + 𝑏2∆𝐶𝑊 + 𝑏3∆𝐵𝑃 + 𝑏4∆𝐾𝑃𝑅 + 𝜖 

 

                                                                                                Table 4.3.7A – Differenced financial effect on AR (county) 

 

                                                                                       Table 4.3.7B – Differenced financial effect on AR (municipality) 

 

 

Both estimates are found to not be statistically significant (at least 95% confidence level) and 

should be rejected. 
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Chapter 5: Discussion and Conclusion 

 The descriptive statistics of table 4.1.2 shows that the data exhibits a lot of variation in 

terms of standard deviations and range. Although computed from the pooled data for all 

municipalities and counties, the descriptive statistics table may still carry some implications of 

high dispersion for the individual time series data sets. This claim is supported by the time 

series graphs (figure 4.2.3 through 4.2.7), showing that most of the monthly data is 

characterized by high seasonality and volatility. The time series graphs also show that the 

yearly aggregates for the data tend to be much more stable, and better represent the overall 

trend and development of the data. From the tables 4.1.3 through 4.1.6 (as well as figures 

4.2.1 and 4.2.2), showing the paired correlations, an interesting observation is that the 

relations present in the monthly data is not only also present when looking at correlations of 

yearly data, but more prevalent in most cases. Thus, the yearly data carry the same relational 

data, with a lesser degree of uncertainty than that of the monthly data, and so the monthly data 

was left out of further studies, in favor of the yearly data. 

The regression model (model 4.3.1) explores the relation between RevPAR and its past 

values, and concludes at a 99% confidence level that a 10% increase in RevPARt-1 will cause 

the RevPARt to increase with 9.0% on county level and 8.6% on municipality level. It was 

expected that RevPAR for a following year, as tend to be true for time series data of economic 

variables, would be dependent on the value from the preceding year. From the autocorrelation 

tables 4.1.7 and 4.1.8 it was also expected that the relationship would be stronger on county 

level, but also that the relations should be fairly similar. The regression results are in line with 

these intuitions. 

The first main regression model (4.3.2) explores the relation between the “demand”-

group variables and hotel capacity, over two parts. In the first part (table 4.3.2 A and B), the 

relationship between visitors, both domestic and international, and hotel capacity is found to 

be statistically significant at a 99% confidence level. This is in line with Newell and 

Seabrook’s (2006) previous research on driving factors for hotel investment. However, it is 

likely that including measures for numbers of visitors in this regression model also introduces 

the issue of endogeneity. While the number of available hotel rooms certainly depends on the 

amount of hotel visitors, it is also quite possible that the number of visitors is affected by the 

number of hotel rooms. There is also, undoubtably, some information contained in the number 

of visitors that coincide with that of the number of flight passengers. Intuitively, this would be 
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especially true for international hotel visitors, who are most likely to have arrived in Norway 

by airplane. The amount of flight passengers, both domestic and international, will be closely 

linked to the average population as well. These claims are supported by the high correlation 

between the dependent variables presented in tables 4.1.5 and 4.1.6. This introduces a degree 

of collinearity to the model, which will further lower the validity of the part 1 results. Lastly, 

it is possible that the inflation of the slope coefficients variances, because of collinearity, is 

causing the coefficient for domestic flight passengers to appear as statistically insignificant. 

To minimize the effect of these issues, part 2 of the regression results (table 4.3.2 C and D) 

excludes the visitor-variables from the model. Thus, these findings are presented as more 

reliable. 

In part 2 of the demand model (4.3.2), all the coefficients were found to be statistically 

significant, for both county and municipality level. The sign of the effect from the average 

population and the flight passengers (municipality level only, for international flight 

passengers), are consistent with general understanding. If the population grows, naturally, the 

demand for accommodation services would also increase. Similarly, if the number of flight 

passengers increase the demand for accommodation is also expected to increase. In contrast, 

the sign for international flight passengers on county level is negative. This implies that as the 

number of international flights increase, the number of available hotel rooms decrease, which 

does not compile with general intuition. As the correlation table 4.1.5 and 4.1.6 shows, the 

correlation between population and flight data is much greater for county level, and so this 

discrepancy may be a result of the high collinearity in the model.  

 In the second main regression model (4.3.3) the relation between the “financial and 

economic”-group variables and hotel capacity is explored. While there are definitely some 

implications of causality, between the different financial and economic variables, computed 

correlations between them are still low. As previously mentioned, Norwegian economy is 

sensitive to developments in the price of oil, and the key policy rate is the central bank’s most 

important tool to help stabilize the price of currency and development in the Norwegian 

economy. However, these effects are not instant, and takes time to manifest. Therefore, these 

dependencies are not reflected in the descriptive statistics, and so, collinearity in the model is 

also expected to be low. The resulting estimates show a significant relationship between hotel 

capacity and GNPB, weighted currency, and key policy rate* (* 90% confidence level) for 

county level with a fairly high R square of 0.71. On municipality level, only GNPB and 

weighted currency was significant. Intuitively, the sign of key policy rate should be negative, 
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as that would imply that investments in hotel capacity would decline as the cost of capital 

increased. This may be in part a result of the correlation between the dependent variables. 

Both the coefficient and the values for KPR are very small, so collinearity inflation of 

variation could cause the KPR to falsely appear positive. 

 The third, and last main regression model (4.3.4) explores the relation between the 

“urbanization”-group variables and hotel capacity. As this model included people living in 

urban areas (PUA) as a variable, which was only available on county level and could not be 

copied down to municipalities, the model was only estimated for county level. As Luo and 

Lam (2017) suggested, these variables indicate the level of urbanization, and the model 

estimates shows a statistically significant effect on hotel capacity for both PUA and GNP per 

capita. The results show that a 10% increase in PUA and GNP per capita, causes an increase 

in hotel capacity by 3% and 14%, respectively. 

For all non-differenced regression cases, the R square value is higher for county level 

estimates than for municipality level. This may indicate more volatility, and hence more 

variance in the municipality data set. Looking at the correlation tables (4.1.3 through 4.1.6), 

the same remark can also be made for the pairs of correlations, as relationships are generally 

stronger for yearly county level data than for yearly municipality level data. This would also 

imply that yearly county level data carries the least uncertainty. As figure 4.2.8 through 4.2.13 

helps to show visually, the regional/county development overall has been much more stable 

than that of each municipality. 

 The regression estimates of the time differenced (4.3.5 to 4.3.7) models repeatedly 

yield statistically insignificant results. Except for the model showing the effect of municipality 

level market demand on hotel capacity, all the differenced estimates fail to reject the null 

hypothesis for a 95% confidence level. Although these estimates are significant at a 90% 

confidence level, the individual testing of the coefficients shows that there are, primarily, no 

non-trivial linear relationship between the dependent variable and the independent variables. 

As pointed out by Newell and Seabrook (2006), hotel investors were shown to place greater 

importance on location attributes that they can specifically identify themselves. Therefore, one 

could expect that they are able to react quicker to variables that are more tangible to them, like 

visitors and region population, as opposed to macroeconomic impacts. It also makes intuitive 

sense that the effects of changes in macroeconomic aspects (e.g. GNPB, CW, KPR) would be 

slower to manifests itself in society than the more immediate effects of changes in 

microeconomic aspects (e.g. RevPAR, number of visitors). Thus, some reasoning for the poor 
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statistical significance of these differenced estimates could be that the time-frame restriction is 

too limiting, in that it excludes too much information. While the regression estimates on level 

form accounts for long term effects, the differenced models have more emphasis on the 

implications of short-term change. And so, the regression estimates of the differenced models 

that rely on macroeconomic variables, have poor explanatory power. 

 

5.1 Limitations and Basis for Future Studies 

 This research has several limitations that deserve further investigations. The 

differenced approach to achieve time series stationarity was too limiting, causing too much 

information to get lost in the conversion, leading to poor statistical significance and 

explanatory power in the results. More advanced regression methods, like Feasible Least 

Squares and other iterations of GLS, should be able to account for the skewness of the data 

and provide more accurate results. Another interesting aspect of this assignment to explore 

further could be a more detailed case study of Stavanger, or larger regions like Vestlandet, 

where the oil industry is most essential. Lastly, while addressed in other ways, the present 

study makes no effort to explicitly express how the effect of the uncertainty and volatility of 

accommodation demand impacts capacity investments. 
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