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Summary 

This dissertation makes important contributions to the literature of non-market 
valuation methods. A vast bulk of the literature has focused on ensuring the 
validity and reliability of non-market valuation methods, but many challenges 
remain. Throughout the dissertation, I focus on three of these challenges: 1) 
addressing high multicollinearity in revealed preference data, 2) providing an 
answer to the scope insensitivity phenomenon, and 3) tackling misspecification 
when estimating revealed or stated preference data. I address these challenges 
in order to obtain both valid and reliable estimates of welfare change. More 
importantly, my dissertation shows that non-market valuation methods are 
themselves both valid and reliable. 
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1 Introduction 

Throughout this thesis, I estimate the economic value of environmental 
goods and services (hereafter referred to simply as environmental 
goods). Examples of environmental goods include recreational sites, 
clean water or natural resources. Examples of environmental services 
include carbon sequestration, recreation possibilities or biodiversity 
conservation. The availability of these goods affects the well-being of 
the individuals who depend on and use them. Hence changes in their 
associated quality or quantity will impact individual welfare.  

The common framework for the above-mentioned concepts of 
economic value, welfare and well-being is utilitarian economic theory. 
In his seminal work published in “The Wealth of Nations”, Adam Smith 
(1776) recognized the duality of the concept of value as both referring to 
the intrinsic value of a good and its market price. In utility theory, the 
intrinsic value of a good for an individual is the total utility or welfare 
derived from it. Hence, total utility (i.e., value of a good) is the sum of 
the good’s market price and its excess value, referred to as “relative 
utility” by Dupuit (1844), or more commonly known as “consumer 
surplus” (Marshall, 1920). Hence, the market price of a good is not the 
true measure of its value, but it is rather a lower-bound estimate (Dupuit, 
1844). The true measure of the value of a good is the maximum price an 
individual would agree to pay given a budget constraint (Dupuit, 1844; 
Vatin et al., 2016).  

In many cases, however, there are no readily available prices nor 
estimates of the lower-bound values of environmental goods. For some 
environmental goods, prices in the market economy are absent as these 
goods are not transacted in the same manner as market goods. The reason 
for this is the public and common good nature of environmental goods, 
which relate to absence of property rights.  

Policy makers need to allocate limited resources in the most efficient 
manner for society. Many policy decisions involve changing the quantity 
or quality of environmental or market goods available to society. 
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However, the two cannot be fairly compared if the price for 
environmental goods is absent, thus increasing uncertainty for policy 
making, and ultimately an inefficient allocation of resources compared 
with the socially optimal one (Bradshaw and Borchers, 2000; Knights et 
al., 2014). Therefore, providing estimates of the change in value 
following a change in environmental good provision may improve policy 
making.  

While obtaining these estimates may be useful for policy makers, 
these should be both valid and reliable. Ensuring the validity of estimates 
means these should be unbiased, while ensuring the reliability means 
minimizing the variation of the estimates, i.e., improving precision. 
Relevant methods for estimating value change are generally known as 
non-market valuation methods. The literature on these methods focuses 
to a great extent on ensuring the validity and reliability of value change 
estimates. Several authors show that failing to account for various factors 
related to individual preferences may result in invalid or unreliable value 
estimates (e.g., Lew and Wallmo, 2017; Li et al., 2015). Therefore, a 
fundamental question is as follows: How can we ensure that 
environmental value estimates are valid and reliable? 

The overarching goal of this dissertation is to contribute to our 
understanding of the validity and reliability of non-market valuation 
methods. In particular, I address three methodological challenges that 
have complicated the validity and reliability of non-market valuation 
methods: 1) addressing high multicollinearity in revealed preference 
data; 2) providing an answer to the scope insensitivity phenomenon, and 
3) avoiding misspecification when separately estimating revealed 
preference (RP) or stated preference (SP) data. I address these challenges 
in the following essays:  

 Essay 1: “Estimating the economic benefits of coastal quality 
change: An Application to Beach Recreation in Norway” 

 Essay 2: “Diagnosing Insensitivity to Scope in Contingent 
Valuation” 
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 Essay 3: “Estimating the Ex-ante Recreational Loss of an Oil 
Spill using Revealed Preference Site Selection and Multinomial 
Stated Preference Data” 

Essay 1 improves reliability of RP methods by ensuring proper 
identification of welfare estimates using simulation prior to estimation. 
Essay 2 investigates validity in SP methods, by showing that failure to 
pass a scope test does not imply invalidity of SP methods. Finally, Essay 
3 addresses validity of both SP and RP methods by illustrating the 
validity gains of combining different data sources.  

The remainder of this chapter is structured as follows. Section 2 
summarizes the conceptual framework for non-market valuation. Section 
3 presents the methodological problem and then situates the three essays 
within the current debate on the validity and reliability of non-market 
valuation methods. Section 4 summarizes the policy problem and this 
dissertation’s policy contributions. Section 5 concludes. 
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2 Conceptual Framework 

The ultimate goal of the non-market valuation researcher is to estimate 
the change in welfare associated with an increase or decrease in quantity 
or quality of environmental goods. Welfare estimates can be expressed 
in terms of willingness to pay (WTP) or willingness to accept (WTA). 
The following discussion uses the WTP concept, but the implications can 
be extended to the WTA measure.  

The researcher can obtain welfare estimates by observing people’s 
choices in markets or surveys to understand their preferences (Champ et 
al., 2003, p. 2). By observing the choices people make when deciding 
amongst market and non-market goods, the researcher can analyze the 
implicit trade-offs and estimate WTP (Bishop and Boyle, 2019).  

Microeconomic consumer theory provides the foundation for 
studying individual choices and preferences. Assume that an individual 
has preferences towards a bundle of market goods, denoted by ࢄ, and a 
bundle of non-market goods, denoted by ࡽ. Hence, I can represent the 
individual’s utility function as dependent on the individual’s endowment 
of market and non-market goods:  ܷ =  (1)       .(ࡽ,ࢄ)ܷ

Utility is assumed to increase in the quantity or quality of the market 
and non-market goods, that is ௑ܷ > 0 and ܷொ > 0, respectively. This 
utility function exists so long as the preference relation between market 
and non-market goods is continuous (Mas-Colell et al., 1995). 
Continuity does not hold if, for example, the good became a bad at some 
threshold level. 
Let ܷ଴ represent an initial level of utility. An indifference curve 
represents all possible combinations of ࢄ and ࡽ that yield the same 
utility level (ܷ଴) for the individual. Figure 1 illustrates the indifference 
curve that yields utility ܷ଴ and an initial endowment level (ࢄ଴,ࡽ଴).  
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Figure 1 – Indifference Curve for the individual 

An individual would be indifferent to being at the initial endowment 
level (ࢄ଴,ࡽ଴) or any other point along the line ܷ଴. This means that the 
individual would be willing to trade-off some of his/her endowment of 
market goods to obtain a slightly higher quantity of the non-market 
goods. Such a movement would be a move along the indifference curve 
to the right. The amount of market goods that the individual would be 
willing to give up to obtain a marginal increase in the quantity of non-
market goods is defined in microeconomics as the marginal rate of 
substitution (MRS), in this case ࡽ,ࢄܴܵܯ (Mas-Colell et al., 1995).  

Assume that the bundle of market goods, denoted by ࢄ, is a 
numeraire market good expressed in money terms. If so, the MRS is 
interpreted as the money amount an individual would be willing to give 
up to obtain a marginal increase in the quantity of the non-market good. 
This is the marginal WTP, that is, the measure of welfare change I want 
to estimate. 

Even though the individual would be willing to trade-off the market 
and non-market good, (s)he is not able to decide how much to consume 
of the non-market good. The public agent (e.g., State) determines the 
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supply of non-market goods, due to their nature as public goods (Champ 
et al., 2003, p. 28).  
Let us assume that the endowment of the non-market good is 
exogenously increased from ࡽ଴ to ࡽଵ. Because ܷࡽ > 0 and the initial 
endowment of market goods remains unchanged at ࢄ଴, the individual’s 
utility will increase to ଵܷ, hence the current situation is now on a 
different indifference curve. In Figure 2, I illustrate how the individual’s 
situation changes from the initial endowment (ܺ଴,ࡽ଴) to the final 
endowment (ܺ଴,ࡽଵ), which is a point on a higher indifference curve.  

 
Figure 2 – Increase in exogenous supply of non-market good 

One can analyse along the initial indifference curve ܷ଴ to find the 
amount of money the individual would be willing to pay that would put 
him/her back at the initial utility level. Because the numeraire market 
good is expressed in money terms, the distance ܺ଴ − ܺଵ is interpreted as 
the maximum amount of money the individual would be willing to pay 
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to obtain this quantity of nonmarket good, i.e. his/her WTP. The 
corresponding welfare measure is compensating surplus.1 

Given the utility function in (1), the researcher formalizes the 
willingness to pay with the following expression: ܷ(ܺ଴,ܳ଴) = ܷ(ܺ଴ −ܹܶܲ,ܳଵ).     (2) 

Hence, to obtain the WTP for a higher quantity or quality of non-
market goods, such as environmental goods, the researcher needs to 
model a utility function that depends both on the quantity of non-market 
good and the composite money good.  
 

 

 
1 If one would compare two points at the final utility level, the corresponding welfare 
measure would be equivalent surplus. The corresponding expression in Equation 2 
would be ܷ(ܺ଴, ଵܳ) = ܷ(ܺ଴ + ܹܶܲ,ܳ଴). 
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3 Methodological Problems & 
Contributions 

This dissertation makes important contributions to the literature of 
validity and reliability of non-market valuation methods. In this Section, 
I introduce the two concepts of validity and reliability, and explain how 
these have been addressed in the non-market valuation literature. I then 
summarize the contributions of this dissertation in light of the 
methodological problems.  

3.1 Methodological Problems 
Non-market valuation methods include two types: revealed and stated 
preference methods. Revealed preference (RP) methods use primary or 
secondary market data to analyze how observed choices reveal the 
individuals’ implicit preferences towards changes in environmental 
quality or quantity (Freeman et al., 2014). Stated preference (SP) 
methods involve asking individuals in carefully constructed and 
hypothetical scenarios about their willingness to trade-off money for 
environmental goods (Freeman et al., 2014). In my dissertation, Essay 1 
applies RP methods, Essay 2 applies SP methods, and Essay 3 combines 
both methods. 

Let ݆ denote an application of non-market valuation methods 
characterized by one sample drawn from the population of interest and a 
set of procedures. In application ݆ the researcher obtains an estimate of 
WTP, denoted by ܹܶ ௝ܲ. However, ܹܶ ௝ܲ is not the same concept as the 
true, albeit latent ܹܶܲ as described in the conceptual framework 
(Equation 2). Bishop and Boyle (2019) formalized the relationship 
between the WTP estimate (ܹܶ ௝ܲ) and true WTP as: ܹܶ ௝ܲ = ܹܶܲ + ௝݁,      (3) 
wherein ௝݁ is an error term. While it is unrealistic to expect that ௝݁ = 0, 
in which case the WTP estimate would be equal to the true WTP, it is 
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essential that ܧ( ௝݁) = 0. That is, if the study was replicated an infinite 
number of times, the expected value of WTP estimates should be the 
same as the true value. If so, ܹܶ ௝ܲ is an unbiased, that is, valid estimate 
of ܹܶܲ. Ensuring the validity of the WTP estimates is the primary 
concern of the researcher by selecting the most appropriate methods, 
assumptions and procedures when conducting a study.  

Individual applications of non-market valuation methods can be 
assessed to ensure the resulting WTP is valid. Since researchers cannot 
observe true WTP, there is no measure with which to compare ܹܶ ௝ܲ in 
order to ensure validity (Hoyos and Mariel, 2010). Instead, to assess a 
study’s validity, one can consider three criteria: construct, content and 
criterion validity (Bishop and Boyle, 2019). Content validity testing 
implies making sure the procedures followed in the study comply with 
best practices. Construct validity testing involves understanding whether 
results conform to expectations from theory. Criterion validity testing 
implies comparing the WTP estimates obtained using different methods, 
especially if one method is accepted as having a higher level of validity.  

Various authors have contributed towards ensuring the validity of 
non-market valuation methods. Many factors may lead to biased WTP 
estimates in RP studies, for example choice set misspecification (Li et 
al., 2015), assuming independence across choice occasions (English, 
2010), not accounting for multiple purpose trips (Bin et al., 2007), the 
naïve inclusion of endogenous variables such as congestion (Bujosa et 
al., 2015; Bujosa, 2010; Hindsley et al., 2007), not allowing for 
substitution across activities (Cutter et al., 2007), or measurement error 
in the opportunity cost of leisure time (Czajkowski et al., 2019). In SP 
studies, past research has focused on obtaining unbiased WTP estimates 
when, for example, facing attribute non-attendance (Colombo et al., 
2013), defining the available choice sets as perceived by respondents 
(DeShazo et al., 2009), investigating income effects (e.g., Jacobsen and 
Hanley, 2009), or solving the disparity between WTP and WTA 
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measures (e.g., Tunçel and Hammitt, 2014). However, many threats to 
validity remain unresolved. 

A second concern of the researcher is to ensure reliability of WTP 
estimates. Reliability concerns minimizing the variation of the error term 
rather than its bias. In other words, to obtain a reliable measure of WTP, 
the researcher should minimize the standard error of its estimate. While 
some of the dispersion of the standard deviation arises due to the natural 
variation within the sample, the researcher can minimize the standard 
deviation by choosing the appropriate methods, assumptions and 
procedures.  

Bishop and Boyle (2019) argue that assessing a study’s reliability 
involves inferring how all of the study’s steps influence the magnitude 
of the error term, including all econometric assumptions. They suggest 
replicating the study and comparing ܹܶ ௝ܲ and ܹܶ ௝ܲାଵ, wherein ݆ + 1 
refers to the replication study.  

One can replicate a study by surveying either the same individuals 
or a random sample drawn from the same population (Rakotonarivo et 
al., 2016). Tests of reliability have focused mainly on testing the 
temporal stability of preferences by administering the same study at two 
or more points in time. Studies focusing on temporal stability of 
preferences include Lew and Wallmo (2017) and Schaafsma et al. (2014) 
for SP data, and Mkwara et al. (2015) and Parsons and Stefanova (2009) 
for RP data. Reliability may also be tested by assessing the effect (if any) 
of slightly different survey designs (Rakotonarivo et al., 2016).  

In conclusion, researchers strive to ensure their WTP estimates are 
valid and reliable by choosing the most appropriate methods, procedures 
and assumptions in each context. To this end, many guidelines and 
examples of the best practices are available for RP and SP methods. 
Examples of recent state-of-the-art applications include English et al. 
(2018) for RP methods and Bishop et al. (2017) for SP methods. The 
NOAA panel developed a series of guidelines regarding the application 
of SP methods (Arrow et al., 1993), recently revised by Johnston et al. 
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(2017), that most studies take into account. Regarding RP methods, 
however, no such detailed guidelines exist.  

3.2 Methodological Contributions 
This dissertation specifically tackles three challenges associated with RP 
and SP data: 1) ensuring reliability when using RP data and facing 
multicollinearity; 2) ensuring validity when using SP data due to 
insensitivity to scope; 3) ensuring validity by combining RP and SP 
methods. This dissertation makes important contributions to the 
literature on non-market valuation methods by addressing both their 
reliability and validity.  

Essay 1 focuses on the reliability of RP methods. While it is 
typically tested by replicating studies, the underlying cause of a study’s 
unreliability may be the data itself. In that case, infinite replications of 
the same study will not improve its reliability. Instead, the nature of the 
data may already hint at whether resulting WTP estimates are reliable or 
not, namely, if high multicollinearity is present in the data. 
Multicollinearity refers to the case of “high (but not perfect) correlation 
between two or more independent variables” (Wooldridge, 2016). If high 
multicollinearity is present in the data, the WTP estimate may have such 
a large standard deviation that the corresponding confidence interval is 
too broad, resulting in a statistically insignificant, hence unreliable WTP 
estimate.  

The phenomenon of multicollinearity is common when handling RP 
or observed data (Adamowicz et al., 1994; Ben-Akiva et al., 2002; 
Earnhart, 2002; Whitehead et al., 2012, p. 2), especially if the 
environmental goods available are rather homogenous. For example, two 
recreational sites may not differ sufficiently in terms of their observable 
characteristics if they are physically close to each other. An additional 
challenge is the potential lack of variation in the RP data, due to all 
alternatives being too similar. Given these disadvantages, one would 
consider discarding RP data altogether. However, RP data does have its 
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advantages: these represent observed past, rather than stated choices. In 
Essay 1, I use RP data and show that my data does indeed suffer from 
lack of variation and high multicollinearity, which complicates the 
proper identification of the parameters needed to estimate WTP.  

Two strategies have been proposed to solve the problem of 
identification in RP data: combine RP with SP data to break the 
multicollinearity (von Haefen and Phaneuf, 2008), or ensure proper 
identification by using Murdock (2006)’s two-stage strategy. However, 
I do not have access to SP data on the attributes of interest, nor enough 
alternatives to apply Murdock (2006)’s strategy. Instead, I propose using 
simulation to tackle identification prior to estimation. I do this in three 
steps: 1) define possible population parameters and error term 
assumptions; 2) given step 1, find the alternative that yields the highest 
utility (i.e., the choice); and 3) predict the choice given the data. The 
parameters retrieved in step 3 should be the same as those defined in step 
1. I thus choose a functional form for the utility function (Equation 1) 
that reduces the multicollinearity in the data by avoiding highly 
correlated explanatory variables. I then estimate ܹܶ ௝ܲ for these 
environmental quality variables. The proposed solution to the 
identification problem expands the toolkit of practitioners that wish to 
explain observed choices among similar goods with few alternatives 
(less than 30).  

The remaining two Essays (Essays 2 and 3) focus on validity. While 
RP methods are generally considered to yield valid estimates of WTP, 
many researchers have questioned the validity of SP methods (e.g., 
Diamond and Hausman, 1994). More recently, Hausman (2012) and 
McFadden and Train (2017) argue that the contingent valuation method 
(one of the SP methods) provides flawed measures of WTP. If the 
contingent valuation method does have a persistent error outside of the 
researcher’s control, as they argue, then ܧ( ௝݁) ≠ 0 and the method 
should be discarded. I show in Essay 2, however, that one of the 
arguments used by Hausman (2012) and McFadden and Train (2017), 
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that is scope insensitivity, is not a method-specific error and can be 
accounted for by the researcher.  

The existence of a method-specific error hinges on the premise that 
SP methods occasionally fail construct validity tests. Specifically, one 
can test for construct validity by ascertaining whether results conform to 
expectations from economic theory. For example, one would expect that 
an individual should always prefer a higher quantity of an environmental 
good over a smaller quantity. This should translate into higher WTP 
estimates for larger sizes of ܳ. Such a property is known in the non-
market valuation literature as scope sensitivity. However, when applying 
the contingent valuation method, this property does not always hold. For 
example, Boyle et al. (1994) found that survey respondents were 
indifferent between the prevention of 2000, 20,000 or 200,000 bird 
deaths. In Essay 2, I am confronted with the same artifact in the baseline 
analysis, as the ܹܶ ொܲబ is not statistically different from ܹܶ ொܲభ, where ܳଵ > ܳ଴.  

However, many explanations that also conform to economic theory 
have been proposed to explain this phenomenon. These include 
diminishing marginal utility (Rollins and Lyke, 1998) and poor survey 
design (Carson and Mitchell, 1995). Given the plenitude of explanations 
put forth in previous research, several authors have called for a thorough 
review of the various explanations that may confound scope (Carson and 
Mitchell, 1995; Desvousges et al., 2012; Heberlein et al., 2005; 
Whitehead et al., 1998; Whitehead, 2016). 

Essay 2 answers this need for a review by focusing on the scope 
issue: what are the various reasons previously identified in the literature 
that may lead to scope insensitivity? How does each of these reasons 
affect scope findings in an empirical example? In Essay 2, I first identify 
13 different reasons proposed in the last 40 years as to why insensitivity 
to scope occurs. I then use data to analyze how controlling for these 
reasons affects my findings. I find four reasons out of the thirteen that 
lead to more plausible scope in my empirical application. I conclude that 
scope insensitivity is not a sufficient reason for deeming a study nor a 
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method invalid, as there are multiple explanations for false negatives. 
Essay 2 has implications beyond environmental valuation, as scope 
insensitivity is an artifact that occurs in other fields such as marketing or 
health economics that also use SP methods. I propose that practitioners 
perform their scope diagnostics when facing scope insensitivity, using 
the review as a helping guide.  

The validity of non-market valuation methods may also be assessed 
using criterion validity tests. These involve comparing WTP estimates 
using different methods, for example, using RP (Essay 1) and SP (Essay 
2). Since SP methods imply the construction of hypothetical markets 
wherein respondents state their preferences, it is useful to compare these 
with observed (RP) outcomes.  

However, it is often the case that RP and SP methods do not yield 
the same WTP. Moreover, using either RP or SP data may not allow the 
researcher to fully capture the value of environmental damage. Instead 
of using the two datasets separately, some authors suggest combining 
them (Whitehead et al., 2008). The data are complementary: SP data are 
hypothetical, while RP is based on observed choices; RP data suffers 
from lack of variation and high multicollinearity in attribute data, while 
SP data can be experimentally varied in the survey. The combination of 
the RP and SP data generally results in a better fit for the models.  

Nonetheless, the researcher should pay attention to whether the data 
should be combined in the first place. If RP and SP data elicit distinct 
preferences, then the data may not be combined. Even if RP and SP data 
come from the same underlying preferences, the researcher should still 
account for the possibility of scale parameters differing across datasets, 
namely if SP scenarios are less familiar to respondents and their stated 
choices are more random (Huang et al., 1997). 

In Essay 3, I combine actual (RP) and hypothetical (SP) data to 
estimate the WTP given a change in environmental quality ܳ. I face a 
scenario where there is a simultaneous drop in environmental quality and 
the number of available alternatives for the consumer (i.e., reduction in 
the choice set). Capturing a reduction in quality is possible by using SP 
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data, while the loss associated with a reduced choice set is possible by 
using RP data. I argue that jointly estimating RP and SP data has 
important validity gains. Estimating RP or SP models separately leads to 
misspecification since not all relevant parameters can be identified. 
Moreover, combining RP and SP data has several advantages in terms of 
welfare analysis: using only RP data leads to low welfare losses, while 
using only SP data leads to high welfare losses.  

Moreover, past combinations of RP and SP data have oversimplified 
the hypothetical scenarios when eliciting stated choices. In the surveys, 
respondents are given the options of visiting one or more recreational 
sites within the same study area (e.g. Truong et al., 2018); opting-out i.e., 
“staying at home” (Yi and Herriges, 2017); or postponing the trip 
(Parsons and Stefanova, 2011). In reality, other options may exist, such 
as going to a different recreational site or engaging in different 
recreational activities. Omitting available options when modeling 
choices can result in biased measures of welfare (Stafford, 2018). I allow 
for more flexible patterns of substitution by presenting an alternative 
formulation of the hypothetical scenario.  

To sum up, in Essay 3, I make two significant contributions to the 
state-of-the-art of RP and SP data combinations. I first illustrate why it 
is important to combine RP and SP to jointly simulate a reduction in 
environmental quality and reduction of the choice set, as well as why 
using a single data source leads to biased estimates of welfare loss. 
Secondly, I propose a formulation of a hypothetical scenario that allows 
for broader patterns of substitution.   
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4 Policy Problem & Contributions 

Quantifying the value of changes in the provision of environmental 
goods is especially relevant when considering public policies. A relevant 
example is the case of oil drilling in Northern Norway. While the benefits 
of allowing for oil drilling can be inferred by looking at the value added 
to the oil industry in national accounts, the costs due to loss of welfare 
for the Norwegian population are less tangible. Losses may arise due to, 
for example, changes in welfare from knowing pristine ecosystems are 
damaged.  

Changes in environmental quality or quantity imply both use and 
non-use value changes for the economic agents affected. Use values 
suggest some direct or indirect human interaction with the environment 
(Barbier et al., 2011), and non-use values (also known as existence or 
passive-use values) refer to cases in which people assign value to an 
environmental good despite not using it directly or indirectly. 
Motivations for non-use values include the “mere existence” of an 
environmental good (Krutilla, 1967), bequest, altruistic reasons or 
maintaining a future use-option (Millennium Ecosystem Assessment, 
2005). RP methods are tailored to estimate use value estimates, while SP 
methods can estimate changes in both use and non-use values (Eom and 
Larson, 2006; Perman et al., 2003).  

All three essays estimate the value of coastal environmental goods 
in Norway. In Essays 1 and 3, the environmental good in question is 
beach recreation, while Essay 2 focuses on ocean conservation (i.e., 
preventing an oil spill accident). Essays 1 and 3 estimate changes in use 
values, while Essay 2 focuses on changes in both use and non-use values. 
Two study areas are considered: the Lofoten archipelago in Northern 
Norway (Essay 2) and the Jæren coast in Southwestern Norway (Essays 
1 and 3). Both study areas are illustrated in Figure 3. 

.  
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Figure 3 – Map illustrating the two study areas considered in the dissertation 
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Each of the three essays contributes to coastal policy in distinct 
ways. The estimated WTP pertains to changes in beach quality in Essay 
1 and the lost value due to an oil spill accident in Essays 2 and 3. The 
aggregate values estimated in each paper are summarized in Table 1.  
Table 1 – Overview of Policy Contributions (Aggregate Value Changes) 

 Type 
of Data 

Environmental 
good 

Policy Focus Population 
affected 

Aggregate 
Value 

estimates 

Essay 
1 

RP 
Beach 

recreation 

Recreational 
gains due to 

beach facility 
improvements 

Rogaland 
(county) 
residents 

+38.6 
million 
NOK 

 
Recreational 
losses due to 
dune erosion 

-98.9 
million 
NOK 

Recreational 
gains due to bus 
route creation 

+30.9 
million 
NOK 

Essay 
2 

SP 
Oil Spill 

Prevention 
Total value loss 
due to oil spill 

Norwegian 
population 

-2.6 billion 
NOK 

(Small) 
-4.5 billion 

NOK 
(Very 
Large) 

Essay 
3 

RP&SP 
Beach 

recreation 

Recreational 
losses due to oil 

spill 

Rogaland 
(county) 
residents 

-368 
million 
NOK 

(Small) 
-718 

million 
NOK 
(Very 
Large) 

 
Essay 1 estimates the WTP for changes in beach quality. Three 

beach quality scenarios are considered: improvement in beach facilities 
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(parking and toilet facilities), loss of dunes due to erosion, and the 
creation of a bus route. I find that the loss of dunes generates a welfare 
loss of 13.6 Norwegian kroner per visit and group, while the creation of 
a bus route increases recreational welfare by 4.3 Norwegian kroner per 
visit and group. These estimates of recreational benefits may be useful 
for policy makers to assess whether beach quality improvements should 
be implemented by comparing its costs and benefits. In Essay 1, I 
illustrate that improving beach facilities generates 38.6 million 
Norwegian kroner in recreational benefits, which exceeds by seven the 
estimated investment costs of 5 million kroner. In the case of the erosion 
of dunes, aggregate recreational losses are in the order of 98.9 million 
Norwegian kroner. Finally, the recreational gains regarding the creation 
of a bus route are estimated to be 30.9 million Norwegian kroner.  

The remaining two essays focus on the welfare loss due to an oil 
spill accident. If an oil spill were to occur, Norwegian society would 
incur substantial losses in both use and non-use values. If the magnitude 
of the costs due to a specific oil spill is known before the accident, 
policymakers may assess the cost-effectiveness of implementing 
preventive measures to avoid the oil spill and associated welfare losses.  

Essay 3 focuses on the use losses (recreational impact) of an oil spill 
in the Jæren coast. Heavier ship traffic along the Jæren coast in Norway 
increases the risk of a ship grounding and, consequently, an oil spill 
occurring in the area. While no oil spill accident was recorded in the 
Jæren coast, since 2011, the Norwegian Maritime Authority has recorded 
a total of 132 cargo ship accidents in the jurisdiction of the county. I find 
a welfare loss of 123 Norwegian kroner per visit solely attributed to 
recreational (use) value losses. I estimate WTP to avoid three other oil 
spill scenarios: 188, 262 and 289 Norwegian kroner to prevent a medium, 
large and very large oil spill. This corresponds to aggregate recreational 
losses in the order of 368 million NOK in the case of a small oil spill, 
which would increase to 718 million NOK in case of a very large oil 
spill.  
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In Essay 2, I estimate the total loss due to an oil spill (i.e., both use 
and non-use value losses). Opening the area near the Lofoten islands for 
oil exploration is being considered by the Norwegian government. The 
area should only be open for oil exploration if the societal benefits 
exceed the costs. An increase in oil production will likely lead to an 
increase in ship traffic, thus increasing the risk of an oil spill. If an oil 
spill were to occur, the welfare for the Norwegian population would 
decrease, mainly due to losses in non-use value. I estimate the WTP to 
implement oil spill preventive measures in the Lofoten islands per 
Norwegian household. The estimated annual household WTPs are NOK 
1,086, 1,418, 1,639, and 1,869 to prevent a small, medium, large, and 
very large oil spills, respectively. When considering 2.4 million 
Norwegian households, this amounts to an aggregate welfare loss 
ranging from 2.6 billion in the case of a small oil spill to 4.5 billion 
Norwegian kroner due to a very large oil spill.  

The value estimates in question when changing environmental 
quality are relatively large, in the order of million or billion Norwegian 
kroner. This dissertation shows that not only do individuals have 
preferences towards the provision of environmental goods, but their 
economic value is also substantial.  
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5 Conclusions 

This dissertation makes important contributions to the literature of non-
market valuation methods. A vast bulk of the literature has focused on 
ensuring the validity and reliability of non-market valuation methods, 
but many challenges remain. Throughout the dissertation, I address three 
important challenges related to the validity and reliability of these 
methods. There are as follows: 1) addressing high multicollinearity in 
RP data, 2) providing an answer to the scope insensitivity phenomenon 
in SP data, and 3) tackling misspecification when estimating revealed or 
preference data. Table 2 summarizes the three essays included in this 
dissertation.  
 
Table 2 – Overview of the Three Essays in Dissertation 

 Type of 
Data 

Methodological 
Focus 

Authorship Status 

Essay 1 RP Reliability Lopes & 
Mariel 

In review (Coastal 
Management) 

Essay 2 SP Validity Lopes & 
Kipperberg 

Accepted for 
publication 

(Environmental and 
Resource Economics) 

Essay 3 RP&SP Validity Lopes & 
Whitehead 

Manuscript 

 
In my dissertation, I show how to tackle these challenges in order to 

obtain both valid and reliable estimates of welfare change. More 
importantly, my dissertation shows that non-market valuation methods 
are themselves both valid and reliable. Nonetheless, practitioners should 
not overlook the challenges associated with the application of these 
methods. While this dissertation makes important contributions towards 
the validity of SP and RP methods and reliability of RP methods, many 
important challenges remain. 



Chapter 1  Conclusions 

22 
 

From a policy standpoint, I show how substantial the value of 
environmental goods is for Norwegian society. Changes in the quality or 
quantity of environmental goods may impact social welfare in the order 
of millions or billions of Norwegian kroner. To avoid any losses in 
welfare from materializing, policymakers should recognize the value of 
existing environmental goods and promote their preservation.  
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Abstract: Coastal managers are continuously considering improving the 
quality of coastal sites. To identify the quality change scenario that yields 
the highest economic welfare, it is useful to know the implicit value of 
the site attributes and thus determine the policy change that yields the 
most benefits. However, multicollinearity and lack of variation of site 
attributes complicate the task of estimating the implicit value of site 
attributes. To this end, we first develop an identification strategy relying 
on simulation and then apply the discrete choice model to explain 
recreational beach site choice. To the best of our knowledge, this is the 
first paper that tackles identification using RP data alone when few 
alternatives are available. We uncover preference heterogeneity by 
relying on observable group characteristics, namely group size and 
number of children. We illustrate the policy-relevance of our approach 
by provide welfare estimates for three scenarios currently being 
considered by Norwegian beach managers.  
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1 Introduction 

Managers of recreational sites are responsible for improving the sites 
over which they have jurisdiction towards enhancing visitors’ 
experiences. To this end, they should consider increasing the quality of 
these sites if the benefits of their improvement exceed the costs of 
implementing those changes. Consider the example of introducing a new 
bus route connecting major nearby cities to coastal recreational sites. 
While the costs of setting up such a bus route are retrieved from existing 
market prices (e.g., labor and gas costs), the recreational benefits of a 
new bus route are less evident. This is due to the public good nature of 
recreational sites, being non-excludable and non-rival. For recreational 
sites, no market prices exist and information predicting how visitation 
changes given policy scenarios is scarce, requiring economists to rely on 
non-market valuation methods to estimate benefits and costs. 

The use of the travel cost method (TCM) applied to recreation is an 
example of a non-market valuation method. The TCM is a revealed 
preference method wherein the price to recreate at a site is the travel cost 
incurred to reach that site (Parsons, 2017). The analysis of recreational 
choices has both a participation and a site selection component. Our 
strategy is to apply the discrete choice model to understand recreational 
site choices. Analyzing site selection rather than participation frequency 
has some advantages: it allows for substitution across sites, we estimate 
the implicit prices of site attributes in a more straightforward manner, 
and we can account for preference heterogeneity (Parsons, 2017; 
Phaneuf and Requate, 2017).1  

However, a challenge arises when operationalizing a discrete choice 
model of site choice. That is, if lack of variation and multicollinearity are 
present in the data, proper identification of the parameters of interest is 

 
1 A third analytical framework to analyze both participation and site selection of 
recreational activities is the use of corner solutions, or Kuhn-Tucker models. For a 
review of these models, see Phaneuf and Requate (2017). 
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challenging. That is the case of our data. The phenomenon of 
multicollinearity is common when handling RP or observed data 
(Adamowicz et al., 1994; Ben-Akiva et al., 2002; Earnhart, 2002), 
especially if the environmental goods available are rather homogenous. 
An additional challenge is the potential lack of variation in the RP data, 
due to recreational alternatives being too similar.  

Two strategies have been proposed to solve the problem of 
identification in RP data: either combining RP with SP data to break the 
multicollinearity (von Haefen and Phaneuf, 2008), or ensuring proper 
identification by using Murdock (2006)’s two-stage strategy. However, 
nor do we have access to SP data, nor enough alternatives to apply 
Murdock (2006)’s strategy. Instead, we propose using simulation to 
tackle identification prior to estimation. We do this in three steps: 1) 
define possible population parameters and error term assumptions; 2) 
given step 1, find the alternative that yields the highest utility (i.e., the 
choice); and 3) predict the choice given the data. The parameters 
retrieved in step 3 should be the same as those defined in step 1. We thus 
select a functional form for the utility function that reduces the 
multicollinearity in the data by avoiding highly correlated explanatory 
variables. To the best of our knowledge, this is the first paper that tackles 
identification using RP data alone when few alternatives are available. 
The proposed solution to the identification problem expands the toolkit 
of practitioners that wish to explain observed choices among similar 
goods.  

Accounting for preference heterogeneity is also relevant in the 
context of recreational choices. However, we find that multicollinearity 
and lack of variation do not allow the identification of the additional 
parameters needed to account for unobserved preference heterogeneity. 
Instead, we opt for controlling for observable characteristics through the 
introduction of interaction effects in the model.  

Our case study pertains to the Jæren beaches in Norway. The Jæren 
beaches are located on the west-southern coast of Norway and are some 
of the most visited natural attractions in the country with at least 600.000 
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visitors per year (Sveen, 2018). The vast majority of these visits are day 
trips, making beach recreation in Jæren a pertinent case for the 
application of the TCM.  

Coastal managers in Norway aim at increasing the quality of these 
beaches by for example improving facilities or maintaining their natural 
attributes. Some changes in beach quality have recently been concluded 
(e.g., improvement in the parking facilities in Bore beach); some are 
scheduled soon (e.g., improvement of parking facilities in Brusand 
beach); others remain under consideration (e.g., new bus route 
connecting Jæren to urban centers). Not only do we estimate the 
recreational benefits of these quality changes, but we also illustrate how 
welfare estimates can be used in a benefit-cost analysis. 

Around ten studies have previously applied the travel cost method 
in Norway (Kipperberg et al., 2019; Navrud, 2001). However, none of 
these studies focus on site selection (Kipperberg et al., 2019; Navrud, 
2001). To the best of our knowledge, this is the first study to apply a site 
choice model to recreational choices in Norway. In the realm of beach 
recreation, there are only two surveys conducted in Europe that analyze 
site choice: Mallorca in Spain (e.g., Bujosa et al., 2015), and West 
Brittany in France (LePlat et al., 2018), with our study being the third.  

The remainder of this paper is structured as follows. Section 2 
describes the theoretical framework and identification strategy. Section 
3 describes the survey design process and data. Section 4 presents the 
results. Section 5 presents welfare change measures from three scenarios 
and a benefit-cost analysis of one welfare change scenario. Section 6 
concludes. 
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2 Methods 

Discrete choice modeling is a useful tool to analyze revealed preference 
(RP) data (e.g., English et al., 2018). RP surveys can elicit individuals’ 
choices, resulting in a series of discrete outcomes. The Random Utility 
Model (RUM) is one possible model to analyze such choices. In the 
context of site choice, the RUM framework models the probability of 
selecting a site given the available choice set, the bundle of site attributes 
and the associated travel cost (Freeman et al., 2014; Haab and 
McConnell, 2002; Phaneuf and Requate, 2017). By observing the 
implicit trade-offs done by the respondents, researchers estimate the 
marginal utility of site attributes. They can then estimate welfare 
measures in the face of varying quality of one or more sites, changes in 
the probability of visitation across sites, or welfare losses in the case of 
site closure.  

The remainder of this section follows to a great extent the theoretical 
framework established in Haab and McConnell (2002), Parsons (2017), 
Phaneuf and Requate (2017), and Freeman et al. (2014). Suppose an 
individual has decided to go to the beach but has yet to decide which 
beach to visit. For the sake of simplicity, assume an individual ݅ has two 
possible beaches to choose from: Sola and Bore.  

Each of the two beaches corresponds to certain level of quality, ݍ௝, 
as well as a cost of travel associated with getting there, ܥ௜௝, where ݆  ௝ is measured through attributes, which areݍ Beach quality .{݁ݎ݋ܤ,݈ܽ݋ܵ}=
the same across respondents but differ for each beach (e.g., length of the 
beach, water quality, or presence of dunes).  

Given the its quality and the cost incurred to get there, ݈ܵܽ݋ beach 
has utility ௜ܷ,ௌை௅஺: 
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௜ܷ,ௌை௅஺ = ܷ൫ܯ௜ −  ௌை௅஺൯,  (1)ݍ,௜,ௌை௅஺ܥ
where the individual’s available income is denoted by ܯ௜. 

We separate the individual’s utility into an observable component ௜ܸ௝ that is the indirect utility function, and an unobservable error term ߝ௜௝: ௜ܷ௝ = ௜ܸ௝൫ܯ௜ − ௝௜ܥ , ௝൯ݍ + , ௜௝ߝ ݆ = ,{݁ݎ݋ܤ,݈ܽ݋ܵ} ݅ = 1,2, … ,  (2)  .ܫ
Utility is expected to increase with desirable beach attributes (e.g., 

water quality), and decrease with undesirable beach attributes (e.g., 
beach litter). If individual ݅ is rational, when faced with the choice of 
either going to Sola or Bore beach, (s)he chooses the beach that yields 
the highest utility. An individual chooses Sola beach if equation (3) 
holds: ௜ܷ,ௌை௅஺ ≥ ௜ܷ,஻ைோா . (3) 

However, researchers do not observe utility, which is in nature a 
latent variable, but rather the discrete choice made by the individual and 
can thus model the probability of observing that choice. The probability 
of choosing ݈ܵܽ݋ beach rather than ݁ݎ݋ܤ beach is:  ܲ(ܣܮܱܵ)ܾ݋ݎ = ൫ܾ݋ݎܲ ௜ܷ,ௌை௅஺ ≥ ௜ܷ,஻ைோா൯. (4) 
Using the indirect utility function from (2), the probability of choosing 
Sola is rewritten as:  ܲ(ܣܮܱܵ)ܾ݋ݎ = ൫ܾ݋ݎܲ ௜ܸ,ௌை௅஺ + ௜,ௌை௅஺ߝ ≥ ௜ܸ,஻ைோா + =  ௜,஻ைோா൯ߝ ൫ܾ݋ݎܲ ௜ܸ,ௌை௅஺ − ௜ܸ,஻ைோா ≥ ௜,஻ைோாߝ −  ௜,ௌை௅஺൯. (5)ߝ

The example above can be generalized for a non-empty set of ܰ 
beaches. Instead of two alternatives, a rational individual chooses the 
beach that gives him the highest utility from the group of ܰ recreational 
sites available to him, i.e., the choice set, represented by ݊ ={1,2, … , ݆, … ,ܰ}. In equation (5), the utility of choosing Sola beach must 
exceed the utility associated with any of the other alternatives in ݊. 

To operationalize the RUM, we need two further assumptions: 1) the 
functional form of ௜ܸ௝ and 2) the distribution of ߝ௜௝. The literature on 
discrete choice modeling commonly assumes linearity in parameters in 
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the functional form of the indirect utility function. If so, the individual’s 
indirect utility function is:  ௜ܸ௝ = ௜௝ܥெߚ− +  ௝, (6)ݍ௤ߚ
wherein the individual’s income is omitted. ߚெ and ߚ௤ represent the 
marginal utility of money and beach quality, respectively. 

The distribution of the error terms can be assumed to follow 
different distributions. If ߝ௡ are identically and independently distributed 
type I extreme values, then the difference ߝ௡ −  ௝ is logisticallyߝ
distributed. The probability of choosing beach ݆ can be written as: ܾܲ݋ݎ(݆) = ௘షഁಾ಴೔ೕశഁ೜೜ೕ∑ ௘షഁಾ಴೔೙శഁ೜೜೙೙ಿసభ,…ೕ…,ಿ . (7) 

This probability results in the well-known conditional logit model. 
However, this model is based on relatively restrictive assumptions that 
include fixed preferences for all individuals. Other more complex 
models, such as the mixed logit and latent class models, allow for 
preference heterogeneity (Hensher and Greene, 2010), but they require 
the estimation of more parameters when compared with the conditional 
logit model. 

In our application of the RUM, we analyze a single choice occasion 
(i.e., last visited beach by each respondent) using the conditional logit 
model given individual- and site-specific travel costs and site-specific 
quality. A popular alternative to the single choice occasion model would 
be to estimate a repeated logit model by using the visitation data for the 
entire summer season (e.g. English, 2010). However, we opt for 
analyzing a single choice occasion to use the detailed information we 
have regarding this visit (i.e. information on group size, mode of 
transportation, and time spent at the beach). We then calculate the 
welfare changes associated with different policies given estimated 
parameters by maximum likelihood, ߚெ and ߚ௤.  
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2.1 Identification of relevant parameters 
Discrete choice modeling has become mainstream to model stated 
preference (SP) data (e.g., Hoyos, 2010). In SP data, the variation of the 
attribute data is generated by the experimental design that assures 
identification. Identification pertains to the unambiguous determination 
of the coefficients of the model (Lancsar and Louviere, 2008). The 
concept of identification in a discrete choice model is usually related to 
the definition of the error term ߝ in (2) and (5). The assumption of a 
specific distribution and its parameters allows for identification of the 
parameters under the assumption of sufficient variation of the matrix of 
attributes.  

In RP studies, however, data on attributes are often collected 
objectively by researchers based on direct observation or existing data 
(Adamowicz et al., 1997). The levels of attributes in RP studies cannot 
be experimentally varied. As a result, many attributes either do not have 
enough variation (e.g., a dummy for presence of lifeguard taking the 
same value across beaches) or suffer from high multicollinearity (e.g., 
number of toilets would be highly or perfectly correlated with other 
attributes). Our data are a prime example of this. Our data include 
information on 15 attributes: number of parking spaces, dummy for area 
protected for bird species, water quality index, beach length and width, 
presence of rocks, dunes, marina, recycling bins, bike paths nearby and 
camping possibilities, number of toilets, public access points to beach 
and food amenities (bars, restaurants and kiosks), and congestion.1 Our 
data suffer from both lack of variation and high multicollinearity. For 
example, lack of variation is present in the water quality variable: 
although the scale ranges from 1 to 5 (very bad to very good quality, 
respectively), the observed water quality along the study site only takes 
the value 3 (moderate) or 4 (good quality). High multicollinearity is also 

 
1 We have more attributes than the average in site choice models applied to beach 
recreations (average of 9.69 attributes in 39 studies). The number of attributes in past 
studies ranges from 2 (Chen and Lupi, 2013; Hicks and Strand, 2000; Whitehead et al., 
2008a) to 30 (Pendleton, 2012) 
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present in our data. For example, the correlation coefficient between the 
attribute levels for camping and food amenities is relatively high (0.72). 
Multicollinearity and lack of variation can complicate the identification 
and precise estimation of parameters of interest, occasionally resulting 
in estimated coefficients having counter-intuitive signs or being 
statistically (in)significant.  

In fact, lack of variation and multicollinearity in RP data is one of 
the main motivations to combine RP and SP data (von Haefen and 
Phaneuf, 2008; Whitehead et al., 2008b). Some studies, such as 
Adamowicz et al. (1994), Ben-Akiva et al. (2002), and Earnhart (2002), 
combine RP and SP data to reduce the collinearity present in the attribute 
levels and thus allow for the strong identification of attribute 
coefficients. 

In the absence of SP data, Murdock (2006) proposes a two-stage 
strategy to identify unbiased parameters of attributes with RP data. In the 
first stage, a site choice model is estimated given travel costs, any 
interaction of individual and attributes characteristics, and a full set of 
alternative specific constants (ASCs). In a second stage, the estimates of 
the ASCs of the first stage become the dependent variable in an ordinary 
least squares regression given observed site attributes. The number of 
observations in this second-stage is equal to the number of available 
sites. Some site choice model applications already apply this strategy 
(e.g., Timmins and Murdock, 2007).  

However, we cannot apply the proposed model in our context. Since 
our aim is to estimate the welfare change given changes in attributes, we 
need to estimate the parameters of site attributes, which would require 
the second-stage regression proposed by Murdock (2006). Yet, our 
choice set only includes twenty different beaches. 

Instead, our strategy is to identify a subset of attributes and ASCs 
whose parameters can be identified. To the best of our knowledge, this 
is the first study to tackle identification using only RP data. We do this 
by simulation. Our approach is summarized in Figure 1.  
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Figure 1 – Summary of identification strategy (Steps 1, 2 and 3) 
 

We assume that the data generation process comes from an 
underlying RUM model, in which the errors fulfill all underlying 
assumptions. Our objective is to identify the specification where the ߚ 
parameters can be properly retrieved.  

In Step 1, we calculate the indirect utility function with a defined set 
of parameters set to a priori values (ߚெ෢  and ߚ௤෢) as obtained from our 
pilot data. To do so, we estimate the utility of ݇ different specifications 
as follows: ௜ܷ௝௞ = ௜௝ܥெ෢ߚ− + ௝ࢗ௤෢ߚ + ௝ܥܵܣ஺ௌ஼෣ߚ  +  ௜௝,  (8)ߝ
where ࢗ௝ is a vector representing various beach attributes. Eleven beach 
attributes are considered. Each ௜ܷ௝௞ depends on a different combination 
of beach attributes, specified in ࢗ௝, and alternative specific constants. We 
consider a total of 572 combinations of attributes and alternative specific 
constants in the utility function in (8). 

The errors ߝ in (8) are assumed to be identically and independently 
Gumbel distributed (type I extreme value distribution with location 
parameter zero and scale one). In Step 2, given the utility estimates 
obtained from (8), we find the beach site ݆ for each individual that gives 
him/her the highest utility. This should be the site choice that the 
individual makes. We use this choice as the dependent variable in the 
conditional logit model (step 3) to estimate ߚெ, ߚ௤ and ߚ஺ௌ஼. 

We analyze the empirical distribution of all estimated parameters 
that depend critically on the properties of the matrix gathering levels of 
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Find beach site 
with the highest 

utility ௜ܷ௝ 
Run Conditional 
Logit model on 

choice 



Chapter 2  Methods 

39 
 

all included attributes and ASCs. Table 1 reports descriptive statistics of 
average difference between the a priori values (ߚெ෢  ஺ௌ஼෣) and theߚ ௤෢ andߚ ,
conditional logit model estimates for a subset of the attributes. 
Table 1 – Descriptive Statistics for the absolute difference between a priori values and estimated 
parameters  

  Mean SD Min Max ߚெ 0.001 0.000 0.000 0.002 ߚ௉௔௥௞௜௡௚ 0.000 0.000 0.000 0.002 ߚ஼௢௡௚௘௦௧௜௢௡ 0.820 1.533 0.000 20.037 ߚ஻௜௥ௗ௉௥௢௧௘௖௧௘ௗ ோ௢௖௞௦ߚ ௐ௜ௗ௧௛ 0.003 0.003 0.000 0.019ߚ ௅௘௡௚௧௛ 0.000 0.000 0.000 0.001ߚ 0.340 0.000 0.072 0.092   0.144 0.137 0.001 1.286 

 
We find that the distribution of the estimated parameters differs from 

the assumed parameter values in some of the specifications. For example, 
the difference between the a priori value and the estimated parameter of  ࢔࢕࢏࢚࢙ࢋࢍ࢔࢕࡯ߚ may be as high as 20. Furthermore, we find that the exclusion 
of the Bird Protected dummy improves identification for many of the 
parameters. We identify one specification where parameters can be 
correctly identified, including 7 out of the 11 attributes. These are 
parking, length, width, rocks, dunes, toilet and food amenities. Since the 
research focus is to estimate welfare change from differing site quality, 
we opt for the inclusion of attributes to explain site choice in detriment 
of ASCs. The chosen specification is applied in Section 4.  

We also simulate whether the variation of the attribute levels in our 
sample is sufficient to identify parameters in more complex models such 
as mixed logit or latent class model that allow modeling of unobserved 
preference heterogeneity. The results indicate that the variation of the 
attribute levels in our dataset is not sufficient to retrieve the additional 
true parameters. That is why we opt for adding flexibility to our 
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conditional logit model by interacting the attribute coefficients with the 
observed group characteristics.
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3 Survey Area and Data  

Our study area, the Jæren coast, is located in the county of Rogaland 
(southwestern coast of Norway). It is the host of thirteen signaled 
beaches, whose length varies from 10 to 650 meters (Sveen, 2018). These 
beaches are located in a 70-kilometer stretch from Tungenes in the North 
to Ogna in the South (see Figure 2). The area is classified as a nature 
conservation area since 1977 due to its geological, botanical, zoological 
and cultural heritage value. The beaches have white sand, dunes and 
many rare species and vegetation systems. The coast provides areas for 
birds to find shelter and nest. 

 

Figure 2 - Map of the study area: the Jæren coast and its beaches 

3.1 Survey Design 
Survey design started in January 2017. Students carried out three pilot 
studies: one in Easter 2017 (Bui and Sæland, 2017) and two in Easter 
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2018 (Gilje, 2018; Kleppe and Jensen, 2018). Sampling for the pilot 
studies was done on-site at four beaches. We were able to identify the 
most relevant attributes, the activity engaged in by respondents, and 
obtain the first estimates of consumer surplus. 

We based the design of the survey on nine previous state-of-the-art 
studies that resulted in a site choice model application (e.g. Bin et al., 
2007; Bujosa et al., 2015; Chen, 2013; Hicks and Strand, 2000; Leggett 
et al., 2014; Lew and Larson, 2008; Matthews et al., 2018; Parsons et al., 
1999; Yeh et al., 2006). Three national environmental economics experts 
commented on the design of the survey, specifically to reduce recall bias. 
We consulted coastal managers, namely from Jæren Friluftsråd and 
Fylkesmannen i Rogaland, who helped expand the list of beach names, 
and identify coastal threats and relevant policy scenarios.  

In order to gather data to design the questionnaire, we conducted one 
focus group in March 2018. The eight participants, who were employees 
at the university, were not informed about the topic of the discussion 
before the meeting. The focus group included a discussion concerning 
motivations for choosing a particular beach, identification of the coastal 
threats, and ranking of beach attributes.  

To test the survey, we conducted six personal interviews in 
September 2018. We first asked participants to fill out the survey without 
assistance. We then asked them some debriefing questions about general 
comprehension of the survey and various aspects related to their last visit 
(e.g., the relevance of overnight trips, and identification of appropriate 
substitute sites).  

3.2 Data 
We collected data during October and November of 2018 using a web 
panel from a survey company (Norstat). Whereas most TCM data are 
collected on-site (e.g., Bin et al., 2007), we conducted the survey off-site 
by sampling residents in the Rogaland county of Norway. We collected 
982 responses, resulting in a response rate of 25.9%. 
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Nearly all respondents (98.3%) reported knowing or having heard of 
at least one of the beaches in Jæren. On average, respondents took 29 
minutes to respond to the survey and a median time of 16 minutes. 

To ensure that our sample is representative of the Rogaland 
population, we compare key statistics of the population with the sample 
means in Table 2. Respondents were randomly selected, which implies 
that every member of our population of interest (residents of the 
Rogaland county) has the same probability of being selected to answer 
the survey. Respondents were also not informed about the topic of the 
survey prior to answering it. We conclude that the sample is 
representative, as most sample means are not statistically different from 
the population means (see Table 2)1. Respondents are on average more 
educated than the population, as is common in Internet-based surveys 
(e.g., Lindhjem, 2011). We replace missing data on income with the 
population’s mean income, adjusted for the number of household 
members.  
Table 2 - Comparison of Descriptive Statistics between Population of county residents and 
Respondent Sample (N = 965) 

 Respondent Sample Population 
Continuous Variables Mean Mean 

Household Gross Income (NOK per year) 808 333 874 400 
Household Size 2.56 2.32 
Age 47.28 37.62 

Dummy Variables Proportion Proportion 

Ed
uc

at
io

n 
A

tta
in

m
en

t Primary school 4.49%  25.70% 

High school 36.15% 39.20% 

Vocational or university education 59.36% 35.10% 

Gender (% of women) 54.30% 49.20% 
Source: SSB (Statistics Norway) for population means for the year 2016. As of 12/06/2019: 1 
Euro = NOK 9.7710; 1 USD = NOK 8.6318 (Source: 
https://www.bloomberg.com/markets/currencies) 

 
1 Although respondents are on average 10 years older than the population, this is 
because we excluded people under 18 years of age from answering the survey.  
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Our survey elicited both the respondent’s general visitation pattern, 
and detailed information on the last beach visit during the summer season 
of 2018. Around 68% of the sample reported having at least one visit to 
the Jæren beaches in the summer season of 2018. Therefore, the final 
sample size to analyze the choice of the last beach visited consists of 657 
respondents. The thirteen main beaches represent 89.6% of the visitation. 
The most visited beaches are Sola (32.7%) and Ølberg (15.1%), followed 
by Bore, Orre, and Hellestø (see Figure 3). Norwegians use beaches 
differently from traditional beach users: the intention upon visiting for 
the majority of the respondents is to go on walks or to relax.   

 

Figure 3 - Distribution of last visited beach reported along the twenty Jæren beaches 

The respondent’s travel cost represents the various costs incurred to 
visit the beach. The calculation of the travel cost is conditional on the 
mode of transportation, which we elicited for each respondent. The 
majority of respondents traveled by diesel car (40%) and by petrol car 
(34%). The remainder traveled by electric car (7%), hybrid car (9%), 
bicycle (3.8%), public transportation (2.4%) and on foot (3.2%).  
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The travel cost ܥ௜௝ to beach ݆ of group ݅ is given by: ܥ௜௝ = ൫݌ௗ݀௜௝ + ௝݂ + 2 ∗ ௝݌ ∗ ݃௜ + ௜௝൯ݐ௜ݓ ∗  ௜. (9)ߜ
where ݌ௗ denotes the per kilometer cost of travel, and ݀௜௝ the round-trip 
distance traveled in kilometers. For groups traveling by car, ݌ௗ݀௜௝ is the 
roundtrip distance traveled times the money cost (in Norwegian kroner) 
per kilometer. We measure the distance traveled between the 
respondent’s zip code and the beach’s parking lot coordinates using the 
google maps API tool.  

Groups traveling by diesel, petrol or hybrid cars also incur a toll fee, 
denoted by ݂, of 20 NOK. For groups traveling by bus or train, we 
multiply the ticket price, denoted by ݌௝ (35 and 70 NOK, respectively) 
by the group size ݃௜ irrespective of the distance traveled.  

The round-trip travel time spent (in hours) ݐ௜௝ is calculated using the 
google maps API tool, and it is conditional on the group’s mode of 
transportation. If groups are free to choose the number of hours worked 
at a given wage rate, then the opportunity cost of time, ݓ௜, simplifies to 
the group’s wage rate (Freeman et al., 2014). ݓ௜ is assumed to be one 
third of the group’s net hourly wage rate, given an average of 1950 hours 
of work per year. We adjust for multiple-purpose trips following the 
method proposed by Yeh et al. (2006), and thus weigh the travel cost 
variable with the term ߜ௜, which denotes the percentage of the travel 
reported to have been spent in that beach.  

We collect data on various beach attributes related to parking, 
accessibility, water, land cover nearby, protected area status, physical 
characteristics, natural characteristics, facilities, and litter. In the site 
choice modeling literature, the most common attributes are beach length, 
the presence of a park and parking (Bujosa et al., 2015; Hilger, 2006; 
Lew and Larson, 2008; Massey and Parsons, 2007). Other beach 
attributes considered by previous literature are beach width (Bin et al., 
2007), urbanized area (Bujosa et al., 2015), presence of litter (Leggett et 
al., 2014), level of congestion (Cushman et al., 2004), tree coverage 
(Font, 2000), and water quality (Hicks and Strand, 2000), to name a few.  
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As explained in Section 2.1, we select a subset of the attributes as 
explanatory variables. The results of the focus group also guided the 
subset of the relevant attributes to explain beach choice. Table 3 
summarizes these attributes.  
Table 3 - Beach Attributes’ Description (name, description, data source, average, minimum and 
maximum attribute level for all 20 sites) 

 

 

Name of 
Variable 

Description Source Mean  Min Max 

Parking 
Spaces 

Number of public 
parking spaces 

available 

Coastal Managers 
(Jæren Friluftsråd) 

123.45 0 360 

Length Length of the beach 
(in meters) 

Spatial data (Google 
maps satellite images) 

805.45 0 2810 

Width Width of the beach 
(in meters) 

Spatial data (Google 
maps satellite images) 

32.07 0 68 

Rocks Dummy: 1 if the 
beach has rocks or 
cobblestones; 0 if 
only white sand 

Spatial data (Google 
maps satellite images) 

0.40 0 1 

Dunes Dummy: 1 if the 
beach has dunes; 0 

otherwise 

Coastal Managers 
(Fylkesmannen i 

Rogaland) 

0.60 0 1 

Toilets Number of toilets Coastal Managers 
(Jæren Friluftsråd)  

1.70 0 4 

Food 
amenities 

Number of 
restaurants, bars and 

kiosks nearby 

Coastal Managers 
(Jæren Friluftsråd) & 
Visitor Reviews (Trip 

Advisor) 

0.75 0 3 
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4 Results 

We analyze the choice of the last visited beach in the 2018 summer 
season along the Jæren coast. These choices are conditional on 
individual and site-specific travel costs, and site-specific attributes: the 
number of parking spaces, toilet, and food amenities, and whether the 
area has rocks or cobblestones, or dunes, as well as length and width of 
the beach. We have twenty beaches along Jæren that respondents 
reported as their last visited beach.  

We do not include congestion as an explanatory variable. The well-
known challenge of including congestion in discrete choice models is 
endogeneity: the same unobserved factors that drive the site choice of 
the individual also influence congestion at each site (Hindsley et al., 
2007). Most authors account for the endogenous nature of congestion 
using an instrumental variables approach (e.g., Boxall et al., 2005; 
Timmins and Murdock, 2007) in the two-stage model proposed by 
Murdock (2006). 

We expect higher travel costs to decrease the probability of visiting 
a beach, leading respondents to be more likely to visit the beach sites 
closest to them. We also expect utility to increase with the number of 
parking spaces, toilets and food amenities. The remaining four attributes 
(Length, Width, Dunes, and Rocks) can be either considered a priori an 
amenity or disamenity by visitors.  

As mentioned in Section 2.1, we focus on preference heterogeneity 
by accounting for observed characteristics of the individuals. Common 
variables that can explain preference heterogeneity include gender, age, 
group size, number of children in the group, and income. However, the 
beach choice is the result of a group-based decision process, rather than 
an individual decision. There is no guarantee that individual 
characteristics help explain preference regarding attributes; rather it 
should be group characteristics that better explain beach choice. Indeed, 
when interacting beach attributes with several individual characteristics 
(i.e., age, gender, membership to an environmental or touristic 
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organization, and perceived knowledge about coastal fauna and flora), 
we do find that group characteristics explain beach choice better than 
individual characteristics.1 Kaoru (1995) also find evidence that group 
composition influences recreational decisions. We explain beach choice 
by adding interaction effects of beach attributes and observable group 
characteristics.  

Given data availability, we use two group characteristics to 
disentangle the observed preference heterogeneity: group size and the 
number of children. The median group consists of two people, while the 
average group comprises of 3.13 visitors. Most groups do not include 
children. Another candidate variable to uncover preference 
heterogeneity is the activity engaged in by the group (e.g., sunbathing, 
running, fishing, walking, and relaxing). However, the fit of the 
specifications interacting the activities engaged in with the beach 
attributes is inferior to those of the specifications using the group 
composition variables.2 

We estimate a conditional logit model with this set of explanatory 
variables (results are reported in Table 4). As predicted, travel cost has a 
negative impact on utility, and hence on the probability of visitation.3 At 
the mean, the number of toilets and food amenities is welfare-enhancing 
and significant, as expected. Respondents also prefer longer beaches 
(i.e., the coefficient is positive and significant). Adding the interaction 

 
1 These results are available upon request. 
2 These results are available upon request. 
3 We do sensitivity analysis on the travel cost variable by: 1) not adjusting for multiple-
purpose trips (Yeh et al., 2006) hence assuming that δ is one for all respondents; 2) 
using the self-reported departure coordinates to calculate distances and times instead of 
the postal code; 3) using a different percentage (50%) of the wage rate as the 
opportunity cost of time. While the coefficients of all attributes (except travel cost) 
remain unchanged, the fit of the models deteriorate in all the sensitivity analyzes. 
Therefore, we choose to keep the adjustment for multiple purpose trips as proposed by 
Yeh et al. (2006), the postal codes as the departure coordinates, and 33% of the wage 
rate as the opportunity cost of time. 
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effects improves the fit of the model when compared with the model 
omitting any interactions (AIC decreases from 3007.616 to 2906.081).4 
Table 4 - Estimation Results for the Conditional Logit Model  

 Conditional Logit Model 
Dep. Var.: Beach 
Choice 

Mean Effect Interaction 
effects with 
Group Size 

Interaction effects 
with the number of 

children 
Travel Cost -0.013*** 

(0.001) 
0.001*** 
(0.0001) 

-0.001*** 
(0.0002) 

Parking Spaces 0.001 
(0.001) 

0.001 
(0.0005) 

-0.002* 
(0.001) 

Length 0.0002* 
(0.0001) 

0.0001 
(0.000) 

-0.0002* 
(0.0001) 

Width 0.006 
(0.008) 

-0.004 
(0.003) 

-0.010 
(0.005) 

Rocks -0.456 
(0.308) 

-0.090 
(0.119) 

-0.156 
(0.172) 

Dunes 0.239 
(0.336) 

-0.050 
(0.125) 

0.682** 
(0.239) 

Toilets 0.335** 
(0.102) 

-0.083* 
(0.041) 

0.114* 
(0.054) 

Food Amenities 0.386** 
(0.137) 

-0.026 
(0.053) 

0.028 
(0.067) 

Number of 
observations 

657 

Log-likelihood -1429 
AIC 2906.081 
BIC 3013.785 

Note: *** denotes statistical significance at the 0.1% level, ** at the 1% level, and * at the 5% l
evel. 
 

Preferences given group size (third column) differ in what concerns 
the number of toilets and travel costs. Preference heterogeneity regarding 
the travel cost variable is fairly intuitive: the larger the group, the more 
the group shares the costs of travel, and thus are less sensitive to the 

 
4 These results are available upon request. 
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travel cost variable. This result is also suggested in Kaoru (1995). Larger 
groups also appear to place less importance on the number of toilets 
available at each beach, but the net effect for groups up to three people 
is still positive.  

The preferences of groups with children suggest additional 
preference heterogeneity patterns. The more children in the group, the 
more sensitive the group is to the travel cost incurred to reach the beach. 
Groups with more children also have stronger preferences for beaches 
with dunes, more toilets, fewer parking spaces and shorter beaches, when 
compared to groups without children.  

4.1 Marginal Willingness to Pay 
While the estimates in Table 4 are informative to understand preferences, 
they are not directly interpretable, since these are in utility-space. To 
compare benefits to costs of beach quality change, it is useful to convert 
the relative importance of each attribute into a money metric. We can 
calculate the marginal Willingness to Pay (WTP) for attributes as: ܹܶܲ = − ఉ೜ఉಾ.        (10) 

Welfare estimates are expressed per visit and per group, rather than 
per person.  

In the previous section, we uncover some patterns of preference 
heterogeneity. Hence, the marginal WTP for each attribute varies across 
groups of different size and composition. Two of the most common 
group compositions in our sample are 1) two adults and no children (i.e., 
group size of two); and 2) two adults and two children (i.e., group size 
of four). We estimate marginal WTP using the mean group composition, 
as well as these two common group compositions.  

Table 5 reports the estimated marginal WTPs. The standard errors 
of the WTPs are computed by the delta method. 
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Table 5 - Marginal WTP (in NOK) for beach attributes in Jæren beaches 

 [1] 
Mean Group Size 

(3.12) and children 
(0.68) 

[2] 
Two adults 

[3] 
Two adults and 

two children 

Parking Spaces 0.16 0.19* -0.08 
Length 0.04*** 0.04*** 0.01 
Width -0.95 -0.11 -1.49* 
Rocks -69.44** -52.50** -68.50** 
Dunes 43.73 11.48 108.49*** 
Toilets 12.59 14.05 28.79*** 
FoodAmenities 26.78* 27.61** 28.18** 

Note: *** denotes statistical significance at the 0.1% level, ** at the 1% level, and * at the 5% 
level. As of 12/06/2019: 1 Euro = NOK 9.7710; 1 USD = NOK 8.6318 (Source: 
https://www.bloomberg.com/markets/currencies) 
 

For the average group [1], the most valuable attributes seem to be 
the absence of rocks, followed by the number of food amenities and the 
length of the beach. The average group would be willing to pay 27 
Norwegian kroners for an additional bar, restaurant or kiosk in their 
chosen beach. The average group would also be willing to pay almost 70 
kroners to avoid a beach with rocks or cobblestones.  

The highest marginal WTP across all three group compositions 
considered is for the dunes attribute (108.5 NOK). While the average 
group [1] is not willing to pay to visit a beach with dunes, groups with 
children [3] are willing to pay the most to have access to dunes. Groups 
without children [2] are willing to pay for a higher number of parking 
spaces (0.19 NOK per parking space) and longer beaches (0.04 NOK per 
meter of length). 
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5 Policy Implications 

With discrete choice models, researchers are capable of estimating the 
change in compensating variation following a change in quality at the 
study site (e.g. Lew and Larson, 2005). Compensating variation (CV) is 
a measure of welfare change given a change in quality. Equation 11 
shows how to estimate the CV associated with a change in site quality: (ܸܥ)ܧ = ଵఉಾ ቄlnቂ∑ ݁௏೔೙൫ெ೔ି஼೔೙భ,௤೙భ൯ே௡ୀଵ,…௝…,ே ቃ −lnቂ∑ ݁௏೔೙൫ெ೔ି஼೔೙బ,௤೙బ൯ே௡ୀଵ,…௝…,ே ቃቅ, (11) 

where ܥ௜௡଴ and ܥ௜௡ଵ denote the travel costs under the initial scenario 0 
and the new scenario 1, respectively. Likewise, ݍ௡଴ and ݍ௡ଵ denote the 
site quality under the initial and new scenarios.  

We use three different scenarios to illustrate the change in CV. First, 
we consider improvement of parking and toilet facilities. These were 
concluded in 2018 in Bore beach, but during the summer season of 2018, 
these were not open to the public (Personal Communication, Jæren 
Friluftsråd). Further improvements at Brusand beach are expected by 
2022 (Schibevaag, 2016). The first scenario involves the estimation of 
the benefits from the improvement of facilities, consisting of 154 
additional parking spaces in Bore and 20 additional parking spaces in 
Brusand beach, as well as adding an extra toilet in both Bore and 
Brusand beaches (Schibevaag, 2016). We expect a slight welfare gain in 
this scenario.  

Second, the Jæren area is under several threats, including the wear-
and-tear of beach dunes. This threat is especially relevant, not only for 
visitors but for the coastal environment. In six of the 20 beach sites (Sola, 
Vigdel, Hellestø, Bore, Refnes, and Brusand), it is recommended to avoid 
walking on dunes since these are damaged (Fylkesmannen i Rogaland, 
2018). The second scenario simulates the change in CV in case these six 
sites were to lose their dunes. We expect a substantial welfare loss.  

Third, available public transportation to and from the Jæren beaches 
is of poor quality. One coastal manager (Fylkesmannen i Rogaland) is 
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currently considering the creation of a free bus route during the summer 
from the two main cities (Stavanger and Sandnes). We simulate the 
welfare change from such a bus route to the five most visited beaches. 
We assume that visitors change from their elicited mode of transportation 
to this new bus route only if their travel cost decreases.1 Hence, this 
change is through decreased travel costs for some of the visitors. We 
expect a welfare gain from this scenario. 

Table 6 presents the CV given the three scenarios for different group 
compositions. 
Table 6 - Compensating Variation in NOK (per group and per visit) for three policy scenarios 
(standard deviation in parenthesis) 

Mean CV in NOK (per group and 
per visit) 

Mean Group 
Size (3.12) and 
children (0.68) 

Two 
adults  

Two adults 
and two 
children 

Scenario 1: Increase in number of 
facilities (i.e., toilets and parking 
spaces) in two beaches (Bore and 
Brusand) 

5.33 
(0.11) 

5.95 
(0.13) 

3.23 
(0.24) 

Scenario 2: Loss of dunes in six 
beaches where dunes are currently 
damaged 

-13.64 
(0.57) 

-5.64 
(0.08) 

-36.89 
(0.86) 

 
1 One referee pointed out that groups might have strong preferences towards the mode 
of transportation. For example, we expect that larger groups with more children would 
still not opt for using a free bus due to the convenience of traveling by car even if their 
travel costs are reduced. Hence, the assumption of groups changing their mode of 
transportation may not hold for some specific groups. In such a case, the number of 
people that would change mode of transportation would be overstated and the resulting 
welfare estimates of introduction of a free bus would be biased upwards. However, we 
do find that smaller groups with less children would use the free bus using the travel 
cost reduction assumption. We find that the average group size is smaller for the groups 
that take the free bus (2.5 people), rather than the groups that do not take it (3.3. people). 
Likewise, the groups that change for the free bus have on average less children (0.34) 
than the groups that do not take the free bus (0.74 children). Therefore, we recognize 
the potential bias in the estimated welfare gain, but the resulting group composition 
gives credibility to the robustness of the assumption. 
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Scenario 3: New bus route from main 
nearby cities to the five most popular 
beaches 

4.26 
(0.42) 

4.55 
(0.76) 

1.17 
(0.33) 

 
As expected, Scenarios 1 and 3 yield welfare gains for visitors of 

5.33 NOK and 4.26 NOK per group and per visit, respectively.2 On the 
other hand, the loss of beach dunes in Scenario 2 generates a significant 
welfare loss. In this scenario, visitors are willing to pay 13.64 NOK per 
group per visit to avoid the loss of beach dunes at the six beaches. 

When considering different group compositions, the results suggest 
that larger groups with children have more modest welfare gains than 
smaller groups without children. For scenarios 1 and 3, the welfare gain 
for groups with children (fourth column of Table 6) is smaller than for 
groups without children. As for Scenario 2 (loss of dunes), the welfare 
loss of groups with children (-36.89 NOK) is six times higher than the 
welfare loss for the group without children (-5.64 NOK).  

With the estimate from changes in recreational benefits and an 
estimate of costs (Schibevaag, 2016), it is possible to conduct a benefit-
cost analysis for Scenario 1.  

We assume a lower bound number of annual visitors to Jæren of 
600 000 (Sveen, 2018) and the mean group size from our sample of 3.12 
(see Table 6). This results in an estimate of 192 307 groups of visitors 
per year in the region. Hence, the estimate of the aggregate recreational 
benefits of Scenario 1 are 1 024 996 NOK per year (number of groups 
per year multiplied by the mean CV of Scenario 1 in Table 6). We assume 
that preferences for beach attributes do not change over time, hence 
recreational benefits are incurred in perpetuity. We use three discount 

 
2 The number of groups that would change from their elicited mode of transportation to 
the new bus route is simulated to be 144 out of the 657 responses. For these 144 groups, 
the travel cost variable decreases, hence the welfare gain in this scenario. While we 
would also expect that the number of total visits would increase given a new bus route, 
this model only predicts changes across visitation sites and is not able to predict changes 
in the number of visits. To this end, a repeated site choice model or a count model 
would be more appropriate.  
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rates to calculate the present value of the flow of aggregate benefits: 4% 
for the first 40 years, 3% for the subsequent 35 years, and 2% thereafter 
(DFØ, 2018). The present value of benefits associated with Scenario 1 is 
38 645 143 NOK (see Table 7). 
Table 7 - Benefit-Cost Analysis of Scenario 1 (in Norwegian kroners) 

 Mean Lower Bound 
(95% 

Confidence 
Interval) 

Upper Bound 
(95% Confidence 

Interval) 

Mean Compensating 
Variation (kr/group-visit) 

5.33 5.11 5.55 

Aggregate benefits (M kr) 38.65 37.08 40.21 
Benefit-Cost Ratio 7.73 7.42 8.04 

 
According to Schibevaag (2016), the improvement in facilities 

simulated in Scenario 1 is estimated to cost 5 million kroner. Our 
estimate of 38.7 million in aggregate benefits exceeds by seven the 
estimated costs. Even using the lower bound of the 95% confidence 
interval of the CV, the benefit-cost ratio is always higher than seven. We 
thus conclude that the proposed facilities improvement in Bore and 
Brusand beaches is economically efficient. 
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6 Conclusions 

The quality of coastal areas may change over time, namely due to human 
intervention. Coastal managers may intervene by improving facilities or 
restricting access to sites. These interventions change the recreationist’s 
probability of visiting each site, and it is useful for coastal managers to 
know how recreational values may change when introducing new 
measures. The application of a site choice model allows us to estimate 
welfare changes in the face of different scenarios. 

When using RP data to estimate a site choice model, identification 
of relevant attributes is challenging. That is due to multicollinearity and 
lack of variation in attribute data. Yet, we show how to ensure 
identification using RP data alone. To the best of our knowledge, this is 
the first paper to explicitly tackle identification with RP data with limited 
choice sets. By first simulating recreationists’ choices with the attribute 
matrix, we identify a subset of attributes for which identification is 
possible in a conditional logit model. 

We apply our model to recreational choices in cold-water beaches 
on the southwestern coast of Norway. Our study is the first site choice 
model applied to Norway, and the third beach study-site in Europe 
wherein a site choice model is applied.  

The travel cost variable is negative and statistically significant, thus 
exhibiting negative price sensitivity (Bishop and Boyle, 2019). Like 
previous studies (Bestard, 2014; Lew and Larson, 2008; Parsons and 
Stefanova, 2009), we find that parking (i.e., number of parking spaces) 
and toilets (i.e., number of toilets) are considered amenities and hence 
these increase the probability of visitation. The opposite is true for the 
presence of rocks: our results conform to previous findings by Lew and 
Larson (2005) in San Diego beaches that the presence of rocks decreases 
the probability of visitation. Whether beach length and width are 
amenities or not seems to be context-specific: these are found to be 
disamenities in South African beaches (e.g. Du Preez, 2011) and 
amenities in the Mid-Atlantic region of the US (e.g. Parsons et al., 1999). 
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In our application, beach length is a desirable attribute, while beach 
width is not. Finally, in our case, the presence of dunes is viewed as an 
amenity, while Bestard (2014) found it is an undesirable attribute for the 
case of Mallorca beaches.  

However, different groups have distinct preferences. We find that 
groups without children prefer parking spaces and longer beaches. On 
the other hand, groups with children prefer beaches with dunes, more 
toilet facilities, and narrower beaches. 

We analyze three scenarios involving changes in beach quality. 
Scenario 1 simulates the improvement in parking and toilet facilities in 
two beaches, where some of the improvements have recently been 
concluded. Scenario 2 estimates the welfare loss due to dune 
deterioration. Scenario 3 simulates the impact of a new bus route, which 
coastal managers are currently considering. 

Scenarios 1 and 3 involve an improvement in beach quality and a 
decrease in travel costs, respectively, and thus are welfare-enhancing. 
Scenario 2, on the other hand, results in a loss in welfare, highlighting 
the critical role of dunes for the experience of visitors. Groups with 
children appear to be more affected in Scenario 2 compared with groups 
without children, while the opposite is true in Scenarios 1 and 3. We 
conduct a benefit-cost analysis to Scenario 1 and conclude that even with 
conservative estimates on the number of yearly visits, this scenario is 
economically efficient relative to no changes. 
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Abstract: Sensitivity to scope is considered a desirable property of 
contingent valuation studies and often treated as a necessary condition 
for validity. We first provide an overview of scope insensitivity 
explanations put forth in the environmental valuation literature. Then we 
analyze data from a contingent valuation survey eliciting willingness-to-
pay to prevent oil spills of four different magnitudes in Arctic Norway. 
In the baseline analysis, the scope inference is ambiguous. There is only 
statistical difference between the willingness to pay to avoid a very large 
versus small oil spill (NOK 1869 and NOK 1086, respectively). 
However, further explorations show that several confounding factors 
suggested in the literature influence the scope inference. The scope 
sensitivity improves when we control for subjective probabilities of 
amenity provision, exclude respondents based on the debriefing 
questions, take into consideration the sample sizes, and impose 
diminishing marginal utility. Overall, the analysis supports an emerging 
view in the contingent valuation literature suggesting that statistical 
scope insensitivity is not a sufficient reason for deeming a study invalid.  
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1 Introduction 

Basic microeconomic intuition suggests that “It is reasonable to assume 
that larger amounts of commodities are preferred to smaller ones” (Mas-
Colell, Whinston, and Green, 1995). Therefore, it is generally expected 
that respondents are willing to pay more for preventing a larger damage 
or receiving a higher quantity or quality of a good (e.g., Smith and 
Osborne 1996; Carson et al., 2001, Whitehead, 2016). This empirical 
expectation follows formally from the monotonicity (non-satiation) 
axiom of consumer preferences (e.g., Varian, 2014). In Contingent 
Valuation (CV) studies, this property is known as scope sensitivity. 1, 2  

According to the National Oceanic and Atmospheric Administration 
(NOAA) Blue Ribbon Panel on CV, presence of scope sensitivity is 
evidence of internal or construct validity, while absence of scope 
sensitivity puts the validity of the study into question (Arrow et al., 
1993). For this reason, the NOAA Panel recommends that welfare 
measures are tested for sensitivity to scope “…in order to assure 
reliability and usefulness of the information” (Arrow et al., 1993, page 
34). This recommendation is recently reiterated in the general guidelines 
for stated preference (SP) research of Johnston et al. (2017). 

 The scope sensitivity issue has been a point of controversy in 
non-market valuation for over 30 years, in part because earlier studies 
failed to find statistically significant increases in willingness-to-pay 
(WTP) with the magnitude of the good being valued (e.g., Boyle et al., 
1994). Some critics go as far as to use examples of scope insensitivity to 
argue that the CV method is a generally flawed approach to capturing 
non-market values (Diamond and Hausman, 1994; Hausman, 2012). 

 
1This paper focus on the concept of scope sensitivity rather than embedding. Embedding 
implies comparing welfare measures for a good on its own with its value when 
evaluated as part of a package of different goods (Kahneman and Knetsch, 1992).  
2 The scope sensitivity issue is also discussed in other non-market valuation areas such 
as health research (e.g. Søgaard et al., 2012) and marketing (e.g., Urminsky and Kivetz, 
2011) and is relevant for SP research in general (Johnston et al, 2017). 
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Nonetheless, thousands of CV studies have been carried out over this 
time span (Carson, 2012), many of them demonstrating presence of 
scope effects. As a result, recently a more moderate perspective has 
emerged, which suggests that failing a statistical scope test is not the 
ultimate evidence against a CV study’s validity (e.g., Heberlein et al., 
2005; Banerjee and Murphy, 2005; Amiran and Hagen, 2010; 
Desvougues et al., 2012; Whitehead, 2016). For one, statistical scope 
tests can lead to false negatives for a variety of “…reasons that are quite 
compatible with fundamental economic reasoning and social 
psychological theory” (Heberlein et al., 2005, page 3). For example, if 
utility is sharply diminishing in the quantity or quality of a particular 
good, it may be difficult to establish statistically significant effects 
(Rollins and Lyke, 1998). Relatedly, the NOAA Panel emphasized that 
CV studies should demonstrate adequacy of scope, not necessarily 
statistical significance (Arrow et al., 1993; Arrow et al., 1994). This is 
an important subtlety of the NOAA Panel’s recommendations, which, 
unfortunately, is often overlooked. In an addendum to the original report, 
the Panel warns that inference from statistical scope tests may cause 
misleading results when the goal is to inform the plausibility or adequacy 
of scope (Arrow et al., 1994). Here, the NOAA Panel suggests that “…a 
survey instrument is judged unreliable if it yields estimates which are 
implausibly unresponsive to the scope of the insult” (Arrow et al., 1994, 
page 123).  

With increasing awareness of the conceptual and empirical 
complexity of the scope sensitivity issue, researchers have recently 
shifted their focus away from conventional tests towards defining and 
testing for adequacy of scope instead (e.g., Amiran and Hagen, 2010; 
Whitehead, 2016). Perhaps the most promising approach is the 
construction of WTP scope elasticities.3 Scope elasticity measures the 

 
 
3 An alternative test for adequacy of scope sensitivity is the adding-up test (see 
Diamond, 1996; Desvougues et al., 2012 for an explanation). This test is rarely used as 
it requires a more complex and costly experimental survey design (Whitehead, 2016). 
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percentage change in WTP associated with a percentage change in the 
magnitude of the good, and as such, can be utilized to assess the 
economic significance rather than the statistical significance of scope 
impacts (Amiran and Hagen, 2010; Whitehead, 2016). Examples of 
recent studies that use the scope elasticity concept are Whitehead (2016), 
Burrows et al. (2017), and Borzykowski et al. (2017).4  

With the above discussion as a broad motivation, our overall aim is 
to study the scope insensitivity phenomenon in the context of the 
environmental CV literature. The paper contributes to the literature in the 
following two ways: The first part of the paper provides a broad 
overview of explanations for scope insensitivity that have been put forth 
in previous research. This overview fills a gap in the literature as several 
authors have called for a thorough investigation of scope-confounding 
factors, which could potentially lead to false negatives (Carson and 
Mitchell, 1995; Whitehead et al., 1998; Heberlein et al., 2005; 
Desvougues et al., 2012; Whitehead, 2016). Some of the common 
explanations, for example, diminishing marginal utility (Arrow et al., 
1993; Rollins and Lyke, 1998) and amenity misspecification (Boyle at 
al., 1994; Carson and Mitchell, 1995), make intuitive sense. However, 
only a few studies have documented their empirical influence on scope 
inference (e.g., Bateman et al., 2004; Siikamäki and Larson, 2015). 
Hence, the second part of the paper explores several scope insensitivity 
explanations in an ex post analysis of CV data on WTP for preventing 
oil spills in Arctic Norway. In particular, the data comes from a survey 
that included a quadruple split sample experimental design to explore 
variation in WTP across different oil spill scenarios: small, medium, 
large, and very large oil spill (see Part 3 for details). Our analysis utilizes 

 
4 What constitute economic significance scope elasticity magnitudes remain unsettled 
in this emerging literature. The conceptual analysis in Amiran and Hagen (2010) argue 
that the scope elasticity should be anywhere between 0 and 1 in order to be consistent 
with strictly convex neoclassical preferences. Both Whitehead (2016) and Borzykowski 
et al. (2017) interpret elasticities higher than and statistically different from zero as 
“plausible” sensitivity to scope, while Burrows et al. (2017) suggest “adequate” scope 
elasticities thresholds of 0.2 or 0.5. 
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variation in preference expressions across survey participants (external 
scope), rather than multiple responses from each participant (internal 
scope). We provide baseline results, which pass a statistical scope test 
only in the case of comparing WTP to avoid the largest versus the 
smallest oil spill. Then we analyze a series of potentially scope-
confounding factors and find that the scope sensitivity improves when 
we consider several of these. We also compute scope elasticities to assess 
the economic significance, or adequacy, of the estimated scope impacts. 
Previous oil spill valuation studies have typically employed an internal 
CV scope test (Rowe et al., 1992; Van Biervliet et al., 2006; Navrud et 
al., 2017), investigated sensitivity to scope through choice experiments 
(e.g., Casey et al., 2018), or not included a scope test (e.g., Loureiro et 
al., 2009). To our knowledge, only Desvougues et al. (1992), Barton et 
al. (2003), and Bishop et al. (2017) have utilized an external test before, 
and only the study by Bishop et al. (2017) passed the scope test. Analysis 
of confounding effects and respective impact on scope elasticities has 
not been carried out in this literature before.   

The remainder of the paper is organized as follows: Part 2 classifies 
and discusses scope insensitivity explanations proposed in the literature. 
Subsequently, Part 3 presents the context, design and implementation of 
our case study, while Part 4 presents our empirical scope analysis. Part 5 
concludes.
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2 Scope Insensitivity 

To identify previously proposed scope insensitivity explanations, we 
conduct a narrative review (Borenstein et al., 2011). We limit our 
selection to peer-reviewed studies in the field of valuation of 
environmental goods and services that focus on the contingent valuation 
method. In summary, we find 13 alternative explanations for presence of 
scope insensitivity put forth in the literature, which are explored 
throughout this section and summarized in Table 1.  

While there are various ways these could be classified, we do so into 
four broad categories: 1) explanations related to microeconomic 
consumer theory, 2) explanations related to how people relate to 
environmental goods, 3) explanations related to survey design and model 
estimation, and 4) explanations related to insights from behavioral 
economics.  

 
Table 1 - Overview of potentially scope-confounding factors 

 

Scope insensitivity 
explanation 

First formalization or mentioning in the 
CV literature 
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T
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Diminishing marginal 
utility 

“WTP increases as the scope of the good 
increases, but the marginal WTP decreases 
as more of the good is offered to the 
consumer” (Rollins and Lyke, 1998). 

Utility functions 

“Very small sensitivity of scope can be 
achieved with underlying utility functions 
that are well-behaved” (Amiran and 
Hagen, 2010). 

Substitutability 
between market and 
non-market 
environmental goods 

“The presence of restrictions on 
substitution are shown to have important 
implications for the degree of sensitivity to 
scope” (Amiran and Hagen, 2010). 

Incomplete multi-stage 
budgeting 

“Household discretionary budgets may 
amount to only a modest proportion of 
household wealth” (Randall and Hoehn, 
1996) 
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Experience, 
familiarity, knowledge 
and/or use 

Respondents value environmental goods 
more “when [they] have knowledge about, 
experience with, and well-formed attitudes 
towards the good” (Heberlein et al., 2005) 

Preference 
Heterogeneity 

“False negatives in scope tests can result 
when individual preference variation and 
correlation are ignored” (Siikamäki and 
Larson, 2015) 

Su
rv

ey
 D

es
ig

n 
an

d 
M

od
el

 E
st

im
at
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Survey design 

“CV questions have to be posed carefully 
and in context” (Arrow et al., 1993) with a 
“description of (…) the goods that 
respondents understand and a method of 
provision they find plausible” (Carson and 
Mitchell, 1995). 

Amenity 
misspecification 

Respondents may “make assumptions 
about the good that they think the 
interviewer has in mind” if it is vaguely 
described (Carson and Mitchell, 1995).  

Data cleaning 

How observations are selected in the data 
analysis stage could potentially have 
impacts on scope findings (Whitehead et 
al., 1998). 

Statistical distribution 
assumption 

“Mean WTP and scope effects are 
sensitive to the statistical distribution 
assumption” (Borzykowski et al., 2017) 

Sample size 

Sensitivity to scope depends on the sample 
size: “in small samples, no effects are 
statistically significant. In large samples, 
everything is statistically significant” 
(Arrow et al., 1994) 

In
si
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 fr
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Warm Glow 

“WTP for public goods is best interpreted 
as the purchase of moral satisfaction, rather 
than as a measure of the value associated 
with a particular public good” (Kahneman 
and Knetsch, 1992).  

Preference Reversal 
Theory 

Preference reversal refers to circumstances 
where individuals shift their preference 
from one good to another depending on the 
way the good is elicited, for example in 
“joint and isolated evaluation modes” 
(Alevy et al., 2011) 
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2.1  Neoclassical microeconomic consumer theory 
One of the most fundamental explanations for scope insensitivity is 
diminishing marginal utility (Arrow et al., 1993; Boyle et al., 1994; 
Whitehead, 2016). As the size of the environmental good being valued 
increases, the marginal increments in utility become smaller, leading to 
apparent insensitivity to scope. In their study about the conservation of 
the Giant Panda, Kontoleon and Swanson (2003) find a WTP of $0.72 
per hectare for the first five hectares, which decreases significantly as the 
number of hectares increases. At 200 hectares of land, marginal WTP per 
hectare was estimated at virtually zero. These results illustrate the 
conclusions of Rollins and Lyke (1998), who suggest that whether 
sensitivity to scope is found is conditional on the sizes of the 
environmental good being elicited. To observe statistical scope is 
challenging (if not impossible) if the researcher is eliciting WTP for high 
levels of an environmental good. 

More broadly, recent research has pointed out that there are utility 
functions compatible with most preference axioms of neoclassical 
consumer theory that can exhibit a small degree of sensitivity to scope. 
Amiran and Hagen (2010) prove that while utility functions that are not 
directionally bounded (such as the Cobb-Douglas) always yield scope 
sensitivity, directionally bounded utility functions, which also satisfy all 
the preference axioms, can in turn yield arbitrarily small sensitivity to 
scope. The Leontief utility function is another example: despite 
representing regular preferences, it yields scope insensitivity if WTP is 
measured along the flat segment of the indifference curve (Banerjee and 
Murphy, 2005).  

Related to utility functions, the degree of substitutability between 
market goods and non-market environmental goods affects scope 
findings (Smith and Osborne, 1996; Amiran and Hagen, 2010; 
Whitehead, 2016). We illustrate this idea with two extreme examples. In 
the case of hypersubstitutability, wherein “… the consumer would be 
willing to forgo nearly all consumption of market goods… in exchange 
for a sufficiently large increment of the environmental amenity” (e.g., 
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Cobb-Douglas utility functions), insensitivity to scope should never arise 
(Amiran and Hagen, 2010). On the other extreme, if the market and 
environmental goods are perfect complements, the consumers’ implicit 
demand for environmental good is irresponsive to positive changes in the 
provision level (Amiran and Hagen, 2010).  

The idea that the bid amounts in CV surveys typically represent only 
a small fraction of the total household budget has led researchers to 
assume that the budget constraint of respondents “does not bind very 
tightly” (Hausman, 2012) or that median WTP “… is far too small to be 
severely restrained by wealth” (Kahneman and Knetsch, 1992). 
However, in the short-run, when respondents are asked for their WTP, 
some household expenditures are fixed. Thus, the budget potentially 
allocated to the provision of environmental goods being offered might 
only be a fraction of the total household budget (Randall and Hoehn, 
1996). Randall and Hoehn (1996) refer to this as incomplete multi-stage 
budgeting.  

2.2  How people relate to the environmental good 
Frederick and Fischhoff (1998), Whitehead et al. (1998), Heberlein et al. 
(2005), and Alevy et al. (2011) suggest that the way individuals relate to 
the environmental good in terms of individual characteristics may 
influence the scope findings. These individual characteristics may 
include increased experience, familiarity, knowledge and/or use of 
the environmental good. For example, users of the environmental good, 
who are more familiar with it, are more likely to be sensitive to its size 
when eliciting the WTP compared with nonusers (Frederick and 
Fischhoff, 1998). In their study on biodiversity, Heberlein et al. (2005) 
find that to know more, to like more, and have more experience at local 
level (2 counties) rather than at a broader level, lead respondents to value 
more local diversity than biodiversity in a broader region.  

Preference heterogeneity has also been shown to lead to scope 
insensitive results (Siikamäki and Larson, 2015; Giguere et al., 2020). 
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Some individuals might value highly the provision of a single attribute 
in the bundle of the environmental good provided, while others value all 
or no attributes in a more balanced manner. One can account for 
preference heterogeneity by, for example, estimating random parameter 
models (Siikamäki and Larson, 2015), latent class models or using stated 
attribute non-attendance (Giguere et al., 2020). In their application to 
water quality improvements in California, Siikamäki and Larson (2015) 
show that clear sensitivity to scope emerges when accounting for 
unobserved preference heterogeneity in a mixed logit model. Giguere et 
al. (2020) find that when accounting for stated attribute non-attendance, 
the study passes the statistical scope test. Respondents may also shift 
preferences towards an environmental good at some individual-specific 
threshold level. For example, in Heberlein et al. (2005)’s study 
respondents exhibit preferences for the same good in different directions 
in the case of protecting wolf populations. 

2.3  Survey design and model estimation 
Poor survey design has been pointed out for some decades to be the 
main cause for insensitivity to scope (Carson and Mitchell, 1995; Carson, 
1997; Carson et al., 2001; Heberlein et al., 2005; Whitehead, 2016). To 
avoid poor design of a CV study, the NOAA Panel lists several core 
recommendations, including careful pretesting (Arrow et al., 1993). 
Survey design flaws that affect scope sensitivity can come in many ways, 
but their main consequence is on survey consequentiality. Designing a 
survey that is consequential, i.e. so that the respondents perceive the 
survey’s results as potentially influencing an agency’s actions, implies a 
higher likelihood of finding scope sensitivity (Carson and Groves, 2007). 

Two examples of how survey design can influence scope findings 
are: the mode of survey administration, and stepwise versus advanced 
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disclosure.1 Evidence regarding the mode of survey administration is 
mixed. While Arrow et al. (1993), Carson and Mitchell (1995) and 
Carson (1997) favor the use of face-to-face interviews over phone, mall 
interviews or internet panels (Burrows et al., 2017), Whitehead et al. 
(1998) still find sensitivity to scope when using a phone survey. In the 
case of stepwise versus advanced disclosure, Bateman et al. (2004) find 
that the advance disclosure approach yields both internal and external 
scope sensitivity, while stepwise approaches may not yield scope 
sensitive results.  

Another main explanation for scope insensitivity is amenity 
misspecification (Boyle at al., 1994; Carson and Mitchell, 1995; Rollins 
and Lyke, 1998). Rather than how respondents relate to the good, 
amenity misspecification refers to how respondents perceive the good as 
described in the survey. This comes in four types: part-whole, metric, 
probability of provision or symbolic bias. Part-whole bias entails that 
respondents “make assumptions about the good that they think the 
interviewer has in mind” because it is vaguely described (Carson and 
Mitchell, 1995).  

Metric bias occurs if “a respondent values the amenity on a different 
(and usually less precise) metric or scale than the one intended by the 
researcher” (Mitchell and Carson, 1989). Changes in the size of the 
environmental good can be described in either relative or absolute terms, 
or quantitative or qualitative measures (e.g. Boyle et al., 1994 describes 
changes in bird population in both relative and absolute terms). Ojea and 
Loureiro (2011)’s meta-analysis suggests that WTP estimates are more 
sensitive to scope if changes in the environmental good are described 
quantitatively and in absolute terms.  

Probability of provision bias implies that “the perceived probability 
that the good will be provided differs from the researcher’s intended 
probability” for different sizes of the good (Mitchell and Carson, 1989). 

 
1 Stepwise disclosure means that respondents answering the valuation questions without 
posterior knowledge about the number of choices; advance disclosure entails informing 
respondents beforehand about all the questions they will be asked. 
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If respondents subjectively assign a higher probability for provision of a 
smaller environmental good, respondents may be willing to pay more 
when compared to a larger but less probable provision level (Carson and 
Mitchell, 1995). 

Symbolic bias refers to the case of small damages being perceived 
as “symbolic for a good of greater magnitude” (Mitchell and Carson, 
1989; Carson, 1997), hence respondents react to the symbolism of the 
good rather than the size of its provision. For example, Czajkowski and 
Hanley (2009) find that WTP for protection of forest biodiversity 
becomes less sensitive to scope when a “natural park” label is included 
in the valuation exercise. 

Data cleaning (i.e. identification of valid responses) could 
potentially have impacts on scope findings. Observations may be 
included or excluded based on individuals’ responses to debriefing 
questions, missing data, or any other criterion. However, excluding or 
including observations has an impact on sample size, which in turn 
affects the efficiency of the statistical scope test. Valuing water quality 
improvements, Whitehead et al. (1998) find no impact from inclusion or 
exclusion of protesters, outliers, nor from the treatment of “don’t know” 
responses.  

At the estimation stage, the statistical distribution assumption 
may affect scope sensitivity findings (Whitehead et al., 1998; Berrens et 
al., 2000; Borzykowski et al., 2017). Borzykowski et al. (2017) and 
Whitehead et al. (1998) find that parametric estimates based on a single-
bounded dichotomous choice question is more likely to fail a statistical 
scope test than non-parametric estimates, spike models, or estimates 
based on a double-bounded dichotomous choice question. 

Finally, many of the scope insensitive findings are attributed to 
small sample sizes (Boyle et al., 1994; Carson and Mitchell, 1995; 
Carson, 1997; Rollins and Lyke, 1998; Carson et al., 2001; Whitehead, 
2016). If the sample size is small, the experiment will not have enough 
statistical power to identify the scope effect. Exploring scope sensitivity 
is traditionally done through statistical tests. However, as Arrow et al. 
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(1994) put it, “The fundamental problem with any purely statistical 
definition of sensitivity is that it depends (foolishly) on the sample size”. 
Rollins and Lyke (1998) point out that finding scope with small sample 
sizes is even more challenging if the baseline size of the environmental 
good is already relatively high. 

2.4  Insights from behavioral economics 
Insights from behavioral economics can prove to be valuable to 
understand WTP estimates (Kling et al., 2012; Freeman et al., 2014). Poe 
(2016) summarizes a variety of behavioral anomalies occurring in SP 
research common to analysis of observed behavior. Insights from 
observed behavior may help “identifying the cognitive underpinnings of 
scope effects” (Alevy et al., 2011). If the standard preference axioms of 
consumer theory (i.e. regular, continuous, strongly monotonic and 
strictly convex preferences) do not hold, then behavioral anomalies may 
cause scope insensitivity (Banerjee and Murphy, 2005; Whitehead, 
2016). 

One of the most influential papers that initiated the scope debate was 
Kahneman and Knetsch (1992). Through an embedding experiment, 
Kahneman and Knetsch (1992) find that the same good is assigned a 
lower WTP if valued as part of a bundle rather than on its own, leading 
the authors to conclude that respondents are willing to pay to acquire 
moral satisfaction rather than revealing their true preferences regarding 
the environmental good. This effect was also subsequently referred to as 
“warm glow”. If respondents have strong warm glow motivations, then 
changing the scope of the good “should have little effect on WTP” 
(Kahneman and Knetsch, 1992).  

A more recent example of how behavioral economics explains scope 
findings is preference reversal theory (Alevy et al., 2011). This theory 
that has also been observed for market goods suggests that individuals 
may shift their preferences from one good to another depending on the 
way the good is elicited. Alevy et al. (2011) find that respondents have 
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different preferences towards watershed and farmland preservation when 
valuing each isolated rather than jointly. 
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3 The Lofoten Oil Spill Prevention Study 

Our data for exploring sensitivity to scope comes from a CV survey 
focusing on the Norwegian population’s WTP for preventing oil spills in 
the Lofoten Archipelago. This archipelago is an iconic coastal area in 
Arctic Norway, which is under increasing pressure from economic 
activities along the coast. Moreover, Norwegian politicians are 
continuously debating whether to lift the current ban on petroleum 
exploration outside the Lofoten Archipelago. Estimating the lost non-
market values in the case of an oil spill in this area is important for public 
policy. 

3.1  Survey design and questionnaire structure 
The study design was initiated in early 2012 based on several previous 
oil spill prevention CV surveys (Carson et al., 2003; Loureiro et al., 
2009; Carson et al., 2013). A draft survey was then distributed to 
valuation experts for feedback and subsequently tested in face-to-face 
interviews with members of the university administrative staff. An 
updated version was tested in focus groups comprising individuals from 
the general population. The development of the CV survey was done in 
collaboration with another team of valuation researchers, which, 
concurrently, was seeking to study local preferences for preventing oil 
spills at multiple locations along the Norwegian coast (Navrud et al., 
2017). Feedback and comments received during the pretesting stages 
were incorporated on an ongoing basis before arriving at the final 
instrument in early 2013.  

The CV experiment begins with questions about oil spill knowledge 
and experience, and reasons why it might be important to prevent oil 
spills. It then informs that an oil spill will occur as a result of a ship 
accident with certainty in the Lofoten Archipelago within the next 10 
years, if additional preventive and emergency preparedness measures are 
not implemented. The oil spill scenario is described by an oil spill 



Chapter 3  The Lofoten Oil Spill Prevention Study 

80 
 

dispersion map (Appendix 1) and a damage table (Appendix 2). The 
damages from the oil spill are described quantitatively in terms of bird 
and seal mortality, kilometers of shoreline soiled, and the recovery time 
for safe seafood consumption. Preferences are then elicited with a single-
bounded, closed-ended referendum question asking about willingness to 
pay an annual tax increase to prevent the oil spill. Both the tax amounts 
and the oil spill sizes are randomized across participants in the survey. 
The tax amounts range from NOK 100 to NOK 2500, while the four oil 
spill sizes are labeled “small”, “medium”, “large”, and “very large”. 
Next, response certainty (on a 1-10 scale) and up to three reasons for 
answering yes/no to the proposed tax increase are elicited as debriefing 
to the referendum question. Lastly the CV part probes subjective oil spill 
occurrence probabilities, the likelihood that government will use the 
survey result to design oil spill prevention policies, and the likelihood of 
having to pay higher taxes.1  

3.2  Data collection, cleaning, and sample 
representativeness 

The data collection was executed as a web-based survey in April 2013, 
employing the pre-recruited national household panel of NORSTAT, a 
leading survey sampling company in Norway.2 The full dataset consists 
of 1400 respondents with 500 observations each for the small and very 
large oil spill scenarios and 200 observations each for the medium and 
large scenarios.3  

 
1 In contrast to our study, Navrud et al. (2017) use payment card format to elicit a one-
time tax payment for preventing oil spills. Furthermore, they employ an internal scope 
test by asking the respondents about WTP for each of the four oil spill sizes. Finally, 
Navrud et al. (2017) focus on WTP for preventing oil spills at different locations along 
the Norwegian coast, not only the Lofoten Archipelago. 
2 See www.norstat.no. The full survey questionnaire is available as Supplementary 
material.   
3 The original sampling goal was 300, 200, 200, and 300 responses across the four oil 
spill scenarios, with the aim of ensuring a relatively higher degree of statistical 
precision for the welfare estimates associated with the smallest and largest oil spills. 
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Extensive data checking and cleaning routines were carried out prior 
to the sensitivity to scope analysis. First, 10 respondents who completed 
the survey in less than 10% of the average completion time (20 minutes) 
were removed. Second, debriefing questions were utilized to exclude 
protesters, strategic bidders, and respondents with lack of belief in the 
study’s consequentiality. Respondents were retained if at least one valid 
reason for answering yes or no was given.4 About 25% of the respondents 
(354) were dropped from further analysis by this criterion. Third, to 
correct for potential hypothetical bias (Kling et al., 2012; Haab et al., 
2013; Loomis, 2014) uncertain yes-respondents (scores below 7 out of 
10) were re-coded as no-respondents (Champ et al., 2009). In total 149 
responses (10.6 %) were recoded from “yes” to “no” by this procedure.5  

Sample representativeness was confirmed as expected given that the 
respondents were randomly drawn from a pre-recruited web-panel 
constructed to represent the Norwegian population. For example, 
average annual income (NOK 718 712) and gender (49% men) are 
almost identical to the official statistics (NOK 730 800 and 50%, 
respectively). However, as is often common in social science surveys, 
the sample was more educated than the general population. The 
socioeconomic and demographic profile of the reduced sample is similar 
to that of the full sample (see Appendix 3).  

 
When lower-than-expected survey costs permitted sampling of an additional 400 
respondents, we decided to have these drawn exclusively from the two extreme 
scenarios. 
4 In other words, respondents were excluded if they only reported invalid reasons for 
voting yes/no to the referendum question. These include reasons indicating warm glow 
and survey inconsequentiality (see Table 2 for details), or the following reasons: I felt 
a commitment to pay because all other households should also contribute; It is the 
shipping companies and the shipping industry that should pay; The tax level is already 
high enough; I feel it is not right to value the environment in money; The question was 
too difficult to answer; Available public money can be reallocated or used more 
efficiently. 
5 We have tested whether recoding uncertain yes-respondents impacts the results. The 
scope findings summarized in sections 4.2 and 4.3 remain unchanged. 
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4 Lofoten Scope Analysis 

We use the CV survey data described above to conduct an ex post 
exploration of ten of the scope insensitivity explanations reviewed in Part 
2. In particular, we analyze the impacts of controlling for 1) diminishing 
marginal utility, 2) incomplete, multi-stage budgeting, 3) experience, 
familiarity, knowledge and/or use, 4) preference heterogeneity, 5) survey 
design, 6) amenity misspecification, and 7) warm glow. Furthermore, as 
part of our baseline estimation, we investigate the impact of 8) assumed 
statistical distribution by reporting both parametric and non-parametric 
results, 9) our data cleaning strategy, and 10) sub-sample sizes. 
Addressing the remaining issues would require additional experimental 
design modifications or the collection of multiple datasets.  

4.1 Analytical Framework 
Let X represent a proxy variable that controls for one source of scope 
insensitivity (e.g., amenity misspecification). We hypothesize that 
controlling for the scope confounding explanation would increase the 
likelihood of establishing scope sensitivity and decrease the probability 
of false negatives, all else equal. Conversely, failing to control for this 
explanation is expected to decrease the probability of finding scope 
effects and increase the chances of false negatives.  

The variable X is interacted with dummy variables for the different 
oil spill sizes, which creates a piecewise linear model with structural 
breaks. The exception is the case of diminishing marginal utility, where 
we replace the dummy variables with a quasi-continuous proxy variable 
for the size of damage. 

For each exploration, the estimated WTPs from an uncorrected 
baseline specification versus a “corrected” alternative specification are 
compared. The analysis is summarized graphically by comparing scope 
lines, which are linear interpolations of the four WTP estimates. All else 
held constant, a steeper scope line would suggest stronger scope impact. 
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This idea is described conceptually in Figures 1 and 2. Specifically, 
scope line 1A represents the uncorrected baseline specification, while 
1B, 1C, 2A, 2B, and 2C represent possible corrected alternative 
specifications. In comparing 1A to either 1B or 1C (Figure 1), one could 
say that mean WTP across the four oil spill sizes has changed, but 
controlling for the source of scope insensitivity does not seem to 
strengthen the scope inference by yielding a steeper scope line. In 
contrast, a move from scope line 1A to either 2A, 2B or 2C (Figure 2) 
would be indicative of stronger scope sensitivity. For example, a move 
from 1A to 2B suggests that controlling for the source of scope 
insensitivity simultaneously strengthens the scope inference and leads to 
higher mean welfare estimates.   

 
Figure 1 - Conceptualization of no impact on sensitivity to scope  
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Figure 2 - Conceptualization of impact on sensitivity to scope  

 

In our analysis below, we assess the presence or absence of 
sensitivity to scope in the following three-fold way: First, we generate 
empirical scope lines for the baseline and alternative specifications, 
which are visually inspected for upward and monotonically increasing 
trends. Second, we execute two statistical scope tests on the WTP 
estimates. The partial scope test informs whether WTP to prevent the 
smallest oil spill is statistically different from WTP to prevent the largest 
oil spill. The total scope test reports statistical difference in WTP across 
all four oil spill sizes. Both tests are carried out by the method of 
convolution and summarized with P-values under the null hypothesis of 
insensitivity to scope.1 The total scope convolution test is constructed as 

 
1 The method of convolution is a generalized test for statistical difference between two 
distributions. Poe et al. (2005) propose testing external scope by this method. In our 
adaptation, 5,000 replications are generated for each WTP (Jeanty, 2007).  
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the average of the six possible partial convolution tests (comparing WTP 
for avoiding small versus medium oil spill, small versus large, etc.). 
Third, in order to address the question of adequate or plausible scope 
effects, we compute corresponding partial and total scope arc-elasticities 
(Whitehead, 2016). In general, let WTP1 and WTP2 represent two 
estimates of WTP associated with two levels of oil spill prevention, Q1 
and Q2, respectively. The scope arc-elasticity is then defined as: ܧௐ்௉,ொ = ቀௐ்௉మିௐ்௉భொమିொభ ቁ ቀ ொതௐ்௉തതതതതതതቁ. The partial scope arc-elasticity is based 

on WTP estimates for the small and very large oil spills, whereas the 
total scope elasticity reflects the average of six possible scope arc-
elasticities. In computing the denominator of the elasticity formula, we 
use kilometers of soiled coastline from the damage table (Appendix 2) 
as a proxy variable.2  

4.2  Baseline results  
Parametric and non-parametric baseline results are summarized in 
Figures 3 and 4, respectively. The parametric estimation was carried out 
under an arbitrary assumption of normality following the direct WTP 
approach suggested by Cameron (1988) and utilized a piecewise linear 
functional form for the different oil spill sizes, with the smallest oil spill 
scenario as reference category. The parametric WTP estimates are 
plotted in Figure 3. Regression outputs are provided in Appendix 4. 

 
2 The scope elasticity results presented in Section 4.3 are robust with respect to the 
damage measure used in the denominator (i.e. kilometers of coastline affected, number 
of birds or number of seals dead).  
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Figure 3 - Baseline parametric WTP welfare estimates (mean estimates and 95% confidence intervals) 

  

Figure 4 - Non-parametric welfare estimates (mean estimates and 95% confidence intervals) 
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The estimated annual household WTPs are NOK 1086, 1418, 1639, 
and 1869 to prevent a small, medium, large, and very large oil spill, 
respectively.3 Estimated WTPs are almost identical to those reported for 
the same study site by Navrud et al. (2017). The corresponding empirical 
scope line is monotonically increasing. Furthermore, the 95% confidence 
intervals for the smallest and largest oil spills do not overlap, while other 
comparisons are overlapping. Second, formal convolution scope tests 
reported in the first row of Table 2 support the graphical analysis. The p-
value for partial scope is 0.0023, whereas the p-value for total scope is 
0.1446. Third, partial and total scope elasticities are also reported in 
Table 2. For the baseline parametric estimation, both elasticity estimates, 
0.27 for partial and 0.18 for total scope, imply inelastic WTP with respect 
to the magnitude of oil spill damage. Nonetheless, these scope elasticity 
estimates are within the range of what has been discussed as adequate 
scope sensitivity in the literature (e.g., Amiran and Hagen, 2010; 
Whitehead, 2016). Combined, this three-fold analysis suggests presence 
of partial, but not total, scope sensitivity. 

Before presenting results from our main explorations, we briefly 
discuss our findings in relation to explanations 8-10 mentioned above: 
statistical distribution assumption, data cleaning strategies and sample 
size.  

First, as is typical in CV studies (e.g., Carson et al., 2003), we also 
report non-parametric welfare estimates (see Figure 4 and the last row of 
Table 2). This relates to the issue of statistical distribution assumption. 
In particular, we generate non-parametric WTPs using Kriström’s 
method (Kriström, 1990). This yields WTP estimates of NOK 1141 to 
prevent the smallest oil spill and NOK 1327 to prevent the largest oil 
spill. As seen in Figure 4, the non-parametric scope line is not 
monotonously increasing across the four oil spill scenarios. Similarly to 
the parametric baseline model, the non-parametric estimates pass the 
partial scope test (p-value of 0.00) but not the total scope test (p-value of 

 
3 Estimated WTP are in 2013 NOK. As of 18/02/2020: 1 Euro = NOK 10.1015; 1 USD 
= NOK 9.3324 (Source: https://www.bloomberg.com/markets/currencies) 
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0.1968). The corresponding scope elasticities are smaller than the 
parametric ones at 0.08 for partial scope and 0.06 for total scope. Unlike 
the analysis in Borzykowski et al. (2018), the non-parametric approach 
yields weaker scope sensitivity in our case.  

Second, as described in Section 3.2, we exclude 25% of the 
respondents from our analysis on the basis of their answers to debriefing 
questions. This relates to the issue of data cleaning strategies. If we re-
estimate the baseline model by including these respondents, the p-values 
of the partial and total statistical scope tests increase to 0.03 and 0.25, 
respectively. Moreover, the p-values associated with specifications 
controlling for other scope confounding factors (reported in 4.3 below) 
also increase and the scope elasticities are lower. We thus conclude that 
excluding respondents based on the debriefing questions improves scope 
inference.  

Third, we perform ex post power calculations to inform the extent to 
which the quadruple split-sample CV experiment had sufficient power to 
find full scope sensitivity in the piecewise linear specification we 
employ.4 This relates to the issue of sample size in scope sensitivity 
testing. In general, the power of an experiment is “the probability that, 
for a given size and a given statistical significance level, we will be able 
to reject the hypothesis of zero effect” (Duflo et al., 2007). We find that 
only the small versus very large oil spill comparison has sufficient power 
(87%) under a conventional power threshold of 80% (Duflo et al., 2007). 
However, these results do not undermine our exploration of scope 
insensitivity explanations below. Rather, it can be argued that low power 
strengthens the analysis for two reasons: 1) Modest sub-sample sizes 
make it more difficult to pass statistical scope tests as pointed out from 
the literature review. Hence, it becomes less likely to uncover 
explanations that influence the scope inference. 2) With knowledge of 
the power of the small versus large oil spill comparisons, the partial 

 
4 We thank the editor and an anonymous reviewer for drawing attention to the issue of 
statistical power.  
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scope tests and partial elasticity estimates become more important for the 
overall scope-impact inferences below. 

4.3  Sensitivity to scope analysis 
Results from the scope diagnostics are presented in Figures 5-12. Each 
figure represents ceteris paribus exploration of one scope insensitivity 
explanation and contains two estimated scope lines. The baseline scope 
line (blue) represents the parametric baseline results presented above. 

Each scope line has a corresponding 95% confidence band. 
Confidence intervals are calculated using the Krinsky-Robb simulation 
(Krinsky & Robb, 1986). The red confidence band is associated with the 
scope line from the estimation that controls for the potentially scope 
confounding factor, while the blue band belongs to the baseline scope 
line. Table 2 describes how the control variable was constructed for each 
sensitivity analysis and reports corresponding convolution tests and 
scope elasticity estimates. 
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In summary, accounting for amenity misspecification (Figure 5), 
and imposing diminishing marginal utility (Figure 6) have positive 
impacts on the scope inference. In contrast, accounting for preference 
heterogeneity (Figure 7), consequentiality (Figure 8), experience, 
familiarity, knowledge and/or use (Figures 9 and 10), controlling for 
incomplete multi-stage budgeting (Figure 11), and warm glow (Figure 
12) do not appear to affect statistical scope inference in our case. 
Interestingly, several of the explorations imply differences in mean 
welfare estimates. For example, controlling for perceived 
consequentiality (Figure 8) and prior recreational use of the Lofoten 
Archipelago (Figure 9) lead to higher WTP estimates. Next we discuss 
each exploration in further details. The underlying regression results are 
provided in Appendix 4. 

  

Figure 5 - Controlling for subjective oil spill probabilities (amenity misspecification) 
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Figure 6 - Controlling for diminishing marginal utility 

  

Figure 7 - Controlling for subjective importance of preventing oil spills (preference heterogeneity)  
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Figure 8 - Controlling for consequentiality (survey design) 

  

Figure 9 - Controlling for prior use of the Lofoten Archipelago (experience, familiarity, knowledge and/or 
use) 
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Figure 10 - Controlling for previous experience with oil spills (experience, familiarity, knowledge and/or 
use) 

  

Figure 11 - Controlling for budget constraints 
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Figure 12 - Controlling for altruistic motivations (warm glow) 

Controlling for perceived oil spill probabilities (Figure 5) 
As discussed in Part 2, the probability of provision bias is a type of 
amenity misspecification (Mitchell and Carson, 1989). This issue may 
be of particular relevance in oil spill prevention studies, as participants 
are likely to bring subjective risk assessments into the valuation exercise. 
In the Lofoten survey, the participants were told that an oil spill would 
happen with certainty, that is, with implied 100% probability, within the 
next 10 years. However, debriefing questions eliciting perceived 
probabilities of oil spills revealed that respondents considered larger oil 
spills less likely than smaller ones. The average perceived probability 
across all oil spill sizes was 0.39, while the average perceived probability 
was 0.54, 0.43, 0.33 and 0.27 for the small, medium, large and very large 
oil spill scenario, respectively.  

We test whether such priors influence the scope inference by 
estimating a model that interacts perceived oil spill probabilities with the 
size dummies. The estimated WTP is subsequently computed at 
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equalized (corrected) probabilities across different oil spill sizes. As seen 
in Figure 5, the estimated scope line is steeper in the corrected case. We 
conclude that controlling for amenity misspecification has a positive 
impact on scope findings. The visual observation is corroborated by the 
statistical scope tests and scope elasticities reported in Table 2. After 
correcting for the differences in perceived oil spill probabilities, the p-
value of the total scope test decreases from 0.1446 to 0.0921 and the total 
scope elasticity increases from 0.18 to 0.30. 

 
Controlling for diminishing marginal utility (Figure 6) 
The idea that diminishing marginal utility confounds sensitivity to scope 
has been proposed by many authors including Boyle et al. (1994) and 
Whitehead (2016). We explore this issue by converting the oil spill size 
dummies into a single, quasi-continuous variable denoting the logarithm 
of kilometers of soiled coastline. Using this variable as a damage proxy 
imposes diminishing marginal utility, rather than allowing for it through 
the piece-wise linear specification. As seen in Appendix 2, the small oil 
spill implies 5 kilometers of coastline soiled, while the very large oil spill 
implies 400 kilometers. The empirical scope line in red in Figure 7 is 
produced from the specification with the logarithmic size variable as 
reported in Appendix 4. The resulting WTP estimates are almost 
identical to those of the baseline model. Furthermore, all measures of fit 
improve with the logarithmic specification. Imposing diminishing 
marginal utility leads to smaller p-values for the statistical scope tests, 
but does not change the scope elasticities. The p-value of the total scope 
convolution test is 0.0709 (versus 0.1446 for the baseline).  

 
Controlling for preference heterogeneity (Figure 7) 
According to Siikamäki and Larson (2015), failure to account for 
unobserved preference heterogeneity can mask scope sensitivity. We 
explore the role of preference heterogeneity by accounting for stated 
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importance of avoiding long-term environmental damage.1 Figure 6 
compares the scope line from the resulting model estimation with the 
baseline specification. The scope lines are almost identical, suggesting 
no impacts on sensitivity to scope nor overall willingness to pay. This is 
supported by the unchanged convolution tests and scope elasticities 
reported in Table 2. However, the p-value of the partial scope test 
decreases (improves) slightly (from 0.0023 to 0.0018). 

 
Controlling for consequentiality (Figure 8) 
The idea that lack of consequentiality as a survey design issue may 
adversely affect scope findings was proposed by Carson and Groves 
(2007). If, for example, respondents believe that the probability of policy 
implementation or the probability of having to pay is zero, then 
preference expressions could be invariant to the size of the elicited good. 
To explore this issue, we compare results from an estimation that 
accounts for belief in the study’s consequentiality with the baseline 
model. As observed in Figure 8, it appears that accounting for 
consequentiality has no effect on scope sensitivity, though the scope line 
is no longer strictly increasing. The P-values for both the partial and total 
scope tests reported in Table 2 are similar to those of the baseline. 
However, consequentiality does seem to have a positive effect on overall 
WTP (P-value of 0.00).2   

 
Controlling for prior use of the Lofoten Archipelago (Figure 9) 
Being a user rather than a non-user is an important dimension of how 
people relate to environmental goods and was mentioned by Whitehead 
et al. (1998) as a factor likely to influence scope sensitivity. We explore 
this hypothesis by interacting the size dummies with an indicator for use 

 
1 We would like to thank the editor and an anonymous reviewer for their input regarding 
how to test for preference heterogeneity. We estimated a random parameter logit and 
latent class models without getting further insights.  
2 We also tested alternative measures of consequentiality using other information from 
the debriefing questions. The results were similar to those reported here.  
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of the Lofoten Archipelago, defined as having visited or residing there. 
As can been seen in Figure 9, respondents classified as users have higher 
WTP for all oil spill sizes. However, the scope lines do not indicate a 
clear difference in scope sensitivity. The statistical tests reported in Table 
2 corroborate these observations. A partial scope finding is retained for 
both segments, while total scope is not supported. The P-value for a 
difference in overall WTP is 0.00.  

 
Controlling for previous experience with oil spill (Figure 10) 
Experience with oil spills is another case-specific dimension of how 
people relate to the environmental good. Heberlein et al. (2005) 
hypothesize that having previous experience might lead to clearer scope 
sensitive findings. Figure 10 compares estimation results for respondents 
with prior experience with oil spills relative to the baseline model. As 
indicated by the test statistics in Table 2, this does not improve the scope 
inference or lead to statistically different WTP estimates. 

 
Controlling for incomplete multi-stage budgeting (Figure 11) 
Short-term restrictions on how households allocate their income could 
impact scope sensitivity according to Randall and Hoehn (1996). As a 
way to test for this kind of confounding factor, we create a dummy 
variable identifying households with yearly household income lower 
than 450 000 NOK (that is, the 25th percentile of the income distribution). 
We hypothesize that respondents less constrained by income would be 
more sensitive to scope. However, as seen in Figure 11 and Table 2, we 
only find an impact on WTP, not on sensitivity to scope. This result is 
similar to the finding in Randall and Hoehn (1996). 
 
Controlling for warm glow (Figure 12)  
Kahneman and Knetsch (1992) claim that WTP estimates are mainly 
driven by warm glow preferences. This suggests that accounting for 
warm glow could yield clearer scope findings. To explore this 
possibility, we identified respondents indicating such motivation from 
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the debriefing questions. As illustrated by the exploration in Figure 12 
and corroborated by the test statistics in Table 2, controlling for warm-
glow preferences seems to negatively affect overall WTP (P-value of 
0.00). However, the scope inference is ambiguous. One the one hand, the 
P-values of the statistical scope tests do not improve relative to the 
baseline model. On the other hand, the scope elasticity estimates are 
higher at 0.38 for partial scope and 0.27 for total scope. 
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5 Concluding Remarks 

In this paper, we make two primary contributions to the environmental 
CV literature. First, we give an overview of the sensitivity to scope issue 
and review a number of theoretical and empirical explanations for why 
WTP estimates sometimes are found to be insensitive to the scope of the 
environmental good being valued. Then we investigate the validity of 
many of these explanations in the context of valuing the prevention of 
oil spills in Arctic Norway.  

The literature review uncovers 13 distinct explanations for 
insensitivity to scope in CV studies. These are placed in four categories 
according to whether they relate to 1) microeconomic consumer theory, 
2) how people relate to the environmental good, 3) survey design and 
model estimation, or 4) insights from behavioral economics. The 
literature analysis answers a repeated call for an overview of scope-
confounding factors (Carson and Mitchell, 1995; Whitehead et al., 1998; 
Desvougues et al., 2012; Whitehead, 2016). Despite being suggested by 
several researchers, few studies have actually carried out explorations of 
scope-confounding factors in specific case analyzes. The second part of 
the paper addresses this research gap by testing empirically a subset of 
the explanations proposed in the literature.   

Based on our review, it is clear that failing statistical scope tests do 
not invalidate single studies, certainly not the CV method in general. At 
least thirteen factors can mask scope sensitivity. Some of these factors 
can be controlled for ex post (e.g., degree of experience with the 
environmental good), while others are best dealt with ex ante (e.g., 
ensuring incentive-compatible and consequential survey instruments). 
Nonetheless, some ex ante considerations must be made to ensure 
validity of a study. Namely, if survey design and/or amenity specification 
are not adequate and the study does not follow best practices, then the 
statistical scope test is likely to fail and WTP estimates are not valid. 
Therefore, we strongly advise researchers to contextualize empirically 
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how one or more of the reviewed explanations may affect the scope 
inference of their study.  

Our baseline estimation indicates partial scope sensitivity, defined 
as a statistically significant difference in WTP for avoiding the smallest 
versus the largest oil spill. The estimated WTP to prevent the smallest 
and largest oil spills are NOK 1086 and NOK 1869, respectively. 
Accounting for scope-confounding factors strengthens the scope 
inference. These include: excluding problematic respondents based on 
debriefing questions, taking sample sizes into consideration, accounting 
for subjective probabilities of amenity provision, and imposing 
diminishing marginal utility. Controlling for the last two factors 
improves the inference from partial to total external scope at the 10% 
significance level, the latter defined as an overall difference in WTP 
across oil spill sizes.  

Furthermore, scope elasticity estimates indicate presence of 
economically significant, adequate effects. In the baseline specification, 
the partial and total scope elasticities are 0.27 and 0.18, respectively. Our 
scope diagnostics show that controlling for confounding factors 
generally leads to higher scope elasticity estimates, with the highest 
estimates found in the specification accounting for amenity 
misspecification. Here, the partial and total scope elasticities are 0.41 and 
0.30, respectively. While the literature has not reached consensus with 
respect to what constitutes adequate scope, we judge a scope elasticity 
estimate of 0.2 to be of adequate and plausible magnitude. Such estimate 
indicates inelastic WTPs and conforms to the explanation of diminishing 
marginal utility from avoiding damages to environmental goods. This 
magnitude is also in line with scope elasticity estimates reported by 
Whitehead (2016), Spencer-Cotton et al. (2018) for the case of coastal 
areas in Australia, and by Borzykowski et al. (2018) for the case of 
protected forest areas in Switzerland.  

Overall WTP for oil spill prevention in the Lofoten Archipelago 
seems to be inelastic with respect to the damage size. This observation is 
consistent with the notion of sharply diminishing marginal utility for 
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preventing oil spills in Arctic areas. The Norwegian population views 
Lofoten as an exceptional coastal area when it comes to natural and 
cultural amenities (Kaltenborn and Linnell, 2019). Therefore, exposing 
it to any kind of non-trivial industrial accident such as an oil spill could 
be seen as fundamentally damaging: once the Lofoten Archipelago is 
soiled, its non-market economic value is spoiled - the size of the oil spill 
may not matter so much.  

Finally, the set of scope insensitivity explanations addressed in this 
paper is not necessarily exhaustive. Other explanations are likely to 
emerge from current or future studies, perhaps particularly related to 
research in behavioral economics. Furthermore, the empirical 
observations made in this paper regarding factors that influence the scope 
inference do not necessarily generalize or carry over to other study 
contexts. Nonetheless, this paper lends support to the sentiment 
expressed by several other authors (Arrow et al., 1994; Heberlein et al., 
2005; Banerjee and Murphy, 2005; Amiran and Hagen, 2010; 
Desvougues et al., 2012; Whitehead, 2016: Johnson et al., 2017), to wit, 
that standard statistical scope tests can be uninformative and potentially 
misleading if taken at face value. We therefore advise CV practitioners 
to pursue their own case-specific scope sensitivity diagnostics using our 
review as a starting point. We also advise future CV applications to 
emphasize whether their scope findings are adequate and/or plausible by 
computing and reporting scope elasticities and other effect size 
measures.
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Oil Spill Dispersion Map 
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Damage Table 
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Sample Representativeness 
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Estimating the Ex-ante Recreational Loss of an Oil 
Spill using Revealed Preference Site Selection and 

Multinomial Stated Preference Data 
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Abstract: This paper combines revealed preference and stated 
preference data to estimate the recreational impact of four hypothetical 
oil spills on the Jæren beaches in Norway. Our application is the first to 
consider two simultaneous changes due to an oil spill: we hypothesize 
that an oil spill not only reduces the choice set available to recreationists 
but also reduces the perceived beach site quality. Our application 
highlights the gains in combining stated and revealed preferences. 
Including variation in perceived site quality due to an oil spill and 
allowing for substitution to other recreational sites is only possible due 
to the inclusion of stated preference data. We conclude that the separate 
estimation of either SP or RP models results in misspecification due to 
the inability to estimate all parameters that drive site choice. When 
combining data sources, we estimate a welfare loss ranging from 122 to 
288 NOK across the four oil spill scenarios. We show that omitting 
perceived site quality when using revealed preference data leads to low 
welfare losses, while naively omitting alternative specific constants 
when using stated preference data leads to high welfare losses.  
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1 Introduction 

Coastal areas, especially those near heavy oil tanker traffic or oilrigs, are 
under increasing pressure due to economic activity offshore. One of 
these threats is increased risk of oil spill accidents, whose consequences 
to marine and coastal habitats are numerous, implying both use and non-
use value losses. Numerous studies estimate the losses due to oil spill 
accidents in terms of non-use (e.g., Bishop et al., 2017; Carson et al., 
2003) or use values (e.g., Winkler and Gordon, 2013). Changes in use 
values typically employ revealed preference (RP) methods by applying 
the travel cost method. This method is especially relevant in settings 
where the losses or gains in terms of recreational value are likely to be 
substantial (e.g., Alvarez et al., 2014).  

Two different approaches have been used to retrieve estimates of the 
impact of an oil spill on beach recreation in the context of a multi-site 
model. The first approach is to calculate the number of lost recreational 
trips (or days) and multiply them by the value of a beach trip or day 
(English et al., 2018; Glasgow and Train, 2018). The second approach is 
to estimate the change in welfare per trip due to the presence of an oil 
spill and multiply it by the number of total trips (Alvarez et al., 2014; 
Hausman et al., 1995). Both of these approaches focus on the impact of 
an oil spill ex post. 

Neither of these approaches is adequate if the research contemplates 
the ex-ante impact of an oil spill. Parsons (2008) is the only study to 
estimate the ex-ante impact of an oil spill. He assumes that the loss from 
an oil spill is a result of a reduction in the choice set of recreational sites, 
as previously available recreational sites are now soiled and closed. 
However, this approach implicitly assumes that if the beach is not closed, 
individuals would not change their behavior and thus incur no loss. Yet, 
even in the event of no beach closure, preferences towards oil spill 
avoidance might lead individuals to opt-out from engaging in beach 
recreation all-together or decide instead to engage in a completely 
different recreational activity. This type of behavior can be elicited using 
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contingent behavior (CB) questions. Contingent behavior involves 
asking individuals how they would change their behavior given an 
hypothetical scenario on overall site quality (e.g., Landry et al., 2012), 
attributes (e.g., Adamowicz et al., 1997), travel cost (e.g., Azevedo et al., 
2003), or access to sites (e.g., Grijalva et al., 2002). 

Given the dual potential of observed and stated behavior to study 
preferences towards oil spill avoidance, one could combine the two types 
of behavior data. Combining revealed preference (RP) and stated 
preference (SP) data is appealing because RP-SP data are 
complementary in regards to their weaknesses (Whitehead et al., 2008). 
RP data is grounded on the individuals’ observed choices, whereas SP 
data is criticized due to its hypothetical nature (Scott, 1965). SP data can 
be collected with an experimental design to introduce variation in 
attribute levels while modeling RP data is challenging due to the 
multicollinearity in the attribute data. In recognition of their duality, the 
number of applications of joint RP-SP data grew, especially after 
Adamowicz et al. (1994). The combination of the RP-SP data generally 
results in a better fit of the models and the possibility to estimate welfare 
losses from attributes that would not be possible from using either dataset 
separately. However, there may be differences across RP-SP datasets 
that should be accounted for, for example if the respondents are more 
uncertain when facing SP scenarios (Whitehead and Lew, 2019).   

In light of the above discussion, this research paper aims at 
combining RP-SP data to estimate the recreational impact of four 
hypothetical oil spills in Norway. Our application is the first to consider 
two simultaneous changes due to an oil spill: a reduction in the available 
choice set of recreationists, and in the perceived beach site quality. We 
estimate a welfare loss ranging from 122 to 288 NOK per choice 
occasion across the four oil spill scenarios. We conclude that separate 
estimation of either RP or SP data leads to misspecification in our context 
since not all variables that drive site choice can be included. We also find 
that combining RP-SP data has several advantages in terms of welfare 
analysis: omitting perceived site quality when using RP data leads to low 
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welfare losses, while omitting alternative specific constants when using 
SP data leads to high welfare losses. Combination of RP-SP data also 
allows for the estimation of additional parameters and accounts for scale 
heterogeneity.  

An additional contribution of this paper is to expand the available 
choice set in the contingent behavior (CB) question. In previous CB 
surveys, individuals are given a limited choice set in the CB question: 
the option to visit one or more recreational sites within the same study 
area (e.g. Truong et al., 2018), the option to “stay at home” (Yi and 
Herriges, 2017), or the option of postponing the trip (Parsons and 
Stefanova 2011). Yet, when faced with an oil spill, an individual might 
opt for an activity or site that is not available in the CB question (e.g. a 
park, hike, forest). Stafford (2018) shows the importance of considering 
appropriate outside or opt-out options to obtain unbiased welfare 
estimates. We build on existing efforts by expanding the individual’s 
choice set including other recreational sites and refer to this as 
“multinomial” CB data. This paper is the first to jointly estimate RP site 
selection data and multinomial CB data in a Random Utility Model 
framework.  

To the best of our knowledge, this is the first RP-SP discrete choice 
model focusing on oil spill accidents. Previous RP-SP studies have 
considered the ex-ante impact of wind farms (Landry et al., 2012), water 
flow (Loomis, 1997), or forest fires (Simões et al., 2013). Despite our 
focus on oil spill impacts, our discussion applies to any future threat that 
changes the quality, travel cost or available choice set of goods and 
services. 

The remainder of this paper is structured as follows. Section 2 
discusses the overall motivation of the paper and the chosen approach. 
Section 3 presents the case study and survey data. Section 4 reports the 
estimation results and welfare estimates. Section 5 discusses the results. 
Section 6 concludes.  
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2 Methods 

Any losses arising due to an oil spill accident entail both use and non-
use value losses. If non-use value losses comprise the majority of the 
welfare loss at stake, researchers should use SP methods. To this end, 
both the contingent valuation method (e.g., Carson et al., 2003; Loureiro 
and Loomis, 2013) and choice experiments (e.g., Casey et al., 2008; 
Tuhkanen et al., 2016) have been applied to estimate the non-use value 
losses due to an oil spill.  

Alternatively, this paper focuses on estimating recreational (use) 
value losses from an oil spill. In such a context, RP methods are more 
appropriate. The travel cost method (e.g., English et al., 2018) and the 
hedonic pricing method (e.g., Cano-Urbina et al., 2019) have been 
applied to estimate the use-value losses due to an oil spill. While the 
former tends to focus on impacts on local recreation, the latter has 
estimated the losses in market prices in the housing market (Winkler and 
Gordon, 2013), fish stocks (Domínguez Alvarez and Loureiro, 2013), or 
wages (Aldy, 2014).  

Out of the methods presented, the Travel Cost Method is the most 
appropriate in our context due to its exclusive focus on recreation. To 
infer how to estimate the recreational impact of an oil spill on recreation, 
we identified twelve (12) prior studies that do so in different contexts.1 
These studies follow two different approaches to estimate the 
recreational loss due to an oil spill.  

One approach is to calculate the value of a trip, usually in terms of 
consumer surplus, and multiply it by the number of lost trips due to the 
oil spill, thus yielding aggregate losses. Bonnieux and Rainelli (2003), 
English et al. (2018) and Stratus Consulting Inc. (2010) follow this 
approach. For example, English et al. (2018) estimate the value of a lost 

 
1 These twelve studies were identified after a through literature search of both peer and 
non-peer-reviewed literature. We used the keywords “travel cost method” and “oil 
spill” to identify possible studies, as well as snowballing as a literature search approach. 
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user day to be $37.23 and multiply this value by the estimate of lost user 
days (10 million), which equals $379 million in aggregate losses. This 
approach, however, assumes that recreationists who visit the same site 
or choose to recreate at a different recreational site do not incur any 
welfare loss (Glasgow and Train, 2018).2 

An alternative approach is to calculate the welfare loss per trip or 
choice occasion due to an oil spill. The aggregate loss due to the oil spill 
is estimated by multiplying the loss per trip by the total number of trips 
or choice occasions (e.g., Alvarez et al., 2014; Hausman et al., 1995; 
Whitehead et al., 2018). Whitehead et al. (2018) estimate a change in 
consumer surplus due to the oil spill of $43 and multiply it by 4.82 
million households, which yields $207 million in aggregate damages.  

However, the two reviewed approaches require some form of 
historical trip data before and after the oil spill. In the first approach, the 
historical RP data is used to estimate the number of lost trips, whereas in 
the second approach, the historical data is used to estimate the welfare 
loss per trip or choice occasion.  

Out of the twelve studies identified, Parsons (2008) is the only study 
to estimate the ex-ante impact of an oil spill. Estimating the loss of an oil 
spill before it has occurred may be more useful in the sense of motivating 
the creation or improvement of prevention measures. Parsons (2008) 
estimates the loss per trip due to a hypothetical oil spill in South Padre 
Island (US). In order to do so, Parsons (2008) assumed that an oil spill 
would decrease welfare exclusively due to closure of soiled beaches. 
Using RP data, the author estimates the compensating surplus by 
reducing the choice set faced by recreationists using the discrete choice 
model.  

This site choice model is one way to operationalize the travel cost 
method. The model explains recreationists’ choice of recreational site 
given observable site attributes, their travel cost, alternative specific 
constants (ASCs), and other relevant variables. Site choice models 

 
2 English et al. (2018) accounts for a demand-shift of recreation due to the oil spill by 
calibrating the alternative specific constants.  
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estimate welfare measures due to beach closure in a straightforward 
manner, and allow for site substitution (Parsons, 2017). Site choice 
models can consider a vast range of external pressures, such as changes 
in site attributes or quality (e.g., Hicks and Strand, 2000), changes in 
travel cost (e.g., Leggett et al., 2014), or closure of one or more sites 
(e.g., Parsons et al., 2009). 

If we follow the approach of Parsons (2008) and estimate welfare 
loss due to a reduction in the available choice set, then it suffices to apply 
a discrete choice model to RP visitation data. We use the Random Utility 
Model (RUM). For individual ݅, let ܯ denote income, ܥ௜௝଴ represents 
travel cost associated with getting to beach ݆ and ܳ௝௧଴ denotes quality of 
site ݆. The utility of going to site ݆ at choice occasion ݐ is given by: ௜ܷ௝௧ = ௜ܸ௝௧(ܯ௜ − (௜௝଴,ܳ௝௧଴ܥ + ଵఙ  ௜௝௧ ,    (1)ߝ
where ߪ is the scale parameter, which is usually normalized to one.  

With the above framework in place, we can calculate the 
compensating surplus (CS) given various scenarios of beach closure. Let ܬ represent the initial choice set (before the oil spill), and ܬଵ the final 
choice set. The final choice set size is expected to decrease with oil spill 
size. The marginal utility of money is denoted by ߚଵ. To estimate the loss 
due to an oil spill, we calculate the CS per choice occasion as derived by 
Small and Rosen (1981):3  (ܸܥ)ܧ = ଵఉభ ቄln ቂ∑ ݁௏೔ೕ೟(ெ೔ି஼೔ೕబ,ொೕ೟బ)௝ఢ௃భ ቃ − ln ቂ∑ ݁௏೔ೕ೟(ெ೔ି஼೔ೕబ,ொೕ೟బ)௝ఢ௃ ቃቅ.     (2) 

Following Parsons (2008)’s approach, a scenario that does not imply 
beach closure yields a CS estimate of zero. This approach implicitly 
assumes that a recreationist would not change their behavior if the beach 
is not closed.  

However, recreationists may have preferences towards oil spill 
avoidance, which translates into changes in their recreational behavior. 
Such changes might occur even if their preferred or last visited beach 

 
3 This estimate of CS assumes the indirect utility to be linear in parameters. See 
Hanemann (1984). 
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remains open and not soiled. For example, recreationists might prefer 
either to opt-out from engaging in beach recreation all-together, or to 
visit another beach and/or recreational site. In fact, there was evidence in 
the Deepwater Horizon oil spill that “individual perceptions of or 
uncertainty about conditions in the Gulf altered the (…) recreation 
behavior” of recreationists, “even in areas where the oil never actually 
made it to local beaches” (English et al., 2018). Glasgow and Train 
(2018) also propose the idea of welfare losses arising because 
recreationists “anticipated that the sites would or might be degraded.” 
We interpret this as evidence of a reduction in the individuals’ perceived 
quality of the beach sites, even if the beach is not actually soiled.  

When considering the ex-ante impact of an oil spill, the researcher 
cannot capture this type of behavior with RP data alone. Instead, such 
behavior can be elicited using SP data. Whereas in the RP data there is 
no variation in the perceived site quality, we assume that in the SP 
scenario all beach sites near the hypothetical oil spill suffer from a drop 
in perceived site quality from ܳ௝଴ to ܳ௝ଵ.  

Hence, welfare losses due to an oil spill are given by: 1) a reduction 
in the choice set, and 2) a reduction in perceived site quality. The 
resulting CS per choice occasion due to an oil spill is given by:   (ܸܥ)ܧ = ଵఉభ ቄln ቂ∑ ݁௏೔ೕ೟(ெ೔ି஼೔ೕబ,ொೕ೟భ)௝ఢ௃భ ቃ − ln ቂ∑ ݁௏೔ೕ೟(ெ೔ି஼೔ೕబ,ொೕ೟బ)௝ఢ௃ ቃቅ.    (3) 

The inclusion of ܳ௝ is only possible if SP data and RP data are 
combined. The combination of RP-SP data has several advantages 
compared with the use of a single data source. One of the advantages is 
attenuation of hypothetical bias stemming from the SP data source 
(Whitehead and Lew, 2019). SP data is particularly vulnerable to 
hypothetical bias due to the unfamiliarity associated with the 
hypothetical scenarios (Whitehead et al., 2008). Thus SP data may be 
calibrated to match actual market shares from RP data (e.g., Revelt and 
Train, 1998).  

On the other hand, the hypothetical nature of SP data enables the 
creation of different policy scenarios to be considered, which is not 
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possible with RP data alone (Whitehead et al., 2008). RP data frequently 
suffer from lack of variation or high multicollinearity, while SP data 
introduces greater variation in the levels of the attributes. Other 
advantages of combining RP-SP data include greater efficiency in 
estimating the parameters of interest, as well as capturing changes in both 
use and non-use values.   

To the best of our knowledge, sixty-nine (69) studies combine RP-
SP data to estimate recreational value changes. However, only nineteen 
(19) combine discrete RP-SP data, while the overwhelming majority (39) 
combines RP-SP count data. Given our focus on discrete data, we review 
two types of discrete SP data that have been combined with RP data: 
discrete choice experiments (e.g., Whitehead and Lew, 2019) or 
contingent behavior (e.g., Zimmer et al., 2012). 

In discrete choice experiments (DCEs), individuals choose among 
two or more scenarios, which differ in terms of their attribute levels. Past 
studies combining RP and DCE data introduce changes in fish catches 
(Whitehead and Lew, 2019), moose population and hunting conditions 
(Adamowicz et al., 1997), tree species variation and hiking conditions 
(Abildtrup et al., 2015), or water quality (Cheng and Lupi, 2016).  

While DCEs introduce more generic alternatives but allow for 
greater variation across attribute levels, CB alternatives usually include 
actual recreational sites or activities but introduce fewer changes in 
attribute levels. In CB questions, individuals are presented with a 
scenario featuring changes in site quality, travel cost and/or choice sets. 
Individuals are then asked to either anticipate how many trips they expect 
to make to each of the available sites (Jeon and Herriges, 2010; Truong 
et al., 2018; Yi and Herriges, 2017; Zimmer et al., 2012), or answer how 
their behavior would change relative to some past visit (Boxall et al., 
2003; Loomis, 1997; Parsons and Stefanova, 2011). Given our interest 
to mimic actual choices, we opt for combining RP data with CB, wherein 
we elicit behavior relative to the last recreational visit.  
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2.1 Econometric Approach 
In order to combine RP-SP data, one could assume the utility function as 
specified in Equation 1 to hold in both datasets. Respondents should 
exhibit the same preferences regarding the travel cost ܥ௜௝ and 
environmental quality ܳ௝ across datasets. Then one could stack the data 
and jointly estimate Equation 1 in a “naïve” way.  

We call it “naïve” because this approach ignores potential scale 
differences across RP-SP datasets. Ideally, recreationists have the same 
underlying preferences when facing RP or SP scenarios. This should be 
reflected by the equality of parameters that define the indirect utility 
function, ௜ܸ௝௧, across the two datasets. However, as illustrated Swait and 
Louviere (1993), SP and RP data may appear to lead to different 
parameters of the utility function due to scale differences for RP-SP 
datasets. That is, the scale parameter ߪ in Equation 1 is dataset-specific, ߪோ௉ ≠  ௌ௉. Scale differences across RP-SP datasets may be due toߪ
various factors: “random noise” (Hensher and Bradley, 1993), rank order 
or fatigue effects (Bradley and Daly, 1994), choice uncertainty 
(Lundhede et al., 2009) or different “effect of unobserved factors (…) 
between revealed and stated preferences” (Morikawa, 1994). To be able 
to compare and jointly estimate SP and RP data, differences in scale 
should first be accounted for (Swait and Louviere, 1993). 

Another reason why stacking the data is “naïve” is that it does not 
account for scale heterogeneity. Scale heterogeneity entails the existence 
of a scale-adjusting term ߮௜, which is individual specific (Hess and Rose, 
2012). For example, lack of experience with recreation choices might 
increase uncertainty for respondents and result in larger variation of the 
scale-adjusting term (Hensher, 2012).  

With these two considerations, we can expand Equation 1 for the 
case of RP-SP data. We assume that the underlying preferences are the 
same, that is, the indirect utility functions are the same in both datasets. 
In RP data, there is no variation in the environmental quality attribute. 



Chapter 4  Methods 

125 
 

The utility of alternative ݆ for individual ݅ at choice occasion ݐ is 
represented by: ௜ܷ௝௧ோ௉ = ௜ܸ௝௧(ܯ௜ − (ܳ,௜௝ܥ + ଵఙೃುఝ೔ೃು  ௜௝௧.    (4)ߝ

In our SP data, we only have one choice occasion per individual, but 
we introduce variation in the environmental quality attribute. Hence, we 
omit the subscript ݐ and the utility function is expressed as: ௜ܷ௝ௌ௉ = ௜ܸ௝(ܯ௜ − (௜௝,ܳ௝ܥ + ଵఙೄುఝ೔ೄು  ௜௝.    (5)ߝ

Let us illustrate the importance of accounting for both scale 
parameter and scale heterogeneity in our application. Since utility is 
latent, the researcher can rewrite Equations 4 and 5 above by multiplying 
all terms by ߮௜ߪ as such: ߮௜ோ௉ߪோ௉ ௜ܷ௝௧ோ௉ = ߮௜ோ௉ߪோ௉ ௜ܸ௝௧(ܯ௜ − (ܳ,௜௝ܥ + ௌ௉ߪ௜௝௧, and  (6) ߮௜ௌ௉ߝ ௜ܷ௝ௌ௉ = ߮௜ௌ௉ߪௌ௉ ௜ܸ௝(ܯ௜ − ௜௝ܥ ,ܳ௝) +  ௜௝.   (7)ߝ

Let the indirect utility function be linear in parameters as follows:  ௜ܸ௝ = ଴ߚ + ௜௝ܥଵߚ +  ଶܳ௝,       (8)ߚ
where ߚ଴, ߚଵ and ߚଶ are the parameters of interest which are the 

same in both the RP-SP dataset. If there is in fact scale heterogeneity 
within the RP and SP datasets (i.e. ߮௜ோ௉ ≠ ߮௜ௌ௉) and the scale parameter 
differs in RP and SP (ߪோ௉ ≠ መ଴ௌ௉ߚ  :଴ߚ ௌ௉), then forߪ ≠ መ଴ோ௉ߚ  ⇔ ߮పௌ௉ߪௌ௉ߚ଴෣ ≠ ߮పோ௉ߪோ௉ߚ଴෣ .     (9) 

The estimated parameters ߚመ଴ௌ௉ and ߚመ଴ோ௉ will appear to differ from 
one another. The researcher is led to erroneously conclude that the 
underlying preferences in SP and RP data differ, when in fact this 
difference is driven by distinct scale parameters and scale heterogeneity.  

One interesting observation arises. Past combinations of RP-SP data 
have accounted for both scale differences as well as scale heterogeneity, 
wherein ߮௜ோ௉ = ߮௜ௌ௉. However, scale heterogeneity may also differ in SP 
and RP datasets, that is ߮ ௜ோ௉ ≠ ߮௜ௌ௉. Combinations of RP-SP data seldom 
explicitly considered this difference, neither theoretically nor empirically 
(Hensher, 2012). While it may not be possible to disentangle scale 
heterogeneity from preference heterogeneity (Hess and Train, 2017), 
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ignoring differences in scale heterogeneity may also lead to erroneous 
conclusions of differing parameters in SP and RP data. While we are 
aware of this gap in the literature, the nature of our data does not allow 
us to account for ߮௜ௌ௉, because our data consists of a single choice 
occasion per individual in the SP data. Hence, we assume ߮௜ோ௉ = ߮௜ௌ௉.  

When jointly estimating RP-SP data, we can estimate the relative 
scale parameter so long as one of the scale parameters is fixed 
(Adamowicz et al., 1997). The scale parameter for RP data, ߪோ௉, is 
typically fixed at one (e.g. Adamowicz et al., 1997; Cheng and Lupi, 
2016). The estimated scale parameter for SP data varies across studies: 
between 0.05 and 0.22 in Jeon and Herriges (2017), 0.13 in Adamowicz 
et al. (1997), between 0.12 and 0.45 in von Haefen and Phaneuf (2008), 
0.59 in Truong et al. (2018), 0.62 in Cheng and Lupi (2016), between 
0.61 and 0.70 in Haener et al. (2001), and 0.76 in Whitehead and Lew 
(2019). In some of these studies, the relative scale parameter is lower and 
statistically different from one, which implies greater variance in the SP 
data (Whitehead et al., 2008).  

Several statistical models allow the estimation of the scale parameter 
when jointly estimating RP-SP data. One approach is to use the “nested 
logit trick” (Hensher et al., 2008; Hensher and Bradley, 1993). In such 
models, the RP-SP data are in different branches, and we retrieve the 
scale parameter through the dissimilarity parameter across branches. 
More recently other approaches have been applied, such as the 
conditional logit model with scale (Cheng and Lupi, 2016; Haener et al., 
2001; Truong et al., 2018), the latent class model (Jeon and Herriges, 
2017), the generalized mixed logit model (Cha and Melstrom, 2018), or 
the Error Component Mixed Logit model (Abildtrup et al., 2015). 
However, the choice of statistical model has modest to negligible effects 
on welfare estimates (Whitehead and Lew, 2019). 
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This is the first RP-SP application to account for the scale parameter 
in a standard mixed logit model.4 The mixed logit model is a 
generalization of the conditional logit by allowing coefficients to be 
random variables (Revelt and Train, 1998). Mixed logit models also 
allow for unrestricted substitution patterns across alternatives and 
correlation in unobserved factors (Train, 2003). The motivation for 
choosing the mixed logit model for the combined data is that it allows 
for efficient estimation when data is comprised of repeated choices per 
individual rather than single choices (Revelt and Train, 1998). Our 
approach is to account for any differences in scale when estimating the 
parameters of interest. By fixing the RP scale parameter to be one but 
allowing the scale to differ in the SP data, the resulting attribute 
parameters are estimated relative to the RP data. 

Mixed logit models also allow for scale heterogeneity. Hess and 
Train (2017) point out that if all utility coefficients are assumed to be 
randomly distributed, scale heterogeneity is captured and entangled in 
the standard errors of the estimated parameters from a mixed logit model 
(Hess and Train, 2017). Mariel and Meyerhoff (2018) suggest specifying 
correlated random parameters to capture scale heterogeneity.  

The estimated mixed logit model in our paper accounts for 
preference heterogeneity, but uncorrelated random parameters. 
Following up on the utility function as defined in Equation 1, the indirect 
utility function to be estimated is as follows:  ௜ܸ௝௧ = ௜௝ܥܵܣ + ଵ௜ߚ ∗ ௜௝ܥ + ଶ௜ߚ ∗ ܳ௝௧.     (10) 

We allow all coefficients to be randomly distributed. This means 
that individuals are allowed to have different preferences regarding the 
travel cost, the environmental quality, each of the available beaches, as 
well as the opt-out alternatives.  

We assume that the travel cost (TC) coefficient follows a log-normal 
distribution. By assuming a lognormal distribution, we ensure that the 
distribution of the change in welfare estimate does not have infinite 

 
4 Hensher et al. (2008) proposed a mixed logit error components model to jointly model 
RP-SP data.  
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moments (Daly et al., 2012).5 The coefficient associated with travel cost 
is expressed as follows: ߚଵ௜ = −exp (̅ߚଵ + .ଵߪ  ଵ௜),       (11)ߝ
where ̅ߚଵ is the mean of the log-normal distribution, ߪଵ is the standard 
deviation of ߚଵ, and ߝଵ௜ follows a normal distribution across individuals. 
The parameters to be estimated are ̅ߚଵ and ߪଵ. 

We assume that the parameters associated with alternative-specific 
environmental quality (Q) and the ASCs follow normal distributions. 
The random coefficient associated with environmental quality (Q) is 
expressed as follows:  ߚଶ௜ = ଶߚ̅ + .ଶߪ  ଶ௜,       (12)ߝ
where ߝଶ௜ is individual-specific and follows a normal distribution. The 
parameters to be estimated are ̅ߚଶ and ߪଶ. 

The ASCs are random coefficients, as follows: ܥܵܣ௜௝ = തതതതത௝ܥܵܣ + ஺ௌ஼௝ߪ .  ஺ௌ஼௝௜,     (13)ߝ
where the parameters to be estimated are ܥܵܣതതതതത௝ and ߪ஺ௌ஼௝ .  

 
5 The coefficient associated with travel cost is in the denominator of the site closure 
loss estimate. If the distribution of the travel cost variable allows values marginally 
close to zero, the resulting estimate in welfare loss converges to infinite. For an 
explanation, see Daly et al. (2012). 
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3 Data 

The study site concerns the Jæren beaches on the south-western coast of 
Norway (illustrated in Figure 1). Annual visitation to the Jæren beaches 
is estimated to be at least 600.000 visits (Sveen, 2018). In the study area 
oil spills are a relevant threat due to heavy marine traffic along the coast. 
Oil tankers navigate as close as three kilometers from the coast.1 Since 
2011, the Norwegian Maritime Authority has recorded a total of 132 
cargo ship accidents in the jurisdiction of the Rogaland county. The most 
recent ship accident occurred in February 2017 when the ship “Tide 
Carrier” was grounded just two kilometers away from the Jæren beaches 
but no oil was spilled. Nonetheless, the environmental damage would 
have been considerable if the oil aboard the ship had spilled (around 600 
m3 of heavy oil and around 300 m3 of diesel oil).2  

To collect data on general visitation patterns and elicit people’s 
behavior in case of a hypothetical oil spill, we conducted an original 
survey during October-November 2018. A national survey company 
(Norstat) sampled residents in the Rogaland county of Norway from their 
national web-panel. The response rate was 25.9%. A detailed overview 
of survey design process, survey implementation, and data description is 
available in Lopes and Mariel (2020). 

The survey is organized into four sections. In the first two sections 
of the survey, we collect RP data, wherein individuals reported all their 
beach visits during the summer season (previous four months) across all 
twenty-six beaches and identified their last visited beach. In the third 
section we elicit the individuals’ preferences towards oil spill aversion 
using a CB question. In the final section, we ask individuals to report 
their household and individual characteristics.  

 
1 Norwegian marine traffic data for 2015 is available at https://kystinfo.no/. 
2 This ship accident was mentioned in the survey to ensure consequentiality of the 
survey instrument, and 41% of the respondents indicated they had heard of this accident 
beforehand. More information about this ship grounding is available in Norwegian at 
https://www.kystverket.no/. 
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3.1 Revealed Preference Data 
The visitation (RP) data comes from the number of reported visits to each 
beach during the summer season. The summer season consists of 123 
days, comprising the months of May, June, July, and August. In total, the 
647 individuals in our sample visited Jæren beaches 5985 times, which 
constitutes the number of observations in the RP data set. Similarly to 
previous studies (e.g., Haener et al., 2001), the number of choice 
occasions is equal to the number of beach visits during the summer 
season (i.e., individual-specific). The number of beach visits during the 
summer season ranges from 1 visit (96 individuals) to 123 visits (3 
individuals). The mean number of beach visits is 9.25 (median is 5 
visits).  

The choice set is comprised of 26 beach alternatives. When 
modeling the RP outcomes, we assume individuals face the full choice 
set.  

We expect that the probability of visiting a given beach given the 
choice set is negatively related to the travel cost. We construct the travel 
cost ܥ௜௝ for individual ݅ associated with beach ݆ as follows: ܥ௜௝ = 2 ∗ ൫0.79 ∗ ݀௜௝ +  ௜௝൯.                                                                    (14)ݐ௜ݓ

We measure the one-way driving distances (݀௜௝) and times (ݐ௜௝) from 
the reported postal codes of each individual to each of the 26 beaches 
using the Google Maps API tool. Cost per kilometer of driving a diesel 
car is assumed to be 0.79 NOK per kilometer. We assume the opportunity 
cost of time to be 33% of the hourly wage rate (ݓ௜). We input annual 
mean net income (376,897 NOK) for individuals with missing income 
data. Travel cost is calculated per person and per visit. Mean travel cost 
for the sample is 175 NOK (median=144).3  

 
3 As of 14/02/2019: 1 Euro = NOK 9.7652; 1 USD = NOK 8.6442 (Source: Bloomberg) 



Chapter 4  Data 

131 
 

3.2 Stated Preference Data 
Individuals are randomly assigned to one oil spill size: either a small, 
medium, large or very large oil spill. The hypothetical oil spill would 
occur due to a ship grounding south of the Jæren beaches. The company 
DNV-GL simulated four oil spill dispersion scenarios given the quantity 
of oil spilled in each scenario, local ocean currents and the origin of the 
oil spill, which was chosen given current marine traffic data in the study 
area. Figure 1 illustrates the four oil spill sizes as well as the oil 
dispersion in each case.  

 

Figure 1 – Study site (left) and Oil Spill Illustration (right) for the four sizes considered 

The design of the CB question builds upon previous CB surveys, 
such as Parsons and Stefanova (2011), Boxall et al. (2003) and Loomis 
(1997). We designed this unique CB question to mimic a real-life 
recreational choice, by giving individuals not only the options of visiting 
another beach in the study area or stay at home, but also the options to 
engage in other recreational activities, i.e. a beach outside the study area, 
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or a different recreational site. Previous studies included limited opt-out 
options: either not to engage in the recreational activity (e.g., 
Adamowicz et al., 1997) or to stay at home (e.g., Adamowicz et al., 
1994). 

An example of the CB question for a large oil spill is in Figure 2. 
The elicited behavior is relative to the respondent’s last beach visit, 
hence visiting the same site is not always an available option if the 
previously visited beach is now closed. 

 
Figure 2 – CB Question for large oil spill treatment 

Each oil spill was described in terms of the number of beaches available, 
the kilometers of coastline soiled, time of beaches closure, and time 
required for the ecosystem to recover from the oil spill. Recreational 
impacts increase with oil spill size, as described in Table 1. 

 
  

Suppose that a large oil spill would occur. (…) 

You have indicated earlier in the survey that your last visited beach along 
the Jæren coast in the summer of 2018 was [BEACH ID].  

This oil spill would imply closing almost all the Jæren beaches (…). A 
coastline of 50 kilometers would be affected, and it would take around three 
years for it to recover to the same state as before the oil spill.  

Closure of the beaches is expected to take several weeks. You can still visit 
[BEACH ID] as previously.  

Think about the last trip you took. What would you have done if the 
described oil spill had happened? 

□ Visit [BEACH ID] as previously  
□ Go to another Jæren beach  
□ Go to another beach outside Jæren  
□ Visit another recreational site (not a beach)  
□ Stay at home / Do something else 
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Table 1 – Oil Spill Attributes for each oil spill scenario (CB question) 

Oil Spill Size 
Number of 

beaches 
available 

Kilometers 
of coastline 

soiled 

Time of 
beaches 
closure 

Time 
required to 

recover from 
oil spill 

Small All (26) 5 km 0 6 months 
Medium 16 20 km 1 to 2 weeks 1 year 
Large 5 50 km Some weeks 3 years 
Very Large 2 250 km Several weeks 5 years 

 
The CB question was posed if the individual had had one Jæren 

beach visit during the summer season of 2018. This comprises the single 
choice occasion per individual in SP data. 

In the case of a small oil spill, the choice set includes 29 alternatives: 
the initial 26 beach sites and 3 opt-outs (i.e., Go to another beach outside 
Jæren, Visit another recreational site, or Stay at home / Do something 
else). For the remaining scenarios, we assume individuals face a reduced 
choice set for beach alternatives. The choice set size decreases for the 
case of a medium (19 alternatives = 16 beaches + 3 opt-outs), large (8  = 
5 beaches + 3 opt-outs), and very large oil spills (5 = 2 beaches + 3 opt-
outs).  

Table 2 summarizes the number of responses in the RP and CB data. 
Following up on the discussion in Section 2, if the loss of recreational 
values is exclusively due to beach closure, in the case of a Small oil spill, 
we would expect all respondents to visit the same beach, which is not the 
case. As expected, the number of individuals who choose to visit the 
Jæren beaches (i.e., Visit the same beach, or Go to another Jæren beach) 
decreases with increases in the oil spill size. In parallel, the number of 
people choosing to stay at home increases with the oil spill size.  
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Table 2 – Number of responses to CB question for each oil spill scenario  
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RP Data None 5985 0 0 0 

SP Data 

Small 93 32 6 24 12 
Medium 79 24 10 36 22 
Large 9 23 17 76 26 
Very Large 2 12 16 98 40 
Total 183 91 49 234 100 

 
Almost half of the respondents (43%) chose one of our two novel 

opt-outs (i.e., Go to another beach outside Jæren, or Visit another 
recreational site). For these respondents, we then asked them in an open-
ended question to indicate a specific recreational site where they would 
go. Respondents identified 58 different recreational sites which include 
a wide variety of recreational sites, such as mountains, forests and lakes 
(which jointly serve as alternative 29), or other local beaches (which 
serve as alternative 28). These alternative recreational sites are illustrated 
in the “Substitute Sites” dots in Figure 1, and comprise our multinomial 
SP data. 

We calculate individual and site-specific travel costs using Equation 
14. The respondents who indicated that they would still visit a Jæren 
beach were not asked to state other recreational sites they would visit. 
We assume that the substitute sites that these respondents face (another 
beach and another recreational site) are the sites with the lowest travel 
cost.4 The average travel costs to visit other beaches or recreational sites 

 
4 For every respondent with missing alternative recreational sites, we calculated their 
travel costs for the five most popular beaches (Godalen, Vaulen, Skadbergsanden, 
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are slightly lower than the travel cost to visit the Jæren beaches: the 
average TC to visit another beach outside Jæren (alternative 28) is 92 
NOK, and to visit another recreational site (alternative 29) is 114 NOK.  

The high proportion of respondents (43%) choosing to visit other 
recreational sites suggests that local lakes, mountains and hikes are 
relevant recreational substitutes to beach recreation and their omission is 
problematic as welfare estimates will be biased.  

When contemplating how to measure environmental quality, a more 
direct approach would be to include oil spill size dummies for a small, 
medium, large and very large oil spill. However, it is not possible to 
identify the oil spill dummies due to them being confounded by the 
reduction in choice set. Instead, to account for people’s averting behavior 
towards the oil spill, we introduce a variable (ܳ௝) that represents the 
proximity of each beach to the oil spill. We calculated the Euclidian 
distance from the oil spill to each of the beaches or recreational sites 
given the oil spill scenario.5 In the case of inland recreational sites or 
when selecting the stay-at-home option, proximity was set equal to the 
maximum distance calculated to any coastal recreational site (125 
kilometers). This strategy was motivated to obtain conservative welfare 
estimates of recreational losses. The average proximity from each beach 
site to the oil spill is 33 kilometers (median=22). 

Table 3 reports descriptive statistics of the proximity variable for RP 
data and each oil spill scenario (SP data).  
  

 
Mollebukta, Sandvesanden) and the five most popular recreational sites (Dalsnuten, 
Stokkavatnet, Melsheia, Sørmarka, Preikestolen). We then identify for each respondent 
the beach and the recreational site with the lowest travel cost. 
5 We also calculated the distance along the coast as an alternative measure of proximity 
to oil spill. However, the resulting model has the same fit (LL=-13347.08). 
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Table 3 - Descriptive statistics of Proximity Variable (in kilometers) 

 Oil Spill Size Mean Median Min Max 
RP data None 125.11 125.11 125.11 125.11 
SP data Small 37.83 34.21 0.69 125.11 

Medium 13.55 4.30 0 125.11 
Large 9.11 0 0 125.11 
Very Large 8.89 0 0 125.11 

 
The inclusion of the proximity variable is only possible due to the 

availability of SP data. Since no historical data on oil spill averting 
behavior is available in our study area, we cannot infer on people’s 
preferences from the RP data alone. 
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4 Results 

Our sample is comprised of 6632 choice occasions among 647 
individuals. The former includes 5985 beach visits (90.24% of the 
sample) during the summer season (RP data) and 647 responses to the 
CB question (SP data). We apply a repeated site choice logit model, 
wherein the number of choice occasions is individual-specific (i.e., the 
number of beach visits in the study area, plus one answer to the CB 
question). 

We use the full set of ASCs, travel cost and proximity to explain site 
choice as specified in Equation 10. The coefficients associated with the 
ASCs capture the average utility of observable and unobservable 
characteristics of each site. We chose to omit observed site attributes to 
explain site choice (e.g., parking) since the ASCs implicitly capture the 
value of site attributes. Moreover, our focus is to calculate site closure 
welfare estimates, for which we only need ASCs. Including the full set 
of ASCs in detriment of observed site attribute also avoids endogeneity 
concerns due to unobserved site attributes (Murdock, 2006), such as 
congestion. The 26 Jæren beaches are coded from 1 to 26 (ASC1 is fixed 
at zero). The utility of staying at home relative to ASC1 (Bore beach) is 
captured by ASC27, the utility of going to another beach is captured by 
ASC28 and the utility of going to another recreational site is captured by 
ASC29.  

The novelty of our paper is through the inclusion of the Proximity 
variable and ASC28 and ASC29, which is possible through the inclusion 
of SP data. Moreover, the stay at home option (ASC27) is also seldom 
included in discrete data choice models applied to recreation. Out of the 
seven studies reviewed that combine discrete RP and CB data, only Yi 
and Herriges (2017), Loomis (1997) and Parsons and Stefanova (2011) 
added the stay at home alternative in their discrete choice model.1  

 
1 These three papers are discrete data applications. Count data applications of RP-SP 
include by default the option of not to recreate (i.e., count equal to zero).  
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Preferences for proximity are expected to exhibit diminishing 
marginal utility. That is, a marginal increase in proximity (i.e. by one 
kilometer) is expected to generate greater utility when the individual is 
considering a beach near the oil spill, in contrast to a beach farther away. 
In other words, we expect the proximity variable to enter the indirect 
utility function in a non-linear fashion. The proximity variable in Table 
4 is the squared root of proximity that allows for diminishing marginal 
utility.2 

We apply the conditional logit model when using the SP data and 
the mixed logit model when using the RP or the combined RP-SP data. 
The results for the SP, RP and RP-SP data are summarized in Table 4 
(full output with ASC and standard deviations is reported in Appendix 
1). The estimated parameters are in utility space.  
Table 4 – Selection of Regression Results 

 SP Data RP Data RP & SP Data 

 
Conditional Logit 

Model 
Mixed Logit Model 

Mixed Logit 
Model 

 Estimate Robust 
s. e. 

Estimate Robust 
s. e. 

Estimate Robust 
s. e. 

TC -0.002 0.001 -3.653 0.057 -3.901 0.057 
SQRT(PROX) 0.250 0.049   0.428 0.143 
ASC27 -0.737 0.448   -9.739 3.835 
ASC28 -0.021 0.192   -3.520 1.696 
ASC29 -0.461 0.440   -5.480 3.149 
Standard 
deviations       

Sigma TC   0.8364 0.0442 0.847 0.095 
Sigma 
SQRT(PR
OX)     

0.163 0.246 

 
2 We also estimated specifications including proximity as linear, logarithmic, quadratic 
and as its inverse. The resulting Log-Likelihood values in the RP-SP mixed logit model 
are -13358, -13347, -13365 and -13362, respectively.  
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Sigma 
ASC27     7.131 3.198 
Sigma 
ASC28     1.566 2.604 
Sigma 
ASC29     -5.159 6.276 

Scale 
parameters       

RP (fixed)     1.000  
SP     0.983 0.229 

       
Parameters 5 53 62 
Individuals 647 647 647 
Observations 647 5985 6632 
Log-likelihood 
value 

-1414.38 -12178.12 -13348.71 

Notes: Coefficients in bold represent statistical significance at the 5% level. We used 500 Halton 
draws when running the mixed logit models. Models were estimated using the Apollo package 
in R (Hess and Palma, 2019). We estimate a full set of ASC and standard deviations for the 
distributions of ASC1 through 26 in both the RP and RP-SP models. 

 
The coefficient associated with the travel cost variable is negative 

and statistically significant across all models, thus as expected 
respondents exhibit negative price sensitivity to beach visits. Individuals 
exhibit preference heterogeneity regarding the travel cost variable, since 
the standard deviation (ߪଵ) is statistically significant. As specified in 
Equation 12, the coefficient associated with the travel cost variable when 
using RP or RP-SP data is assumed to be negative log-normally 
distributed in the mixed logit models, hence the travel cost variable may 
be transformed as −exp (−3.901) = −0.02. The resulting parameter is 
approximately ten times higher than the coefficient obtained when using 
the SP data (ߚଵ = −0.002).  

As discussed in Section 2, if the scale differs across the two datasets, 
the estimated coefficients from the SP data are not directly comparable 
with the coefficients from the RP or RP-SP data. We find that the 
estimated scale parameter (0.983) is not statistically different from one 
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(t-statistic of (0.983 − 1)/0.229 = −0.07). Likewise, other studies 
(e.g., Adamowicz et al., 1997; Parsons and Stefanova, 2011) estimate a 
scale parameter not statistically different from one.  

The coefficients associated with staying at home (ASC27), visiting 
another beach outside Jæren (ASC28) or going to another recreational 
site (ASC29) are negative and statistically significant (ܥܵܣതതതതത௝ < 0, ݆ ={27,28,29}). This implies that staying at home or visiting a different 
recreational site bring disutility to recreationists relative to visiting Bore 
beach. Staying at home brings the highest disutility (ܥܵܣതതതതതଶ଻ = −9.74), 
but respondents exhibit preference heterogeneity regarding staying at 
home (ߪ஺ௌ஼ଶ଻ = 7.13). Respondents do not exhibit preference 
heterogeneity regarding the options of going to another beach or another 
recreational site (i.e., ߪ஺ௌ஼ଶ଼ and ߪ஺ௌ஼ଶଽ are statistically insignificant).  

Accounting for proximity of recreational sites to the oil spill (in 
kilometers) improves the statistical fit of the model (AIC of 26821, 
compared with AIC of 26860 when omitting distance). The coefficient 
associated with proximity is positive and statistically significant (ߚଶ =0.428). However, the standard deviation of the proximity distribution is 
statistically insignificant, hence respondents do not exhibit preference 
heterogeneity regarding the proximity variable. 

Because the chosen specification includes the root square of 
proximity as the variable of interest, the marginal WTP per kilometer is 

given by  − ఉమ೔ଶ√௉ோை௑ −݁ஒభ೔൘ . The mean marginal WTP is 28 NOK per 

person to get 1 kilometer farther away from the oil spill (median=18.5). 
Figure 3 illustrates marginal WTP per visit given proximity.  
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Figure 3 – Marginal WTP for proximity attribute given proximity level (in kilometers). Note: The 
estimated marginal WTP is based on 1000 draws from the distributions of travel cost and proximity variables. 

 

We find that WTP to be farther away from the oil spill may be zero 
or even negative. When proximity is close to zero, marginal WTP per 
kilometer ranges between -4.4, and 316.6 NOK. When considering 
recreational sites farther away from the spill (80 to 120 km away), 
marginal WTP ranges from 0 to 4 NOK. The negative WTP may be 
explained by the phenomenon of solidarity visits. Loureiro et al. (2006) 
reported a “solidarity effect” in the case of the Prestige oil spill, as some 
visitors specifically choose to visit the site soiled by the oil spill given 
their interest and desire to experience the Prestige oil spill by themselves.  

In Table 5, we report the CS estimates per choice occasion and per 
person when using SP data, RP data and RP-SP data. When using RP-SP 
estimates, we obtain a CS of -122.94 NOK for small, -188.30 NOK for 
medium, -261.62 NOK for large, and -288.64 NOK to avoid a very large 
oil spill. 
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Table 5 – Mean Compensating surplus for oil spill of varying sizes 

CS 
Estimates 

SP Data RP Data RP-SP Data 

Small -772.27 
 [-961.00 ; -583.54] 

0.00 
 

-122.94 
[-271.27 ; +17.15] 

Medium -1267.82 
 [-1551.28 ; -984.36] 

-3.66 
[-15.21 ; +7.89] 

-188.30 
[-361.24 ; -35.27] 

Large -1621.11 
 [-2071.31 ; -1170.92] 

-83.14 
[-99.81 ; -66.47] 

-261.62 
[-486.94 ; -61.19] 

Very 
Large 

-1706.82 
[-2224.19 ; -1189.45] 

-157.21 
[-178.49 ; -135.93] 

-288.64 
[-538.98 ; -57.06] 

Notes: Means of CS are shown. Values are in Norwegian kroner (NOK) per person 
(1 NOK = 0.11 US dollars). CS estimates for RP and RP-SP data are based on 10000 
draws from the parameter distributions. The 95% confidence intervals are reported 
in brackets.  

 
Our welfare estimates are similar to previous consumer surplus 

estimates for this study area. The CS from a small oil spill of 122 NOK 
per person per visit is in the ball-park of the consumer surplus per visit 
to either Sola or Orre beach of 135 NOK per person (Kipperberg et al., 
2019). Bui and Sæland (2017) found a consumer surplus of 91 per visit 
to Orre beach and 150 NOK per visit to Sola beach. Kleppe and Jensen 
(2018) estimated a consumer surplus per person per trip of 124 NOK for 
both Bore and Hellestø beaches.  

Throughout Section 2, we argue that the combination of RP-SP data 
allows for the estimation of the attribute relative to perceived quality of 
beaches. We hypothesize that excluding this proxy for site quality 
decreases welfare losses. As seen in Table 5, when using RP data and 
thus excluding perceived site quality, welfare losses are lower than those 
using RP-SP data. These losses range from 0 to 225 NOK. When 
including proximity these range from 122 to 288 NOK per person and 
per visit. The magnitude of the difference is greater for smaller oil spill 
sizes (small and medium).  
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In Section 2, we also argue that grounding SP outcomes on actual 
choices is one of the advantages of combining RP-SP data. Indeed, 
estimated losses using the SP data alone are around 6 times higher 
(between 728 and 1684 NOK) than estimated losses using the combined 
RP-SP data (between 123 and 289 NOK). Adamowicz et al. (1994) also 
finds that estimated welfare measures are higher by several orders of 
magnitude using SP data compared with RP or RP-SP data.  

One would expect there would be statistical scope in the welfare 
estimates, that is, the welfare loss due to a small oil spill would be smaller 
and statistically different from the loss due to a medium, large or very 
large oil spill. The welfare losses due to an oil spill accident are not 
statistically different, but they are increasing with the oil spill size. Note 
that the welfare estimates across all oil spill scenarios are expressed in 
per choice occasion terms. The welfare estimates per choice occasion do 
not necessarily need to exhibit scope for validity. 
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5 Discussion 

While the scale parameter was found not to be statistically different from 
one, the only variable common in both RP and SP data (i.e., travel cost 
variable) was substantially different across datasets. The welfare 
estimates in SP, RP and RP-SP models also differ to a large extent. This 
different is not explained by differences in scale, since the estimated 
scale parameters in RP and SP data do not differ statistically. This 
disparity may lead the researcher to suspect of underlying preferences 
differing across datasets. Instead, we argue that model misspecification 
when modeling RP and SP drives this disparity. 

When we estimate SP data with a single choice occasion, we are 
unable to estimate a full set of ASCs for beach sites, the standard 
deviations of all random coefficients or scale heterogeneity. The 
omission of these variables when modelling SP data is problematic and 
biases welfare estimates upwards. When we estimate RP data, we are 
unable to estimate the proximity variable as well as ASCs for staying at 
home (ASC27) or going to another recreational site (ASC28 and 
ASC29). The omission of the proximity variable when modelling RP 
data is problematic and biases welfare estimates downwards. When we 
model RP-SP data jointly, all parameters of interest can be estimated, as 
well as a scale parameter.1 In line with von Haefen and Phaneuf (2008), 
“jointly estimating preferences with RP and SP data (…) permits 
identification of all structural parameters” rather than separately estimate 
RP or SP data. Jointly estimating RP-SP data also allows for preference 
heterogeneity and scale heterogeneity. 

Given our concern with ensuring a correctly specified model, we 
investigate whether our combined RP-SP model is misspecified. That 
does not seem to be the case. To jointly model RP-SP choices, we 

 
1 Because of the additional parameters that we estimate in the RP-SP model (e.g., 
standard deviation of ASC27, ASC28, ASC29 and Proximity variable), this model 
outperforms the separate estimation of RP and SP models. Hence, we do not conduct a 
Likelihood Ratio Test as proposed by Swait and Louviere (1993).  
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estimated a mixed logit model. McFadden and Train (2000) argued that 
“any discrete choice model derived from random utility maximization 
has choice probabilities that can be approximated as closely as one 
pleases by a [mixed multinomial logit] model.” However, the random 
coefficients of the mixed logit model need to follow flexible 
distributions. Given the concern for misspecification of our mixed logit 
model, we perform several sensitivity analyzes to our baseline model. 
These relate to preference heterogeneity and scale heterogeneity 
assumptions. The results from various specifications are reported in 
Appendix 2.  

First, we limit the number of coefficients that are random by: 1) not 
allowing for preference heterogeneity; and 2) allowing for preference 
heterogeneity only for the proximity and travel cost variables. We argued 
above that the omission of standard deviations when specifying the SP 
data led to misspecification. Our RP-SP models that omit standard 
deviations corroborates our argument. We run a conditional logit model 
(Appendix 2, column 1), and a mixed logit model with ASCs as fixed 
parameters (Appendix 2, column 2). Both models result in worse fit (AIC 
of 31915 and 29832) compared with the baseline RP-SP model that 
allows all coefficients to be random parameters (AIC of 26821). We also 
conclude that assumptions regarding random coefficient distributions 
have important impacts in the estimated scale parameter. The estimated 
scale parameter is 0.9827 in the baseline model, which is statistically 
different from zero, but not statistically different than one. The scale 
parameter, however, differs from unity in the models with restrictive 
patterns of preference heterogeneity. Welfare measures computed with 
the estimates from the conditional logit model are in the same order of 
magnitude as the baseline mixed logit model, but specifying only travel 
cost and proximity as random parameters results in implausibly high 
welfare losses. In conclusion, allowing for preference heterogeneity is 
important to avoid misspecification.  

Given the sensitivity of the mixed logit model to distributions of the 
random parameters, we use different distributions for the travel cost 
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variable. We estimate models with the travel cost parameter as fixed, 
normal or triangularly distributed. When restricting the travel cost 
coefficient to be fixed (ߚଵ = −0.0144), the fit deteriorates considerably 
(AIC of 27292). Moreover, the scale parameter differs from unity. The 
results are reported in Appendix 2, column 3. When the travel cost 
parameter follows a normal or triangular distribution, the fit is similar to 
the baseline model (AIC between 26802 and 26882). The results are 
reported in Appendix 2, columns 4 and 5. However, the resulting 
distributions of the travel cost variable have masses at zero. This implies 
infinite moments for the distribution of WTP (Daly et al., 2012). 

In Section 2.1, we argue about the importance of allowing for scale 
heterogeneity to ensure we can perform correct inference about 
(in)equality of parameters. Allowing for scale heterogeneity is an 
advantage of pooling the RP-SP datasets. For example, respondents more 
familiar with oil spills or more knowledgeable about the Jæren beaches 
in study area are more likely to be consistent in their choices. That would 
translate into the scale parameter being smaller for familiar or 
knowledgeable respondents rather than unfamiliar or unknowledgeable 
respondents. To allow for other patterns of scale heterogeneity, Fiebig et 
al. (2010) propose the generalized multinomial logit (GMNL) model. 
Hensher (2012) illustrate how the GMNL model can accommodate for 
differences scale heterogeneity differences across SP and RP datasets. 
We combine the RP-SP data using the generalized MNL model.2 The 
scale parameter is a distribution which depends on ߬ and on the 
coefficient associated with the SP dummy (ߟ), as follows: ߪ௜ =exp ቂ − (ఛାఎௌ௉)మଶ + (߬ +  ௜ is standard normallyݓ ௜ቃ, whereݓ(ܲܵߟ

distributed. Given the estimates reported in Appendix 2, column 6, the 
mean scale for the RP data is 0.9798 (݀ݏ = 0.3637) and the mean scale 
for the SP data is 0.7573 (݀ݏ = 1.0019). These estimates are in line with 
the models estimated with mixed logit model. The fit of the generalized 

 
2 Given the limitations of the NLOGIT software, we estimated this model with limited 
preference heterogeneity and the travel cost variable normally distributed.  
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MNL model is superior to the baseline mixed logit model (AIC of 23979 < 26821). The resulting welfare estimates are virtually the same 
as the baseline mixed logit model.  

A second approach to capture scale heterogeneity is to specify 
random parameters as correlated. Mariel and Meyerhoff (2018) 
recommend doing so to prevent scale heterogeneity from being picked 
by the parameters of interest. We estimate a mixed logit with correlated 
random parameters. Resulting estimates are reported in Appendix 2, 
column 9. The model outperforms the restricted version of the mixed 
logit model if we consider the AIC (AIC of 25826 < 26821), but the BIC 
of the model with correlated parameters is higher than uncorrelated (BIC 
of 29410 > 27243) due to the additional 527 parameters to be estimated 
in the correlated parameters model. Estimated welfare losses are slightly 
higher but not statistically different from those reported using the 
baseline model. Given the improvements in fit of these two models that 
allow for more flexible patterns of scale heterogeneity (GMNL and 
mixed logit with random parameters), we conclude that accounting for 
scale heterogeneity is an important advantage of pooling RP and SP 
datasets.  

If underlying preferences differ across datasets, then the two datasets 
should not be pooled. To account for this possibility, we follow two 
different approaches: 1) we calibrate the scale to be the ratio of the travel 
cost parameters from the RP-SP models when computing welfare 
estimates as suggested by von Haefen and Phaneuf (2008); and 2) we 
add interaction of the parameters with the SP dummy to allow parameters 
to differ in RP and SP data 

von Haefen and Phaneuf (2008) suggest using RP parameters and 
filling in missing parameters from SP data to estimate welfare measures. 
The authors transfer SP parameters to RP-space by fixing the scale 
parameter as the ratio of the travel cost parameters in SP and RP data. 
Accordingly, the scale parameter is ߪതௌ௉ =– ି଴.଴଴ଶ௘௫௣(ିଷ.଺ହ) = 0.07. This fixed 

scale is fourteen times lower than the freely estimated scale parameter 
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ොௌ௉ߪ) = 0.98). The estimated welfare losses, however, are substantially 
higher than those from the baseline model. These are reported in 
Appendix 3. Alternatively, von Haefen and Phaneuf (2008) suggest 
filling-in missing parameters in SP data with scale-adjusted RP 
parameters. Again, the estimated welfare losses are higher than those 
estimated with the parameters from the jointly estimated data. These are 
reported in Appendix 3. The fact that estimated welfare losses differ 
greatly from those resulting from jointly estimating RP-SP data further 
corroborates our conclusion that estimating RP or SP data separately 
leads to misspecification. In conclusion, the proposed strategy by von 
Haefen and Phaneuf (2008) does not provided unbiased welfare 
estimates because the separately estimated RP and SP models were 
misspecified in the first place.  

Second, we allow the parameters to enter the log likelihood function 
differently in the RP-SP data sets by adding the interaction of all 
parameters and the dummy for the SP scenario. We also consider an 
alternative specification wherein we add the interaction between the 
travel cost parameter and the SP dummy to allow only for the travel cost 
to differ in RP and SP data. The estimated models are in Appendix 2, 
columns 7 and 8. If we consider the AIC as the measure of fit, the model 
with the best fit is the one with all interactions with the SP dummy. This 
conclusion differs when we consider the BIC as the measure of fit, 
wherein the model with the SP dummy interacted with travel cost results 
in the best fit. If we consider the BIC, the baseline mixed logit model 
without interactions outperforms the model with all the interactions. The 
coefficient of the interaction term with travel cost parameter is positive 
and statistically significant (ߚመ்஼∗ௌ௉ = 0.0115) in both specifications. 
Nonetheless, the impact on welfare estimates of these alternative 
specifications is modest. The estimated welfare losses are slightly lower 
but in the same order of magnitude as those from the baseline model (see 
Appendix 3). Hence, we conclude that the travel cost variable does differ 
across the SP and RP datasets besides what would be already allowed by 
the scale parameter, but the impact on welfare analysis is modest.  
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The second contribution of our work is to provide an alternative 
design of a contingent behavior question that expands the choice set in 
the SP scenario (see Section 3.2 for details). Our motivation was to 
mimic real-life recreational choices by including not only the option to 
stay at home, but also to recreate at other sites, such as forests, mountains 
or lakes. We find that omitting extra alternatives in our RP-SP model 
does not allow the mixed logit model to converge. In our context, 
omitting these alternatives results in misspecification of the RP-SP 
model. We also hypothesize that excluding the possibilities to recreate at 
another site or stay at home increases welfare losses, since it forces 
visitors to choose another beach. Welfare losses are slightly lower when 
we omit the alternatives of engaging in another recreational activity or 
beach (ASC28 and ASC29). These welfare estimates are reported in 
Appendix 3.
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6 Conclusions 

In this paper we combine RP and SP data to estimate the recreational 
impact of four hypothetical oil spills on the Jæren beaches in Norway. 
We make two contributions to the state-of-the-art of RP-SP data 
combinations. First, we argue that joint estimation of RP-SP models 
rather than separate estimation of either dataset avoids misspecification 
and results in unbiased welfare estimates. Second, we propose the design 
of a contingent behavior question that expands the recreationist’s choice 
set and more faithfully mimics real life recreational choices. This paper 
is the first to jointly estimate RP site selection data and multinomial CB 
data. 

We present separately estimated SP and RP data models and jointly 
estimated RP-SP models. We find that the scale parameter is not different 
between data sources. We conclude that the data is compatible for joint 
estimation, so long as allowances are made for the travel cost variable to 
enter the utility functions in SP and RP data differently. We find 
hypothetical bias in the SP data with a travel cost coefficient that is ten 
orders of magnitude different than the travel cost coefficient from the RP 
data. This leads to welfare estimates in SP data to be six times higher 
than the those estimated using RP data. Jointly estimating the RP-SP data 
calibrates the hypothetical bias. The additional flexibility generated by 
the SP scenario allows for an unbiased estimate of the welfare change 
from the hypothetical scenarios. We find that the welfare loss from an 
oil spill is 123 to 289 NOK per person per beach visit over the small to 
very large oil spill range. When considering 600 000 annual visits, the 
recreational value lost due to an oil spill ranges from 368 million NOK 
(Small) to 718 million NOK (Very Large). 

Our application is the first to consider two simultaneous changes due 
to an oil spill: we hypothesize that an oil spill not only reduces the 
available choice set available to recreationists but also reduces the 
perceived beach site quality. The inclusion of the site quality attribute 
through the variation present in the SP data leads to calculation of 
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welfare loss estimates (RP-SP data) which are higher than the estimates 
when excluding the proximity variable (RP data). Hence, we argue that 
estimating RP data without variation in site quality will lead to 
misspecification. The same is true for SP data, wherein ASCs or 
preference heterogeneity cannot be included to explain site choice.  

Given the concerns of misspecification, we further show that our 
baseline RP-SP model and resulting welfare estimates are robust to 
preference heterogeneity assumptions. We also test whether underlying 
preferences differ across SP and RP datasets. While there is evidence that 
the travel cost parameter enters the utility function differently in SP and 
RP, welfare estimates do not differ substantially when allowing for the 
TC or any other parameters to differ across datasets.  

Common practice in contingent behavior recreational choice 
modeling is to include a general opt-out option (i.e., not to engage in the 
recreational activity or to stay at home). We add visiting other beach sites 
and other non-beach sites outside the study areas as alternatives. We 
jointly estimate these two different types of demand in the same RUM 
framework. When modeling recreational choices, excluding the 
alternatives to engage in other recreational sites is in fact a reduction in 
the available choice set. We show that excluding viable substitutes to 
beach recreation may lead to a slight underestimation of welfare loss. 

Our study has limitations. We exploit a simple CB question which 
requires some assumptions when combining the revealed and stated 
preference data. Our SP data is comprised of a single choice task, which 
complicates identification of relevant parameters. While the evidence 
suggests that the revealed and stated preference data are compatible, 
future combinations of RP-SP data should include sensitivity analysis 
around these decisions. 
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Appendices 
Full Regression Results 

 SP Data RP Data RP & SP Data 
 Conditional Logit 

Model 
Mixed Logit 

Model 
Mixed Logit 

Model 
 Estimate Robust 

s. e. 
Estimate Robust 

s. e. 
Estimate Robust 

s. e. 
TC -0.002 0.001 -3.653 0.057 -3.901 0.057 
SQRT(PROX) 0.250 0.049   0.428 0.143 
ASC1 (fixed)   0.000  0.000  
ASC2   0.438 0.125 0.284 0.251 
ASC3   -0.561 0.298 -0.514 0.256 
ASC4   -1.939 0.320 -3.099 0.888 
ASC5   -2.106 0.215 -1.675 0.431 
ASC6   0.242 0.115 -0.228 0.258 
ASC7   -1.588 0.201 -1.694 0.450 
ASC8   -0.505 0.184 -0.784 0.234 
ASC9   -3.046 0.428 -2.570 0.777 
ASC10   -1.549 0.478 -2.144 0.758 
ASC11   -1.816 0.344 -1.440 0.995 
ASC12   0.624 0.213 0.581 0.290 
ASC13   0.943 0.227 1.036 0.500 
ASC14   -3.529 0.464 -4.242 1.764 
ASC15   0.223 0.244 0.027 0.260 
ASC16   -1.736 0.444 -2.237 1.442 
ASC17   -0.852 0.580 -0.718 0.861 
ASC18   -1.204 0.252 -1.538 0.964 
ASC19   -2.921 0.344 -2.997 0.822 
ASC20   -2.914 0.428 -2.253 2.781 
ASC21   -1.637 0.329 -1.069 0.308 
ASC22   -3.955 0.780 -3.812 1.086 
ASC23   -7.127 0.795 -6.238 5.314 
ASC24   -5.419 0.541 -4.341 2.938 
ASC25   -2.663 0.803 -4.554 2.992 
ASC26   -4.003 0.677 -3.203 1.509 
ASC27 -0.737 0.448   -9.739 3.835 
ASC28 -0.021 0.192   -3.520 1.696 
ASC29 -0.461 0.440   -5.480 3.149 
Standard 
deviations       

Sigma TC   0.836 0.044 0.847 0.095 
Sigma 
SQRT(PROX)     0.163 0.246 
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Sigma ASC1   1.382 0.115 1.069 0.140 
Sigma ASC2   -1.142 0.152 1.038 0.194 
Sigma ASC3   -1.755 0.224 1.939 0.205 
Sigma ASC4   -0.980 0.363 -1.858 0.899 
Sigma ASC5   1.554 0.130 1.394 0.276 
Sigma ASC6   0.710 0.159 1.424 0.285 
Sigma ASC7   1.044 0.177 -1.265 0.379 
Sigma ASC8   -1.434 0.126 1.462 0.188 
Sigma ASC9   -1.882 0.348 1.303 0.896 
Sigma ASC10   0.849 0.448 1.454 0.531 
Sigma ASC11   1.178 0.252 -0.037 0.826 
Sigma ASC12   0.921 0.154 0.433 0.359 
Sigma ASC13   -1.570 0.229 1.074 0.255 
Sigma ASC14   0.419 0.466 -1.099 3.545 
Sigma ASC15   1.279 0.259 1.160 0.190 
Sigma ASC16   -0.354 0.607 0.568 1.435 
Sigma ASC17   -1.181 0.494 -0.893 0.672 
Sigma ASC18   0.698 0.321 0.706 1.631 
Sigma ASC19   1.274 0.280 1.301 0.983 
Sigma ASC20   -1.638 0.246 1.121 3.290 
Sigma ASC21   1.797 0.269 0.934 0.598 
Sigma ASC22   2.302 0.297 -2.129 0.604 
Sigma ASC23   1.286 0.275 0.410 10.477 
Sigma ASC24   -1.809 0.164 0.637 1.180 
Sigma ASC25   -0.666 0.085 1.843 2.062 
Sigma ASC26   -1.483 0.501 0.442 0.864 
Sigma ASC27     7.131 3.198 
Sigma ASC28     1.566 2.604 
Sigma ASC29     -5.159 6.276 

Scale parameters       
RP (fixed)     1.000  
SP     0.983 0.229 

       
# of Parameters 5 53 62 
# of Individuals 647 647 647 
# of Observations 647 5985 6632 
Log-likelihood 
value 

-1414.38 
-12178.12 

-13348.71 

AIC 2839  24462  26821  
BIC 2861  24817  27243  

Notes: Coefficients in bold represent statistical significance at the 5% level. We used 500 Halton 
draws when running the mixed logit models. Models were estimated using the Apollo package 
in R (Hess and Palma, 2019).  



 

16
2  

C
oe

ff
ic

ie
nt

 E
st

im
at

es
 fo

r d
iff

er
en

t m
od

el
s u

si
ng

 th
e 

R
P-

SP
 d

at
a 

 
(1

) 
(2

) 
(3

) 
(4

) 
(5

) 
(6

) 
(7

) 
(8

) 
(9

) 

 
C

on
di

tio
na

l 
L

og
it 

M
od

el
 

M
ix

ed
 

L
og

it 
M

od
el

 

M
ix

ed
 

L
og

it 
M

od
el

 

M
ix

ed
 

L
og

it 
M

od
el

 

M
ix

ed
 

L
og

it 
M

od
el

 

G
en

er
al

iz
ed

 
M

ix
ed

 
L

og
it 

M
od

el
 

M
ix

ed
 

L
og

it 
M

od
el

 

M
ix

ed
 

L
og

it 
M

od
el

 

M
ix

ed
 

L
og

it 
M

od
el

 

Tr
av

el
 C

os
t 

 
 

 
 

 
 

 
 

 
TC

 n
or

m
al

 
 

 
 

-0
.0

2 
 

-0
.0

22
4 

 
 

 
TC

 L
og

-n
or

m
al

 
 

-3
.8

50
1 

 
 

 
 

-3
.8

74
0 

-3
.9

43
1 

-3
.9

62
1 

TC
 tr

ia
ng

ul
ar

 
 

 
 

 
-0

.0
5 

 
 

 
 

TC
 F

ix
ed

 
-0

.0
13

9 
 

-0
.0

14
4 

 
 

 
 

 
 

Pr
ox

im
ity

 
SQ

RT
(P

RO
X)

 
0.

49
93

 
1.

01
34

 
0.

49
27

 
0.

39
72

 
0.

35
77

 
0.

60
86

 
0.

43
33

 
0.

51
07

 
0.

70
20

 

Al
te

rn
at

iv
e 

Sp
ec

ifi
c 

C
on

st
an

ts
 

 
 

 
 

 
 

 
 

 

A
SC

27
 

-3
.9

03
4 

-9
.4

49
2 

-6
.1

31
7 

-5
.8

88
9 

-6
.0

76
2 

-7
.0

12
3 

-8
.1

73
4 

-6
.2

18
5 

-1
3.

44
 

A
SC

28
 

-2
.0

43
8 

-3
.2

37
5 

-2
.3

20
1 

-2
.2

17
4 

-2
.9

84
7 

-4
.6

49
3 

-1
.9

55
3 

-1
.8

88
9 

-8
.2

16
6 

A
SC

29
 

-2
.1

93
8 

-6
.6

14
 

-5
.6

46
4 

-3
.4

09
 

-2
.9

84
4 

-4
.6

37
4 

-3
.8

81
9 

-3
.6

10
6 

-9
.8

98
2 

St
an

da
rd

 
de

vi
at

io
ns

 
 

 
 

 
 

 
 

 
 

Si
gm

a 
TC

 
 

0.
95

76
 

 
0.

01
19

 
0.

03
2 

0.
01

61
 

0.
80

97
 

0.
81

37
 

0.
74

52
 

Si
gm

a 
SQ

R
T(

PR
O

X
) 

 
0.

68
5 

-0
.0

29
8 

0.
04

99
 

-0
.1

07
1 

0.
22

57
 

0.
00

86
 

0.
05

87
 

0.
12

30
 

Si
gm

a 
A

SC
27

 
 

 
3.

66
88

 
3.

14
16

 
3.

27
52

 
1.

14
49

 
5.

99
42

 
5.

00
07

 
6.

69
04

 
Si

gm
a 

A
SC

28
 

 
 

0.
55

95
 

-0
.2

55
6 

1.
55

36
 

2.
17

94
 

0.
58

76
 

0.
67

45
 

0.
86

40
 

Si
gm

a 
A

SC
29

 
 

 
-6

.3
54

1 
-2

.8
64

4 
-1

.2
25

4 
0.

96
92

 
-2

.1
72

7 
-3

.9
05

7 
-4

.8
53

9 
SP

 In
te

ra
ct

io
ns

 
 

 
 

 
 

 
 

 
 



 

16
3  

TC
 

 
 

 
 

 
 

0.
01

15
 

0.
00

93
 

 
SQ

R
T(

PR
O

X
) 

 
 

 
 

 
 

 
0.

18
32

 
 

Sc
al

e 
pa

ra
m

et
er

s 
 

 
 

 
 

 
 

 
 

R
P 

(f
ix

ed
) 

1.
00

00
 

1.
00

00
 

1.
00

00
 

1.
00

00
 

1.
00

00
 

1.
00

00
 

1.
00

00
 

1.
00

00
 

1.
00

00
 

SP
 

0.
42

51
 

0.
41

9 
0.

73
92

 
0.

77
44

 
0.

79
36

 
 

1.
12

88
 

0.
37

77
 

1.
48

22
 

Ta
u 

(߬) 
 

 
 

 
 

0.
41

84
 

 
 

 
SP

 (ߟ) 
 

 
 

 
 

0.
98

92
 

 
 

 
 

 
 

 
 

 
 

 
 

 
# 

of
 P

ar
am

et
er

s 
31

 
33

 
61

 
62

 
62

 
52

 
63

 
90

 
52

7 
# 

of
 In

di
vi

du
al

s 
64

7 
64

7 
64

7 
64

7 
64

7 
64

7 
64

7 
64

7 
64

7 
# 

of
 O

bs
er

va
tio

ns
 

66
32

 
66

32
 

66
32

 
66

32
 

66
32

 
66

32
 

66
32

 
66

32
 

66
32

 
Lo

g-
lik

el
ih

oo
d 

va
lu

e 
-1

59
27

 
-1

48
83

 
-1

35
85

 
-1

33
39

 
-1

33
79

 
-1

19
38

 
-1

33
06

 
-1

32
39

 
-1

23
86

 

A
IC

 
31

91
5 

29
83

2 
27

29
2 

26
80

2 
26

88
2 

23
97

9 
26

73
8 

26
65

8 
25

82
6 

B
IC

 
32

12
6 

30
05

6 
27

70
7 

27
22

3 
27

30
4 

23
41

8 
27

16
6 

27
27

0 
29

41
0 

N
ot

es
: C

oe
ff

ic
ie

nt
s 

in
 b

ol
d 

re
pr

es
en

t s
ta

tis
tic

al
 s

ig
ni

fic
an

ce
 a

t t
he

 5
%

 le
ve

l. 
W

e 
us

ed
 5

00
 H

al
to

n 
dr

aw
s 

w
he

n 
ru

nn
in

g 
al

l t
he

 m
ix

ed
 lo

gi
t m

od
el

s. 
M

od
el

s w
er

e 
es

tim
at

ed
 u

si
ng

 th
e A

po
llo

 p
ac

ka
ge

 in
 R

 (H
es

s a
nd

 P
al

m
a,

 2
01

9)
. T

he
 G

en
er

al
iz

ed
 M

ix
ed

 L
og

it 
M

od
el

 w
as

 e
st

im
at

in
g 

us
in

g 
N

LO
G

IT
. 

W
e 

es
tim

at
e 

a 
fu

ll 
se

t o
f A

SC
 (1

 th
ro

ug
h 

29
) a

nd
 st

an
da

rd
 d

ev
ia

tio
ns

 fo
r t

he
 d

is
tri

bu
tio

ns
 o

f A
SC

1 
th

ro
ug

h 
29

 in
 b

ot
h 

th
e 

R
P 

an
d 

R
PS

P 
m

od
el

s b
ut

 
A

SC
1-

26
 a

re
 o

m
itt

ed
 fo

r t
he

 sa
ke

 o
f b

re
vi

ty
. M

od
el

 7
 a

ls
o 

in
cl

ud
ed

 a
 fu

ll 
se

t o
f i

nt
er

ac
tio

ns
 o

f t
he

 S
P 

du
m

m
y 

w
ith

 A
SC

s. 
M

od
el

 9
 e

st
im

at
ed

 a
 fu

ll 
co

va
ria

nc
e 

m
at

rix
, b

ut
 p

ar
am

et
er

s a
re

 o
m

itt
ed

 fo
r t

he
 sa

ke
 o

f b
re

vi
ty

. 
 



Chapter 4  Appendices 

164 
 

Welfare estimates (CS) using the RP-SP models 
reported in Appendix 2 and referred to in the Discussion 
    Small Medium Large Very Large 

 Mixed Logit Model 
(Baseline) 

-122.94 
 

-188.30 
 

-261.62 
 

-288.64 
 

(1) Conditional Logit Model -157.11 -222.36 -244.22 -244.21 

(2) Mixed Logit Model -481.72 -664.26 -731.84 -734.52 

(3) Mixed Logit Model -137.60 -214.26 -296.16 -308.49 

(4) Mixed Logit Model -83.02 -130.60 -177.47 -186.09 

(5) Mixed Logit Model -119.52 -194.25 -267.39 -287.50 

(6) Generalized Mixed Logit 
Model 

-169.11 -242.53 -276.85 -280.51 

(7) Mixed Logit Model -95.76 -152.43 -214.29 -227.04 

(8) Mixed Logit Model -106.99  -166.51  -210.71  -219.08  

(9) Mixed Logit Model -186.86 -302.70 -422.07 -464.87 

SP Data (with missing RP-
parameters adjusted) 

-284.7 -396.6 -391.4 -384 

RP Data (with missing SP-
parameters adjusted) 

-723.7 -1206.4 -1551.7 -1630.3 

Without alternatives 28 & 29 -82.18 -138.83 -213.05 -237.80 

 




