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Abstract  

This study mainly focuses on the detection and characterization of micro-annuli at the 

interface of cement and casing, usually caused by changes in pressure, temperature, or volume 

change of zonal isolation material. For the purposes of this study, leakage channel 

measurements of two pipes and the Infrared Thermography technique are analyzed to 

understand the size and shape of this gap. 

To analyze the potential flow through the fluid migration leakage path, the assumption 

of “more than half full pipe flow” was used to estimate the flow rates for different channel 

heights using the Darcy-Weisbach and the Manning’s equations. For the Manning’s equation, 

initially a cast-iron channel surface was assumed and then a corrugated metal channel surface 

to assess the effect of friction losses. 

The study shows that using the infrared thermography method has potential to 

characterize the leakage paths in sandwich casing sections. From the experiments, an anomaly 

was observed in a section of the investigated set-up (section C6), and after evaluation it was 

identified that the channel along this section was not uniform, and that the micro-annulus was 

not homogeneous. Investigating another section of the set-up (section A2), it did not show a 

visible anomaly or irregularity, and after analysis, it was concluded that the channel along this 

section was uniform, and that the micro-annulus was homogeneous. 

The study also shows that the estimated leakage rates in section A2 using the Manning’s 

equation for a corrugated metal channel surface are more accurate because of the uniformity of 

the channel, which is consistent with the results obtained using the infrared thermography 

cameras.  
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1. Introduction 

The infrared thermography method is an experimental technique used for detection of 

surface or near subsurface cracks and defects. It is based on the principle that irregularities 

underneath the surface such as holes caused by corrosion or water invasion in a material will 

affect the thermal energy of that material. These changes in thermal energy will cause different 

surface temperatures in an object such as a pipe, as seen in Fig.1.1. Thus, by observing the 

surface temperature distribution along the material, the existence and location of any anomaly 

can be determined (Milovanovic, 2016). 

The infrared thermography has proved to be accurate, convenient, and economical for 

different applications. Nowadays, the method is effectively applied for detection and 

characterization of cracks and defects in areas, such as the construction and the automotive 

industry. The use of the infrared thermography method has increased over the last years due to 

the advance of the infrared cameras, the significant decrease in their cost and the fact that it is 

a repeatable and a non-destructive testing technique. Which means that there is no contact 

between the material under investigation and the testing equipment, thus, it is a preferred 

method due to the reliability of testing (Stanislav, 2012). 

Because of the many advantages and promising great developments that the infrared 

thermography technique has, this approach has been selected to deeply evaluate the defects that 

exist on the interface between the cement and the casing usually known as micro-annulus.  

During cement evaluation downhole, the quality of cement is determined based on the 

log response. CBL and ultrasonic logs can assess only the state of the internal micro-annulus, 

but the presence of gaps can exist in both interfaces between the cement casing (the internal 

and the external). A graphical representation of both cases, the internal and the external is 

presented in Fig.1.2. 
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Surface crack or defect detection between the casing and the cement is important 

because it can help to predict leakage channels, therefore, implementing this technique as a 

micro-annuli size detection has the potential to be of great interest for the operators and logging 

services companies, especially during the plug and abandonment phase (P&A). Up to now, 

there is no available technology to evaluate the quality of the external interface bonding 

(external micro-annulus) and the infrared thermography method can be used as a 

complementary technique to the logs to characterize the cement quality and leakage potential 

in the laboratory. 

Figure 1.1 Infrared Thermography technique along a pipe (Menanteau, 2013) 

 

 

Figure 1.2 Separation between casing and cement (FMC Technologies, 2013) 

  
Modified from the source 
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1.1 Objective 

This thesis principally intends to use the infrared thermography technique as a micro-

annuli detection tool. The annular cement may have some defects like leakage paths, and this 

work presents an study of the leakage properties of water through the cemented annulus of a 

section composed by two casings (7” and 9 5/8”) with cement class G in between. The Darcy-

Weisbach equation and the Manning’s equation are used to understand zonal isolation and 

crossflow of formation fluids. 

The migration path geometry and how water and other fluids behave in such paths are 

evaluated. This study helps to understand how leakage rates can be associated with different 

micro-annuli sizes or vice versa. 

In addition, wall temperature analyses are done by comparing the measured surface 

temperatures of two sections with the estimated surface temperature values using a proposed 

indirect measurement technique derived for this study under steady-state conditions. This helps 

to roughly estimate the surface temperature of a pipe based on the fluid inside, thus, identify a 

potential flow channel.   
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2. Methodology  

In this study, wall temperature of two different pipes, known as sections C6 and A2 are 

analyzed. Details can be consulted in Table 2.1. Two infrared thermography cameras Seek were 

used to record thermal images along the sections, in this case they are known as NORCE camera 

and UiS camera. The camera FOV of 57 degrees and IR chip resolution is 320x240 defines the 

coverage that can be achieved and associated spatial resolution per pixel. 

Table 2.1 Data of the two sections 

Section Length (m) Channel Minnimum 

Height (mm) 

Channel Maximum 

Height (mm) 

C6 8.8 1.5 15 

A2 9.7 1 1.5 

 

Hot and cold water were flooding along the cells. The pipes were instrumented with 

temperature sensors installed in the external surface. Two were installed at the ends (inlet and 

outlet) and one in the middle, as seen in Fig.2.1. Also, pressure sensors were placed at the initial 

and final part of the cell. To facilitate the images interpretation, a reflective tape was placed 

every meter to create divisions along the pipe. Both sections are used to study the changes in 

surface temperature, thus, evaluate the presence of leakage paths. A schematic diagram of the 

setup is shown in Fig.2.2.  

Figure 2.1 Sensors installed  for the experiments 
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Figure 2.2 A graphical representation of the experiment setup 

 

For the section C6, three experiments were performed at different times, each with a 

different duration. For the section A2, two experiments were performed at different times, each 

with a different duration. The data recorded by the temperature sensors are shown in Table 2.2 

to 2.5. 

Section C6 

To carry out the experiments, important parameters are taken into consideration such as 

the NORCE-camera temperature range (12- 47°C), UiS-camera temperature range (7- 42°C), 

cameras-casing horizontal distance (330cm), floor-camera distance (144cm) and height of 

casing axis (center: 83cm). 

Experiment #1: Six meters of pipe are flooding 

Table 2.2 Recorded times with their corresponding data obtained by temperature sensors 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

10:28 First picture taken 9.96 12.74 11.38 

10:30 Start hot water injection 10.03 12.77 11.39 

10:50 Stop hot water injection 45.22 38.53 38.04 

10:58 Flow rate recorded 32.54 27.10 25.50 

11:00 Start cold water injection 31.80 26.04 24.16 

11:06 Flow rate recorded 7.81 13.73 13.72 

11:12 Stop cold water injection -turning of the pipe 7.73 13.19 11.87 

11:15 End of the experiment 9.22 14.87 12.30 
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Experiment #2: The previous experiment is repeated changing the position of the cameras 

Table 2.3 Recorded times with their corresponding data obtained by temperature sensors 

 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

13:00 Start hot water injection 13.62 15.25 10.97 

13:03 No change is evident, continue 26.40 15.89 13.00 

13:08 Stop due to plugging in the outlet line  24.64 15.58 13.52 

13:25 Restart with hot water injection (first picture) 15.55 16.03 15.70 

13:26 Flow rate recorded  15.23 15.83 15.38 

13:27 Camera UiS shows a bug, pic taken again 27.24 16.38 15.53 

13:30 Flow rate recorded  41.21 30.33 29.02 

13:41 Stop hot water injection - cooling of the pipe 44.57 39.01 39.11 

13:52 Start cold water injection 30.68 25.99 25.12 

14:02 Stop cold water injection 6.86 10.75 10.00 

14:03 Turning of the pipe 7.16 10.94 10.18 

 

Experiment #3: The position of the cameras is the same as in experiment #2. In this case, 

injection of hot water doing a close recording of the sections in the middle of the cell for 7 

minutes is carried out. Unfortunately, the acquisition system did not record any data. 

Section A2 

To carry out the experiment, important parameters are taken into consideration such as 

the NORCE-camera temperature range (12- 47°C), UiS-camera temperature range (7- 42°C), 

cameras-casing horizontal distance (445cm), floor-camera distance (144cm) and height of 

casing axis (center: 83cm). 

Experiment #1: Eight meters of pipe are flooding 

Table 2.4 Recorded times with their corresponding data obtained by temperature sensors 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

10:04 First picture taken 8.21 11.50 8.58 

10:05 Start hot water injection 8.19 11.49 8.43 

10:27 Flow rate recorded 30.05 13.89 11.26 

10:34 Flow rate recorded 30.16 14.63 11.75 

10:45 Flow rate recorded 30.34 16.45 13.27 

10:47 Flow rate recorded 30.51 16.72 13.58 

10:50 Flow rate recorded 31.31 17.51 14.19 

10:55 Flow rate recorded 31.34 18.33 14.80 

11:00 Flow rate recorded 29.91 18.72 15.22 

11:05 Flow rate recorded 28.60 18.95 15.44 

11:10 Flow rate recorded 29.38 19.30 15.84 

11:15 Flow rate recorded 29.56 19.49 16.03 
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11:20 Stop hot water injection 29.17 19.75 16.22 

11:25 Cooling of the pipe (5min) 24.53 18.04 14.61 

11:26 Start cold water injection 23.51 17.64 14.23 

11:28 Fast increase in leakage rate 12.12 17.64 15.00 

11:30 Flow rate recorded 8.43 14.20 13.77 

11:36 Closing the hose 7.60 10.99 10.90 

11:37 Turning of the pipe 7.71 10.88 10.78 

 

Experiment #2: A second experiment considering only four meters of pipe is performed, the 

two meters close to the ends are not considered in this case 

Table 2.5 Recorded times with their corresponding data obtained by temperature sensors 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

12:35 Start hot water injection 30.81 13.61 11.79 

12:36 Flow rate recorded 35.91 19.61 16.28 

12:50 Stop hot water injection 49.52 38.77 34.73 

12:51 Cooling of the pipe 45.89 36.38 31.94 

12:58 Start cold water injection 37.15 25.54 23.63 

12:59 Flow rate recorded 15.12 27.59 25.18 

13:08 Stop cold water injection 7.63 12.40 12.92 

13:09 Turning of the pipe 7.46 12.05 12.46 

 

The surface temperature (°C) shown in Table 2.2 to 2.5 represents the surface 

temperature of the pipe at its half-length, while the inlet and outlet temperatures (°C) 

represent the temperature of the fluid injected, in this case water. 

The surface temperature (°C) measured by the sensor at the specific times seen in 

Table 2.2 to 2.5 is a direct measurement, meaning that any surface temperature estimation 

using an indirect method should be validated and compared with this key parameter. 

For the purposes of this study, it is assumed that the steady state condition is achieved 

when no representative changes of more than 1 degree Celsius is recorded by a period of time. 

This criterion was defined for the C6 and A2 sections based on the inlet, surface, and outlet 

temperature values.  

For a comparison, a one-dimensional heat conduction model is derived (Eq.4) and 

proposed to estimate the surface temperature of the pipe at its half-length based on the inlet 

and outlet temperatures of the fluid inside. 
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The Eq.4 for a steady-state regime is used to estimate the surface temperature and 

compare it with the known direct measurement. If any correlation between these two numbers 

is found, the surface temperature of a pipe can be roughly estimated based on the inlet and 

outlet temperatures of the fluid being injected. It should be emphasized that the equation is 

valid only for steady-state condition and for transient regimes other formulation must be used. 

A schematic of the 1-D model is shown in Fig.2.3. 

Figure 2.3 A schematic of the 1-D proposed model 

  

 

The one-dimensional equation is derived based on two known equations, the 

quantitative relationship between heat transfer and temperature change (Eq.1) and the heat 

transfer conduction through radial systems in pipes (Eq.2) respectively.  

 𝑄 = 𝑚 ∗ 𝑐 ∗  ∆𝑡                                                                                                                       (1)                                                     

Where: 

• Q = Heat transfer (Watts) 

• m = Mass flow rate (kg/s) 

• c = Specific heat (Joule/kg - °C) 

• ∆t = Temperature change (°C) 

                                                                                                                                                  (2) 

 

Where:  

• Q = Heat transfer (Watts) 

𝑄 =  
2 ∗  𝜋 ∗ 𝑘 (𝑇𝑖 − 𝑇𝑜) ∗ 𝐿

ln (
𝑟𝑜
𝑟𝑖 )
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• k = Thermal conductivity of steel (Watts/ m - °C) 

• Tin = Inlet temperature (°C) 

• Tout = Outlet temperature (°C) 

• L = Length of pipe (m) 

• ro = Outer radius (4.8125 in) 

• ri = Inner radius (4.2692 in) 

In the case of a steady-state heat transfer through a cylindrical pipe, heat is not generated 

(Eckert, 1959), thus, the general heat conduction is reduced to: 

 

 

 

Replacing 2 and 4 in 1:  

   

 

                                                                                                                                                  (3) 

 

Setting Eq.1 = Eq.2 and using Eq.3 for Tx, the surface temperature at half-length is estimated 

as follows:  

 

 

Solving for Tsurface:  

 

 

                                                                                                                                                                                

                                                                                                                                                                               (4)                                                                                                                                                                             

 

 𝑚 ∗ 𝑐𝑤 ∗ (𝑇𝑖𝑛 − 𝑇𝑥) =  
2 ∗  𝜋 ∗ 𝑘 (𝑠𝑡𝑒𝑒𝑙) ∗ (𝑇𝑥 − 𝑇𝑠𝑢𝑟𝑓𝑎𝑐𝑒) ∗ (

𝑙
2)

ln(
𝑟𝑜
𝑟𝑖 )

  

𝑚 ∗ 𝑐𝑤 ∗ (𝑇𝑖𝑛 − 𝑇𝑥) ∗ ln(
𝑟𝑜
𝑟𝑖 )

2 ∗  𝜋 ∗ (
𝑙
2) ∗ 𝑘 (𝑠𝑡𝑒𝑒𝑙)

= 𝑇𝑥 − 𝑇𝑠𝑢𝑟𝑓𝑎𝑐𝑒 

𝑇𝑠𝑢𝑟𝑓𝑎𝑐𝑒 (°𝐶) = 𝑇𝑥 −
𝑚 ∗ 𝑐𝑤 ∗ (𝑇𝑖𝑛 − 𝑇𝑥) ∗ ln(

𝑟𝑜
𝑟𝑖 )

2 ∗  𝜋 ∗ (
𝑙
2) ∗ 𝑘 (𝑠𝑡𝑒𝑒𝑙)

 

𝑑2𝑇

𝑑𝑥2
= 0 1.   𝑇(𝑥) = 𝐶1(𝑥) + 𝐶2 2.   𝑇(0) = 0 + 𝐶2 => 𝐶2 = 𝑇𝑖𝑛  

3.   𝑇 (𝑙) = 𝐶1(𝑙) + 𝑇𝑖𝑛 = 𝑇𝑜𝑢𝑡 4.   𝐶1 =  
𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛

𝑙
 

𝑇 (𝑥 =
𝑙

2
) = (

𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛

𝑙
) (

𝑙

2
) + 𝑇𝑖𝑛 

𝑇 (𝑥 =
𝑙

2
) =

𝑇𝑜𝑢𝑡 + 𝑇𝑖𝑛

2
 

𝑇(𝑥) = (
𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛

𝑙
) 𝑥 + 𝑇𝑖𝑛  =>   
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To calculate the flow rates of different leakage channel center heights, two equations 

were used, the Darcy-Weisbach and the Manning’s equation. A graphical representation of the 

flow channel can be seen in Fig.2.4. 

Figure 2.4 Leakage channel between casing and cement 

 

The Darcy-Weisbach equation for volumetric flow rate is an empirical equation 

developed by integrating other equations. This equation (Eq.8) accounts for the pressure loss 

due to friction, the hydraulic diameter, the length of a given pipe and the dynamic viscosity of 

a fluid. 

The Darcy-Weisbach formula (Eq.8) calculates the friction loss in pipes and other 

conduits when liquids or gases are moved from one point to another, and as a result, for some 

experiments more accurate flow rate calculations can be estimated (Brown, 2017). For a 

cylindrical pipe with uniform diameter, Eq.5 is described as the Darcy-Weisbach equation 

based on the pressure-loss due to friction. 

 

                                                                                                                                                  (5) 

 

Where: 

• ∆P = Pressure loss (Pa) 

• L = Length of pipe (m) 

∆𝑃

𝐿
=  𝑓𝐷 ∗  

⍴

2
∗

𝑉2

𝐷
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• 𝑓𝐷 = Darcy-Weisbach friction factor (dimensionless)  

• ⍴ = Density of the fluid (kg/m^3) 

• V = Average flow velocity (m/s) 

• D = Hydraulic diameter of pipe (m) 

Knowing that the Darcy-Weisbach friction factor, also called resistance coefficient is 

inversely proportional to the Reynolds number (Eq.6) in case of laminar flow, the equation for 

flow rate calculation can be expressed as Eq.8. 

                                                                                                                                                  (6) 

 

Where: 

• Re = Reynolds number (dimensionless)  

   Re ˂ 2000 Laminar flow 

   2000 ˂ Re ˂ 4000 Transient flow 

   Re > 4000 Turbulent flow 

• ⍴ = Density of the fluid (kg/m^3) 

• V = Fluid velocity (m/s) 

• D = Pipe diameter (m) 

• µ= Dynamic viscosity of the fluid (kg/m-s) 

Darcy-Weisbach friction factor for laminar flow– Reynolds number relationship:  

                                                                                                                                                  (7) 

 

Substituting Eq.6 and Eq.7 into Eq.5:  

                                        

 

 

𝑅𝑒 =  
⍴ ∗ 𝑉 ∗ 𝐷

µ
 

𝑓𝐷 =
64

𝑅𝑒
   

∆𝑃

𝐿
=  

64

⍴ ∗ 𝑉 ∗ 𝐷
µ

∗  
⍴

2
∗

𝑉2

𝐷
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Solving for flow rate (Q):  

                                                                                                                                                  (8) 

 

In case of turbulent flow, the Colebrook-White formula (Eq.9) is used to calculate the friction 

factor (𝑓𝐷). 

                                                                                                                                                                (9) 

 

Where: 

• 𝑓𝐷 = Darcy-Weisbach friction factor (dimensionless)  

• k = Surface roughness (m) 

• Dh = Hydraulic diameter of pipe (m) 

• Re = Reynolds number (dimensionless) 

Friction losses in pipe flow and open-channel flows are related to the flow type, the fluid 

properties, and the geometry of the system (Chanson, 2004). To determine if the flow pattern 

in a system is laminar, transient, or turbulent, a dimensionless number called Reynolds number 

is used and it can be calculated with Eq.6. The Reynolds number relates the inertia forces to 

the viscous forces, meaning that the effect of the viscosity as a fluid property is an important 

parameter to be considered (Rehm, 2009). 

For the purposes of this study, the Darcy-Weisbach equation is used to estimate the flow 

rates of different leakage channel heights. However, this equation assumes steady state and 

incompressible flow with some limitations for turbulent flows (Chanson). Therefore, another 

formula called the Manning’s equation is used in this study to account for turbulent flows, since 

turbulent flows through pipes are more common than laminar flows. 

The Manning’s equation is an empirical equation derived based on observation and 

experience. The reason why this equation is used in this study as opposed to theoretical 

knowledge based on principles, is turbulence, as there is not enough scientific information about 

1

√𝑓𝐷

= −2 log  (
𝑘

3.71 ∗ 𝐷ℎ
+

2.51

𝑅𝑒 ∗  √𝑓𝐷

 ) 

𝑄(
𝑚3

𝑠
) =  

𝜋 ∗  𝐷ℎ
4 ∗   ∆𝑃

128 ∗  µ ∗ 𝐿
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turbulence to derive an equation and most pipes and channels flow in turbulent conditions 

(Czachorski, 2018).   

The Manning’s equation is commonly used for uniform flow in open channels and for 

flow calculation in partially full conduits such as pipes. The equation is shown as Eq.10. 

                                                                                                                                                (10) 

 

 

Where:  

• Q = Volumetric flow rate passing through the channel (ft^3/sec) 

• 1.49 = Units conversion factor 

• n = Manning roughness coefficient (dimensionless) 

• A = Cross-sectional area of flow (ft^2) 

• Rh = Hydraulic radius (ft) 

• S = Slope of the channel (dimensionless) 

 

For the purposes of this study, the equations used to calculate the parameters needed in 

the Manning’s equation are derived assuming “more than half full” pipe flow (Bengtson). 

A graphical representation of the assumption and the equations can be seen in Fig.2.5.     

Figure 2.5 Partially Full Pipe Flow Parameters - More Than Half Full (Bengtson, #) 

 

 

However, the case under investigation is not exactly the same as the one seen in Fig.2.5, 

since the flow rate of the empty space above the water with height h (channel) is to be 

determined in this case, rather than the flow rate of the filled space (blue area). Therefore, the 

𝑄 = (
1.49

𝑛
) ∗ 𝐴 ∗ (𝑅ℎ)

2
3 ∗ 𝑆1/2 
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equations for the cross-sectional area (A) and the wetted perimeter (P) have been modified to 

estimate only the flow rate of the channel. The new modified equations are Eq. 11 and Eq.12. 

 

                                                                                                                                                (11) 

                                                  

                                                                                                                                                (12)                                                                                          

                                                                                                                               

The hydraulic radius (Rh) is the variable that considers the channel shape, in this case 

the geometry of a pipe at certain level of fill. This parameter is calculated knowing the channel 

heights of 1mm and 1.5mm for the section A2 and 1.5mm and 15mm for the section C6, 

respectively. The Rh is the ratio of the cross-sectional area of the flow divided by the wetted 

perimeter (P), but in the case of an open channel flow, this ratio should be multiplied by 4.     

The n value is an empirical constant that changes depending on the roughness of the 

pipe or channel. This value accounts for the channel friction that is applied to the flow, meaning 

that if the “n” value is higher, the roughness or toughness of the material is increased (Edwards, 

1998). 

The S value in a uniform flow is described as the bottom slope of the channel (So), 

meaning that the slope of the liquid surface (Sw) and the energy line should all be the same 

(parallel to each other) for a constant depth flow (Finnermore, 2001). A graphical representation 

can be seen in Fig.2.6. For a non-uniform flow, the case is different, and a variation in the slope 

should be considered. 

Figure 2.6 Slope in open channel flow (Finnermore, 2001) 

 

𝐴 =  
𝑟2 ∗ (𝛳 − 𝑠𝑖𝑛𝛳 )

2
 

𝑃 = 𝑟 ∗ 𝛳 + 2 ∗ 𝑟 ∗ 𝑠𝑖𝑛𝛳 
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S represents the relation between the energy lost as a function of distance. In the 

Manning’s equation, uniform open channel flow is assumed, meaning that a constant flow rate 

through a channel with constant friction slope S, roughness and size should exist (Chow, 1959). 

In this study, it is known that the height of the channel “h” (empty space above the fluid 

as seen in Fig.2.5) is not the same for the sections A2 and C6, therefore, a variation in the 

friction slope S and the manning roughness coefficient n must be considered in order to 

reproduce the experimental conditions. 

For the purposes of this study, the friction slope S is assumed to be 0.0001 for case #1, 

that is assuming there is no variation in the n value for a cast-iron channel surface. For case 

#2, the friction slope S is assumed to be 1, that is assuming a variation in the n value for a 

corrugated metal channel surface. The selected open channel materials with their 

corresponding Manning roughness coefficient “n” can be seen in Table 2.6. 

Table 2.6 Typical Manning Roughness Coefficient Values (Chow, 1959) 

Channel Surface Manning roughness coefficient (n) 

Cast-iron 0.012 

Corrugated metal 0.022 

 

The n value of 0.012 for a cast-iron channel surface is used because it is almost the 

same as the n value of 0.011 for a steel channel surface, as it is one of the most common 

materials for pipes and channels. To consider a possible variation in roughness along the cells, 

additional estimations were calculated using an n value of 0.022 for a corrugated metal 

channel. 
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3. Results and Discussion 

In order to examine the wall temperature of sections C6 and A2 with more accuracy, 

the data recorded by the temperature sensors in the experiments shown in Table 2.2 to 2.5 have 

been averaged considering a 40-second window. This means that 20 seconds before and 20 

seconds after the selected times of the experiments have been considered as the final measured 

data. The values for section C6 and A2 are shown in Table 3.1 to 3.2 and Table 3.3 to 3.4, 

respectively. 

Section C6 

Experiment #1: It has a duration of 47 minutes 

Table 3.1 Averaged data obtained by the temperature sensors 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

10:28 First picture taken 9.98 12.78 11.39 

10:30 Start hot water injection 10.29 12.79 11.50 

10:50 Stop hot water injection 45.18 38.52 37.85 

10:58 Flow rate recorded 32.56 27.10 25.50 

11:00 Start cold water injection 32.70 26.12 24.86 

11:06 Flow rate recorded 7.83 13.74 13.77 

11:12 

Stop cold water injection -turning of 

the pipe 7.69 13.17 11.84 

11:15 End of the experiment 9.25 14.89 12.33 

 

Experiment #2: It has a duration of 63 minutes 

Table 3.2 Averaged data obtained by the temperature sensors 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

13:00 Start hot water injection 18.59 15.25 11.32 

13:03 No change is evident, continue 26.49 15.87 12.98 

13:08 Stop due to plugging in the outlet line  24.77 15.58 13.53 

13:25 

Restart with hot water injection (first 

picture) 15.53 16.01 15.68 

13:26 Flow rate recorded  14.54 15.85 15.38 

13:27 

Camera UiS shows a bug, pic taken 

again 27.14 16.60 15.78 

13:30 Flow rate recorded  41.16 30.33 28.97 

13:41 

Stop hot water injection - cooling of the 

pipe 44.57 39.02 39.08 

13:52 Start cold water injection 30.05 26.15 26.40 

14:02 Stop cold water injection 6.88 10.77 10.01 

14:03 Turning of the pipe 7.16 10.97 10.14 
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Section A2 

Experiment #1: It has a duration of 93 minutes 

Table 3.3 Averaged data obtained by the temperature sensors 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

10:04 First picture taken 8.20 11.47 8.58 

10:05 Start hot water injection 9.17 11.48 8.48 

10:27 Flow rate recorded 30.02 13.88 11.24 

10:34 Flow rate recorded 30.22 14.63 11.81 

10:45 Flow rate recorded 30.33 16.45 13.27 

10:47 Flow rate recorded 30.50 16.74 13.59 

10:50 Flow rate recorded 31.28 17.51 14.20 

10:55 Flow rate recorded 31.37 18.32 14.83 

11:00 Flow rate recorded 29.92 18.74 15.21 

11:05 Flow rate recorded 28.58 18.94 15.45 

11:10 Flow rate recorded 29.37 19.31 15.85 

11:15 Flow rate recorded 29.57 19.50 16.05 

11:20 Stop hot water injection 29.15 19.75 16.23 

11:25 Cooling of the pipe (5min) 24.52 18.03 14.61 

11:26 Start cold water injection 23.54 17.64 14.26 

11:28 Fast increase in leakage rate 12.08 17.63 15.00 

11:30 Flow rate recorded 8.43 14.18 13.76 

11:36 Closing the hose 7.62 11.00 10.91 

11:37 Turning of the pipe 7.74 10.96 10.79 

 

Experiment #2: It has a duration of 34 minutes 

Table 3.4 Averaged data obtained by the temperature sensors 

Time Operation Tin (°C) Tsurface middle (°C) Tout (°C) 

12:35 Start hot water injection 25.44 13.89 11.76 

12:36 Flow rate recorded 35.92 19.56 16.28 

12:50 Stop hot water injection 49.46 38.80 34.57 

12:51 Cooling of the pipe 45.85 36.36 31.94 

12:58 Start cold water injection 35.58 25.77 24.20 

12:59 Flow rate recorded 15.61 27.27 25.03 

13:08 Stop cold water injection 7.61 12.39 12.89 

13:09 Turning of the pipe 7.46 12.05 12.47 

 

In this study, the steady state temperature condition is defined using the three temperature 

values from Table 3.1 to 3.3. The times selected for the steady-state condition can be seen in 

Table 3.5. and Table 3.6 for section C6 and A2, respectively.  
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Table 3.5 Times selected for the analysis of the surface temperature in section C6 

Exp # Time Operation 

Flow 

rate(mL/10sec) 

Tin 

(°C) 

Tsurface 

Middle (°C) 

Tout 

(°C) State 

1 10:30 Start hot water injection 680 10.29 12.79 11.50 

Not 

steady 

1 10:58 Flow rate recorded 680 32.56 27.10 25.50 

Not 

steady 

1 11:06 Flow rate recorded 750 7.83 13.74 13.77 

Not 

steady 

2 13:00 Start hot water injection 800 18.59 15.25 11.32 Steady 

2 13:03 No change is evident, continue 820 26.49 15.87 12.98 Steady 

2 13:08 

Stop due to plugging in the 

outlet line  850 24.77 15.58 13.53 Steady 

2 13:25 

Restart with hot water 

injection (first picture) 910 15.53 16.01 15.68 Steady 

2 13:26 Flow rate recorded  930 14.54 15.85 15.38 Steady 

2 13:27 

Camera UiS shows a bug, pic 

taken again 950 27.14 16.60 15.78 Steady 

2 13:30 Flow rate recorded  1000 41.16 30.33 28.97 

Not 

steady 

 

Table 3.6 Times selected for the analysis of the surface temperature in section A2 

 

Exp # Time Operation 

Flow 

rate(mL/30sec) 

Tin 

(°C) 

Tsurface 

Middle (°C) 

Tout 

(°C) State 

1 10:05 Start hot water injection 230 9.17 11.48 8.48 

Not 

steady 

1 10:27 Flow rate recorded 240 30.02 13.88 11.24 

Not 

steady 

1 10:34 Flow rate recorded 240 30.22 14.63 11.81 

Not 

steady 

1 10:45 Flow rate recorded 350 30.33 16.45 13.27 

Not 

steady 

1 10:47 Flow rate recorded 430 30.50 16.74 13.59 

Not 

steady 

1 10:50 Flow rate recorded 420 31.28 17.51 14.20 

Not 

steady 

1 10:55 Flow rate recorded 400 31.37 18.32 14.83 Steady 

1 11:00 Flow rate recorded 410 29.92 18.74 15.21 Steady 

1 11:05 Flow rate recorded 430 28.58 18.94 15.45 Steady 

1 11:10 Flow rate recorded 460 29.37 19.31 15.85 Steady 

1 11:15 Flow rate recorded 480 29.57 19.50 16.05 Steady 

1 11:20 Stop hot water injection 470 29.15 19.75 16.23 Steady 

1 11:30 Flow rate recorded 2010 8.43 14.18 13.76 

Not 

steady 

 

Then, the surface middle temperature (°C) of Tables 3.5. and 3.6 is a direct measurement 

that is used as a reference point to validate the surface temperature estimated using the one-

dimensional heat conduction equation (Eq.4). The estimated surface temperatures using Eq. 4 

are presented in Table 3.7 and 3.8 for section C6 and A2, respectively. 
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Table 3.7 Comparison of the Tsurface measured vs the Tsurface estimated for section C6 

 

Time Tin (C°) Tout (C°) Tx=(L/2) 

Tsurface middle 

(C°) 

Tsurface estimated 

(C°) State 

10:30 10.29 11.50 10.90 12.79 10.92 Not Steady 

10:58 32.56 25.50 29.03 27.10 28.89 Not Steady 

11:06 7.83 13.77 10.80 13.74 10.93 Not Steady 

13:00 18.59 11.32 14.96 15.25 14.79 Steady 

13:03 26.49 12.98 19.74 15.87 19.42 Steady 

13:08 24.77 13.53 19.15 15.58 18.87 Steady 

13:25 15.53 15.68 15.60 16.01 15.61 Steady 

13:26 14.54 15.38 14.96 15.85 14.98 Steady 

13:27 27.14 15.78 21.46 16.60 21.15 Steady 

13:30 41.16 28.97 35.07 30.33 34.71 Not Steady 

 

Table 3.8 Comparison of the Tsurface measured vs the Tsurface estimated for section A2 

Time Tin (C°) Tout (C°) Tx=(L/2) 

Tsurface middle 

(C°) 

Tsurface estimated 

(C°) State 

10:05 9.17 8.48 8.83 11.48 8.82 Not Steady 

10:27 30.02 11.24 20.63 13.88 20.59 Not Steady 

10:34 30.22 11.81 21.02 14.63 20.97 Not Steady 

10:45 30.33 13.27 21.80 16.45 21.74 Not Steady 

10:47 30.50 13.59 22.05 16.74 21.98 Not Steady 

10:50 31.28 14.20 22.74 17.51 22.67 Not Steady 

10:55 31.37 14.83 23.10 18.32 23.03 Steady 

11:00 29.92 15.21 22.57 18.74 22.51 Steady 

11:05 28.58 15.45 22.01 18.94 21.96 Steady 

11:10 29.37 15.85 22.61 19.31 22.55 Steady 

11:15 29.57 16.05 22.81 19.50 22.75 Steady 

11:20 29.15 16.23 22.69 19.75 22.63 Steady 

11:30 8.43 13.76 11.10 14.18 11.20 Not Steady 

 

“Tx” in Table 3.7 and 3.8 is the average of the inlet and outlet temperature of the fluid using 

Eq.3, and Eq.4 to estimate the pipe surface temperature. The flow rates represented by the red 

color in Table 3.5 were not recorded, so they are assumed based on a linear drop in the 

temperature from inlet to outlet.  

Comparing the calculated and measured temperature in the middle of the pipe (Tsurface) 

from Tables 3.7 and 3.8, it appears that the numbers are closer during steady-state condition. 

During the period when the steady-state condition cannot be achieved, the predictions in 

temperature tend to differ more, which makes sense because Eq.4 is derived of equations that 

consider only steady-state condition. 
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Because the estimated temperatures are relatively similar to the measured values for the 

two sections, as the best estimation of Tsurface differs 0.4°C and the worst 4.5°C for section 

C6 and for section A2 the best estimation differs 2°C and the worst 4.7°C from the measured 

values, thus, it can be said that a correlation exists between the direct measurement and the 

indirect measurement proposed for this study. Therefore, the surface temperature of a pipe at 

its half-length can be roughly estimated based on the inlet and outlet temperatures of the fluid 

being injected.  

In addition to estimating the surface temperature of sections C6 and A2 using Eq.4, the 

pictures taken by the two infrared thermography cameras show the temperature profile of the 

two sections when water is being injected. By doing this, the presence of a channel is detected 

and an evaluation for leakage path is made. The results for section C6 and A2 are presented in 

Fig.3.1 to Fig.3.4 and Fig.3.5 to Fig.3.8, respectively.  

Section C6 

Looking at Fig.3.1 obtained during the first experiment, a change in temperature is 

visible as the hot water goes from right to left. The channel appears to be uniform for the first 

three sections identified by the reflective tape. However, a non-uniformity in the leakage path 

is identified in the cell due to the change of shape in the thermal spectrum. 

Figure 3.1 Observation of a possible non-uniform flow channel 

 
 

 

For the second experiment, the cameras switched positions. The picture shown in 

Fig.3.2 was taken when the pipe is in the cooling process. At this stage, the temperature 

decreases on the casing wall and the thermal spectrum contains less red color, confirming that 

the water inside the leakage pipe is also cooling. 
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The Fig.3.3 shows the thermal profile when the pipe is flooded with cold water, and the 

thermal spectrum shows that the casing wall is cooler in the leakage path location, showing a 

darker blue color. The same non-uniformity in the flow channel is identified in this experiment. 

Thus, the observations during the first experiment are confirmed.     

Figure 3.2 Verification of non-uniform flow channel while cooling the pipe 

 
 

Figure 3.3 Verification of non-uniform flow channel with cold water 

  
 

Lastly, in the third experiment, hot water is injected again and after rotating the pipe to 

check for changes in temperature, a close-up view (Fig.3.4) confirms the heating only in the 

main channel. Therefore, from Fig.3.1 to Fig.3.4 it is proven that the channel is not completely 

uniform.        

Figure 3.4 A close-up view of the rotation 

 
 

It should be emphasized that the bright spot seen in the right side of Fig.3.4 is just an 

artefact due to a reflection of the light in the reflective tape and it does not mean that there is 

change of temperature in that area. For the purposes of these experiments, the NORCE-camera 
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had a fixed temperature range of 12-47°C, while the UiS-camera had a fixed temperature range 

of 7– 42°C, which that explains the different tonality in the pictures.  

Section A2 

 Looking at Fig.3.5 obtained during the first experiment, the same change in temperature 

is visible as the hot water goes from inlet to outlet (right to left). For this section, the channel is 

more uniform throughout the pipe, with less changes in shape and well-defined contours. 

Figure 3.5 Observation of a possible uniform flow channel 

 
 

For the second experiment, Fig.3.6 shows the pipe in the cooling process. Fig.3.7 shows 

the pipe flooded with cold water, and not a visible anomaly or irregularity can be seen. Thus, 

observations during the first experiment are confirmed. 

Figure 3.6 Verification of uniform flow channel while cooling the pipe 

 
 

Figure 3.7 Verification of uniform flow channel with cold water 

 
 

Lastly, when the pipe is fully filled with cold water, it is rotated to check for temperature 

changes (Fig.3.8), and as a result, the presence of one main channel along the pipe is confirmed. 



 23 

Therefore, from Fig.3.5 to 3.8, it is proven that the channel is uniform throughout the section 

and that the micro-annulus is homogeneous.   

Figure 3.8 A rotational view of the section filled with cold water 

 
 

It should be emphasized that the bright spot seen in the right side of Fig. 3.7 and the left 

side of Fig 3.8 is just an artefact due to a reflection of the light on the reflective tape and it does 

not mean that there is heat in those areas. Also, it is important to know that the two meters close 

to the ends of the pipe are not considered in the second experiment.  

For the purposes of these experiments, the same calibration problem in the temperature 

range of the two cameras is the explanation of the different tonality in the pictures.  

For the second part of the thesis study, flow rates of different known channel heights in 

sections C6 and A2 are estimated using two equations, the Darcy equation, and the Manning’s 

equation. 

In the Darcy equation (Eq.8), it is assumed that the channel has a circular cross-sectional 

area and the pressure has no dependency with the viscosity. A water viscosity of 0.000797 Pa-

s at 30°C is assumed. The hydraulic diameter in this case is 𝐷ℎ = 4 ∗
𝐴

𝑃
 , where A is obtained 

with Eq.11 and P with Eq.12, respectively. Also, the inlet and outlet pressures used in the 

calculations were recorded by sensors, which can be seen in the Appendix. The estimations of 

flow rate using the Darcy equation are presented in Table 3.9 and Table 3.10 for section C6 

and A2, respectively. 
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Table 3.9 Estimation of the flow channel rate in section C6 

Channel Height (mm) 

ϴ 

(radians) 

Area 

(m^2) 

Wetted P 

(m) Dh (m) Flow Rate (l/min) 

1.5 0.33310 0.00004 0.10700 0.00135 0.65608 

15 1.06467 0.00112 0.30503 0.01464 9199.80911 

 

Table 3.10 Estimation of the flow channel rate in section A2 

Channel Height (mm) 

ϴ 

(radians) 

Area 

(m^2) 

Wetted P 

(m) Dh (m) Flow Rate (l/min) 

1 0.27187 0.00002 0.08769 0.00089 0.09368 

1.5 0.33310 0.00004 0.10700 0.00135 0.48006 

 

Comparing the estimated flow rates from Tables 3.9 and 3.10 with the measured values 

seen in Table 3.11, the numbers differ. For section C6, the measured leakage rate is between 

4.08 and 6 liters/min, which is equivalent to an effective channel size of 2.5mm. For section 

A2, the measured leakage rate is between 0.47 and 0.88 liters/min, which is equivalent to an 

effective channel size between 1.5mm and 2mm. These estimations can be seen in the 

Appendix.  

The variation in the estimated flow rates presented in Tables 3.9 and 3.10 could be due 

to the assumptions made in the Darcy formula along with its limitations for turbulent flows. 

Regarding the measured flow rates seen in Table 3.11, they are just the average of the measured 

flow rates seen in Tables 3.5 and 3.6 for section C6 and A2, respectively.    

 

Table 3.11 Measured flow channel rates for section C6 and A2 

Section Measured Flow Rate Min (l/min) Measured Flow Rate Max (l/min) 

C6 4.08 6 

A2 0.47 0.88 

 

In the Manning’s equation (Eq.10), the assumption of “more than half full” pipe flow 

(Fig.2.5) is made and the modification in the cross-sectional area and the wetted perimeter is 

considered to estimate only the hydraulic radius of the flow channels. Also, the “n” value for a 
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cast-iron channel surface is initially used for the flow rate estimations (case #1), but since it is 

known that the channel height varies from one section to another, a variation in the “n” value 

is considered assuming a corrugated metal channel surface (case #2) to investigate the effect of 

roughness in the flow rate estimations. Finally, the S value is assumed based on the uniformity 

of the channel, as it represents the energy lost as a function of distance. The results using the 

Manning’s equation are presented in Table 3.12 and Table 3.13 for section C6 and A2, 

respectively.  

Table 3.12 Estimation of the flow channel rates in section C6 

Channel 

Height (mm) 

ϴ 

(radians) 

Area 

(ft^2) 

Wetted 

P (ft) Rh (ft) n (case #1) 

Q case #1 

(l/min) n (case #2) 

Q case #2 

(l/min) 

1.5 0.33258 0.00039 0.35161 0.00441 0.01023 0.02584 0.02251 1.17443 

15 1.06296 0.01204 1.00271 0.04802 0.01167 3.44975 0.02568 156.80694 

 

Table 3.13 Estimation of the flow channel rates in section A2 

Channel 

Height (mm) 

ϴ 

(radians) 

Area 

(ft^2) 

Wetted 

P (ft) Rh (ft) n (case #1) 

Q case #1 

(l/min) n (case #2) 

Q case #2 

(l/min) 

1 0.27144 0.00021 0.28816 0.00293 0.01015 0.01080 0.02234 0.49090 

1.5 0.33258 0.00039 0.35161 0.00441 0.01023 0.02584 0.02251 1.17443 

 

Comparing the estimated flow rates from Tables 3.12 and 3.13 with the measured 

values seen in Table 3.11, the numbers differ for the two cases in section C6, however, in 

section A2 the numbers seem to be close to the measured values for case #2, this can be 

explained because section A2 has a uniform channel and the friction losses in this case have 

less influence, unlike section C6 where the channel is not uniform.  

It is also important to know that using the variation in the “n” value (case #2) is expected 

to reproduce better the real conditions, as it accounts for the height change and friction losses. 

A comparison of all the estimated flow rates can be seen in Table 3.14 and 3.15 for section C6 

and A2, respectively. 
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Table 3.14 Comparison of the measured flow rates vs the estimated flow rates in section C6 

Channel 

Height (mm) Measured (l/min) 

Manning's with 

variation (l/min) 

Manning's no 

variation (l/min) Darcy @30°C (l/min) 

1.5 4.08 1.1 0.03 0.66 

15 6 156 3.5 9199 

          

Table 3.15 Comparison of the measured flow rates vs the estimated flow rates in section A2 

Channel 

Height (mm) Measured (l/min) 

Manning's with 

variation (l/min) 

Manning's no 

variation (l/min) Darcy @30°C (l/min) 

1 0.47 0.49 0.01 0.09 

1.5 0.88 1.1 0.03 0.48 

4. Conclusions 

Leakage properties were studied using two sections composed by two casings and 

conventional cement class G in the annular space. Leakage measurements and IR thermography 

were used to assess the relationship between leakage rate and channel size using a total of 113 

pictures for section C6 and 128 pictures for section A2. The application of the IR thermography 

proved to be a useful tool to detect the location of cement defects, such as leakage paths. 

Using the two infrared thermography cameras, it was possible to identify changes in 

thermal profiles and non-uniformities, as for example the non-uniformity found in section C6. 

For section A2, experiments and pictures revealed that the channel is more uniform and 

homogenous throughout the pipe in comparison with section C6. 

The one-dimensional heat conduction model used to estimate the surface temperature 

of a pipe presented better results when the steady-state condition is achieved. In conditions 

where steady state cannot be reached, this equation is not applicable. However, representative 

differences between the estimated and measured temperatures were found, even in steady-state 

condition. Suggesting a potential for future research considering transient analysis for example 

to evaluate improvements in prediction of surface casing temperature.  
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Regarding the estimations of the flow rates using the Darcy equation, important 

differences were found when compared estimations to the measured values. This could be due 

to the model limitations as for example those regarding with turbulent flow, as turbulence is 

more common in pipes and channels and in this case is not considered. 

 Regarding the estimations of the flow rates using the Manning’s equation, it can be 

concluded that according to the experiments in section C6 for case #1 and case #2, differences 

are more representative when estimated flow rates are compared to the measured ones. For 

section A2, the numbers for case #2 are closer to the measured values. This can be associated 

with the evidence of a more uniform channel found in the section A2, which can have some 

effects in the energy losses inside the leakage path. However, this equation should be used 

carefully once that the estimations are very sensitive to variations in the Manning’s roughness 

coefficient (n). Once that these coefficients are not constant, but depend primarily on the 

relative roughness (and therefore the absolute roughness characterizing the state of the wall of 

the channel), the aspect ratio of the area on the Reynolds number demonstrates the effect of 

kinematic viscosity. 
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Data registered by the pressure and temperature sensors for Section C6 
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Data registered by the pressure and temperature sensors for Section A2 

 

 

Time versus Temperature for section C6 

 

 

Time versus Temperature for section A2 
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Experiment 1: Pressures recorded for section C6 

Date Time Pressure in 

26.02.2020 10:28 -0,091247 

26.02.2020 10:30 4,762,892 

26.02.2020 10:50 4,956,951 

26.02.2020 10:58 -0,097840 

26.02.2020 11:00 1,027,260 

26.02.2020 11:06 5,182,658 

26.02.2020 11:12 0,067728 

26.02.2020 11:15 0,109268 

 

Experiment 2: Pressures recorded for section C6 

Date Time Pressure in 

26.02.2020 13:00 0,061666 

26.02.2020 13:03 6,551,334 

26.02.2020 13:08 6,200,803 

26.02.2020 13:25 -0,090205 

26.02.2020 13:26 -0,012959 

26.02.2020 13:27 3,308,357 

26.02.2020 13:30 3,403,475 

26.02.2020 13:41 3,522,119 

26.02.2020 13:52 4,262,932 

26.02.2020 14:02 4,167,333 

26.02.2020 14:03 -0,098413 

 

 

Experiment 1: Pressures recorded for section A2 

Date Time Pressure in 

27/02/20 10:04 -0.00308 

27/02/20 10:05 0.245531 

27/02/20 10:27 6.366907 

27/02/20 10:34 6.779632 

27/02/20 10:45 6.629474 

27/02/20 10:47 6.931886 

27/02/20 10:50 6.430291 

27/02/20 10:55 6.259998 

27/02/20 11:00 6.488234 

27/02/20 11:05 6.347229 

27/02/20 11:10 6.738869 

27/02/20 11:15 6.773668 

27/02/20 11:20 6.567423 

27/02/20 11:25 0.002328 

27/02/20 11:26 0.028605 

27/02/20 11:28 6.689768 

27/02/20 11:30 5.909529 

27/02/20 11:36 5.739823 

27/02/20 11:37 0.010463 
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Experiment 2: Pressures recorded for section A2 

Date Time Pressure in 

27/02/20 12:35 5.181573 

27/02/20 12:36 5.088126 

27/02/20 12:50 5.61725 

27/02/20 12:51 0.044442 

27/02/20 12:58 5.572312 

27/02/20 12:59 5.86913 

27/02/20 13:08 5.26744 

27/02/20 13:09 5.790422 

 

Calculations using Manning’s Equation 

Height(mm) Height (ft) ϴ (radians) ϴ (degrees) Area (ft^2) Wetted P (ft) Rh (ft) 

1 0.00328084 0.271443707 15.5525788 0.00021136 0.288155105 0.002933973 

1.5 0.00492126 0.332577237 19.055272 0.00038802 0.351605281 0.004414315 

2 0.00656168 0.384175165 22.0116155 0.00059699 0.40448741 0.00590365 

2.5 0.0082021 0.429686763 24.619238 0.00083374 0.45054385 0.00740205 

3 0.00984252 0.470880348 26.9794566 0.00109521 0.491701497 0.008909583 

3.5 0.01148294 0.508805991 29.1524359 0.00137917 0.529109487 0.010426319 

4 0.01312336 0.544147619 31.177362 0.00168384 0.563519463 0.011952331 

4.5 0.01476378 0.57738012 33.0814441 0.00200783 0.595455546 0.013487688 

5 0.0164042 0.608849137 34.8844859 0.00234995 0.625300836 0.015032465 

5.5 0.01804462 0.63881551 36.6014326 0.00270922 0.653345674 0.016586733 

6 0.01968504 0.667481818 38.2438911 0.00308476 0.679816509 0.018150565 

6.5 0.02132546 0.695009105 39.8210885 0.00347584 0.704894136 0.019724037 

7 0.02296588 0.721527905 41.3405038 0.00388178 0.728725722 0.021307224 

7.5 0.0246063 0.74714576 42.8082987 0.00430199 0.751433035 0.022900199 

8 0.02624672 0.771952517 44.2296212 0.00473594 0.773118247 0.02450304 

8.5 0.02788714 0.796024152 45.6088243 0.00518313 0.79386813 0.026115824 

9 0.02952756 0.819425593 46.9496281 0.00564313 0.813757157 0.027738628 

9.5 0.03116798 0.842212845 48.2552415 0.00611552 0.832849847 0.029371529 

10 0.0328084 0.864434614 49.528455 0.00659993 0.851202557 0.031014608 

10.5 0.03444882 0.886133575 50.7717139 0.00709601 0.868864881 0.032667943 

11 0.03608924 0.907347367 51.9871747 0.00760343 0.885880749 0.034331615 

11.5 0.03772966 0.928109387 53.1767508 0.00812189 0.902289316 0.036005705 

12 0.03937008 0.948449427 54.3421493 0.00865111 0.918125665 0.037690294 

12.5 0.0410105 0.968394203 55.4849008 0.00919081 0.933421391 0.039385465 

13 0.04265092 0.987967775 56.6063838 0.00974075 0.948205079 0.041091301 

13.5 0.04429134 1.007191904 57.7078453 0.01030068 0.962502697 0.042807885 

14 0.04593176 1.026086351 58.7904173 0.01087038 0.976337929 0.044535303 

14.5 0.04757218 1.044669122 59.8551317 0.01144963 0.989732456 0.04627364 

15 0.0492126 1.062956678 60.9029315 0.01203823 1.002706188 0.048022981 
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Q estimated using a variation in “n” 

cfs ft3/min L/min 

0.000 0.0173361 0.4909018 

0.001 0.041 1.174 

0.001 0.077 2.177 

0.002 0.124 3.509 

0.003 0.183 5.177 

0.004 0.254 7.187 

0.006 0.337 9.542 

0.007 0.432 12.244 

0.009 0.540 15.295 

0.011 0.660 18.695 

0.013 0.793 22.446 

0.016 0.937 26.546 

0.018 1.095 30.995 

0.021 1.273 36.033 

0.024 1.460 41.351 

0.028 1.662 47.053 

0.031 1.877 53.141 

0.035 2.105 59.617 

0.039 2.348 66.484 

0.043 2.604 73.741 

0.048 2.874 81.390 

0.053 3.158 89.432 

0.058 3.456 97.868 

0.063 3.768 106.700 

0.068 4.094 115.927 

0.074 4.434 125.551 

0.080 4.788 135.572 

0.086 5.156 145.990 

0.092 5.538 156.807 

 

Q estimated using no variation in “n” 

cfs ft3/m L/min 

6.35656E-06 0.000381 0.011 

1.52074E-05 0.000912 0.026 

2.81892E-05 0.001691 0.047894 

0.000045437 0.002726 0.077198 

0.000067042 0.004023 0.113905 

0.000093068 0.005584 0.158123 

0.000123560 0.007414 0.209929 

0.000158548 0.009513 0.269374 

0.000198051 0.011883 0.33649 

0.000242081 0.014525 0.411298 

0.000290642 0.017439 0.493803 

0.000343733 0.020624 0.584006 

0.000401350 0.024081 0.681897 

0.000466587 0.027995 0.792734 
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0.000535438 0.032126 0.909714 

0.000609271 0.036556 1.035155 

0.000688108 0.041286 1.1691 

0.000771970 0.046318 1.311584 

0.000860878 0.051653 1.462639 

0.000954847 0.057291 1.622293 

0.001053894 0.063234 1.790574 

0.001158031 0.069 1.968 

0.001267272 0.076 2.153 

0.001381627 0.083 2.347 

0.001501108 0.090 2.550 

0.001625722 0.098 2.762 

0.001755480 0.105 2.983 

0.001890387 0.113 3.212 

0.002030451 0.122 3.450 

 

“n” calculation for case #2 using Manning’s 

h/D n 

0.004611 0.022338 

0.006916 0.022507 

0.009222 0.022676 

0.011527 0.022845 

0.013833 0.023014 

0.016138 0.023183 

0.018444 0.023353 

0.020749 0.023522 

0.023055 0.023691 

0.02536 0.02386 

0.027666 0.024029 

0.029971 0.024198 

0.032277 0.024367 

0.034582 0.024373 

0.036888 0.02446 

0.039193 0.024547 

0.041499 0.024634 

0.043804 0.024721 

0.04611 0.024808 

0.048415 0.024895 

0.050721 0.024981 

0.053026 0.025068 

0.055332 0.025155 

0.057637 0.025242 

0.059943 0.025329 

0.062248 0.025416 

0.064554 0.025503 

0.066859 0.02559 

0.069164 0.025677 
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Calculations using Darcy Equation 

Channel 

Height 

Sector 

angle 

Sector 

area 

Wetted 

perimeter 

Hydraulic 

diameter 

Flow rate A2 

30°C 

Flow rate 

C6 30°C 

m rad m^2 m m l/min l/min 

0.001 0.272 0.000 0.088 0.001 0.094 0.128 

0.0015 0.333 0.000 0.107 0.001 0.480 0.656 

0.002 0.385 0.000 0.123 0.002 1.536 2.099 

0.0025 0.430 0.000 0.137 0.002 3.796 5.187 

0.003 0.472 0.000 0.150 0.003 7.967 10.889 

0.0035 0.510 0.000 0.161 0.003 14.943 20.422 

0.004 0.545 0.000 0.171 0.004 25.807 35.270 

0.0045 0.578 0.000 0.181 0.004 41.850 57.195 

0.005 0.610 0.000 0.190 0.005 64.578 88.256 

0.0055 0.640 0.000 0.199 0.005 95.724 130.823 

0.006 0.669 0.000 0.207 0.006 137.264 187.594 

0.0065 0.696 0.000 0.214 0.006 191.424 261.613 

0.007 0.723 0.000 0.222 0.006 260.698 356.287 

0.0075 0.748 0.000 0.229 0.007 347.860 475.409 

0.008 0.773 0.000 0.235 0.007 455.979 623.172 

0.0085 0.797 0.000 0.242 0.008 588.434 804.194 

0.009 0.821 0.001 0.248 0.008 748.929 1023.536 

0.0095 0.844 0.001 0.253 0.009 941.510 1286.730 

0.01 0.866 0.001 0.259 0.009 1170.582 1599.795 

0.0105 0.888 0.001 0.264 0.010 1440.926 1969.266 

0.011 0.909 0.001 0.270 0.010 1757.720 2402.217 

0.0115 0.930 0.001 0.275 0.011 2126.552 2906.288 

0.012 0.950 0.001 0.279 0.011 2553.448 3489.713 

0.0125 0.970 0.001 0.284 0.012 3044.887 4161.345 

0.013 0.990 0.001 0.288 0.013 3607.822 4930.691 

0.0135 1.009 0.001 0.293 0.013 4249.708 5807.935 

0.014 1.028 0.001 0.297 0.014 4978.519 6803.976 

0.0145 1.046 0.001 0.301 0.014 5802.775 7930.459 

0.015 1.065 0.001 0.305 0.015 6731.568 9199.809 
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Information about the sections C6 and A2 

Information Units Data 

Inner diameter of 9 5/8'' m 0.2168 

Inner radius of 9 5/8'' m 0.1084 

A2 total length m 8.8 

A2 inlet to outlet distance m 8.2 

A2 measured volume l 0.85 

   

C6 total length m 8.28 

C6 inlet to outlet distance m 6 

C6 measured volume l  

   

Water visc. μ @ 10 C, 1bar Pa s 0.00131 

Water visc. @ 20 C Pa s 0.001 

Water visc. @ 30 C Pa s 0.000797 

Water visc. @ 40 C Pa s 0.000653 

Water visc. @ 50 C Pa s 0.000547 

No significant pressure dependency of viscosity   

Inlet pressure bar 6.5 

Inlet pressure Pa 650000 

   

Measured flow rate A2 Min ml/(30 s) 235 

 l/min 0.47 

Measured flow rate A2 Max ml/(30 s) 437.5 

 l/min 0.875 

   

Measured flow rate A2 after cold water ml/(10 s) 661.6666667 

 l/min 3.97 

   

Measured flow rate C6 average ml/(10 s) 840 

 l/min 5.04 

Measured flow rate C6 min ml/(10 s) 680 

 l/min 4.08 

Measure flow rate C6 max ml/(10 s) 1000 

 l/min 6 

 


