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A B S T R A C T   

A coupling algorithm between two open-source numerical toolboxes, i.e., OpenFOAM and Code_Aster, is 
implemented for fluid-structure interaction analysis of submerged nets. This algorithm is developed to handle the 
wake effects of thin, flexible and highly permeable structures with complex geometries. Compared to previous 
approaches, the present algorithm simplifies the procedures of the model preparation by removing additional 
data-fitting processes for porous coefficients, and improves the accuracy of structural responses by employing a 
fluid solver to calculate the flow field and a superior Screen model to calculate the hydrodynamic forces. The 
coupling algorithm is comprehensively described and validated with published experiments for both fixed and 
flexible nets. Different solidities, inflow angles, incoming velocities and dimensions of nets are also considered. 
The comparisons of flow velocity in the wake, deformation of flexible nets and drag force on the full-scale fish 
cage show that the numerical results obtained from the present coupling algorithm are in good agreement with 
published experimental data.   

1. Introduction 

Global food fish consumption increases by 3.1% every year, aver
agely from 1961 to 2017, which is higher than that of all other animal 
protein foods (meat, dairy, milk, etc.) (Food and Agriculture Organiza
tion, 2020). The development of high-value finfish such as Atlantic 
Salmon (Salmo Salar) attracts significant investments in the aquaculture 
industry to upgrade conventional farming facilities and build novel 
aquaculture structures (Li et al., 2018), such as Ocean Farm 1 and 
Havfarm. These novel facilities require precise and reliable design to 
operate at offshore sites. Nets are one of the most critical components in 
aquaculture structures. According to the experiments reported by Cheng 
(2017), the environmental loads on nets account for more than 85% of 
the total loads on a gravity-based fish cage. In the engineering design 
process of aquaculture structures, the structural responses of nets under 
various current and wave conditions should be accurately predicted, so 
that support structures and mooring system can be properly designed. 

In reality, an aquaculture structure usually comprises thousands of 
square metres of nets. These nets are usually flexible and can allow large 
displacements and deformations under currents and waves. The 
deformed nets can, in turn, affect the flow field. The affected flow field 

can significantly affect the structural responses of the nets and the global 
movement of aquaculture structures (Bi et al., 2013; Cheng et al., 2020; 
Zhao et al., 2013a,b). Two major challenges arise in predicting structural 
responses of such large and flexible structures under complex environ
mental conditions: (1) model the large-scale flexible nets with a feasible 
method and (2) correctly assign environmental loads on flexible nets. 

The first challenge arises as it is impractical to directly model the 
whole nets in aquaculture structures by each twine. The nets in an 
aquaculture structure usually comprise millions of twines which require 
an enormously large number of elements for modelling. For example, 
more than 30 million one-dimensional elements are needed to directly 
model the nets in the aquaculture structure, as shown in Fig. 1(b). Be
sides the one-dimensional elements, mass-spring element and triangular 
element are often employed to calculate the structural responses of nets. 
Lee et al. (2008), Takagi et al. (2004) and Zhao et al. (2007) used a 
mass-spring model to calculate the structural responses of both trawling 
nets and fish cages. Tsukrov et al. (2003) proposed a consistent finite 
element (a class of one-dimensional element) to analyse structural re
sponses of offshore aquaculture fish cages under waves and currents. 
Priour (2013) proposed a triangular element for net panels and suc
cessfully predicted the deformation of fishing net and fish cage (Priour, 
2014; Moe-Føre et al., 2015). No matter which structural model is 
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employed, a “mesh grouping” method, in which several actual meshes 
are grouped into fictitious meshes that have equivalent masses, weights 
and environmental loads, is usually adopted in the modelling progress in 
order to reduce the computational effort (Tsukrov et al., 2003; Huang 
et al., 2019). Within a proper “mesh grouping” method, Moe-Føre et al. 
(2015) demonstrated that mass-spring elements, bar-like elements, and 
triangular elements have similar results in terms of nets deformation. 
Zhao et al. (2015) showed that mass-spring elements and truss elements 
could reproduce the experimental results with similar accuracy, but the 
model using mass-spring elements had approximately twice the number 
of nodes as the model using truss elements. Given the above research 
works, the three types of elements can predict the structural responses of 
nets, based on a proper “mesh grouping” method. 

The second challenge is crucial for modelling nets under the actions 
of current and waves. The environmental loads on the nets are usually 
predicted using a hydrodynamic force model, which is the key to 
determine external forces for structural analyses. In order to acquire an 
accurate hydrodynamic force model, researchers have conducted 
considerable flume experiments and theoretical analyses. In general, 
two types of hydrodynamic force models are commonly used to calculate 
the environmental loads on nets, i.e., Morison model (DeCew et al., 
2010; Zhao et al., 2007) and Screen model (Aarsnes et al., 1990; Lee 
et al., 2008; Balash et al., 2009; Kristiansen and Faltinsen, 2012). The 
main difference between the two types of models is the object of refer
ence for calculating the environmental loads. The Morison model takes a 
single twine as the object, while the Screen model takes a flat net panel 
as the object. A systematic comparison between the two types of hy
drodynamic force models was shown in Cheng et al. (2020), where the 

authors suggested employing the Screen model for a cylindrical fish cage 
to amend the defects of Morison models. 

In a real fish farm, nets at different positions usually experience 
different flow velocities due to wake effects. In the context of aquacul
ture structures, the wake is the region downstream from the permeable 
nets, where the velocity is reduced and the flow is often turbulent 
(Cheng et al., 2020; Sim et al., 2021; Zhao et al., 2013a, 2013b). For a 
typical cylindrical fish cage, approximately half of the nets, located at 
the rear side of the cage, experience the wake flow generated by the 
front part of the cage. Thus, knowing how the flow velocity is reduced in 
the wake is the key for calculating the forces on aquaculture structures, 
particularly since the force is proportional to the square of velocity in the 
hydrodynamic force models, giving a large contribution (Lekang, 2019). 
Neglecting the wake effects in numerical analyses can cause unreliable 
structural responses of the whole fish cage (Chu et al., 2020; Rickard, 
2020; Chen et al., 2021). According to the study by Faltinsen and Shen 
(2018), the anchor force of a single fish cage can increase by up to 22% if 
wake effects are not included in numerical analyses. Moreover, the wake 
effects play a vital role in the design of a fish farm which is usually 
comprised of several fish cages (Bi and Xu, 2018; Sim et al., 2021). 

Different methods have been proposed to estimate the wake effects 
for aquaculture structures. In general, they can be categorised into two 
approaches. The first approach is to assign a pre-defined empirical flow 
reduction factor (ru) onto the downstream nets in order to lower the 
hydrodynamic forces. The value of ru can be acquired from theoretical 
analyses and experimental results. Løland (1991) proposed an engi
neering approach, i.e., ru = 1–0.46CD(θ = 0◦) where CD is the drag coef
ficient of a net panel and θ is the inflow angle, to calculate the flow 

Nomenclature 

At outline area of a net panel 
CD drag force coefficient of a net panel 
CL lift force coefficient of a net panel 
dw0 physical twine diameter 
dws structural diameter 
dwe elastic diameter 
dwh hydrodynamic diameter 
E Young’s modulus 
en unit normal vector of a net panel 
L half mesh size of net 
α porosity of porous zone 

ru flow reduction factor 
Sn solidity of a net panel 
T thickness of the porous zone 
U-∞ undisturbed incoming flow velocity 
U+∞ flow velocity in the wake 
Uc flow velocity at the centroid of a net panel 
u velocity of fluid 
v velocity of structure 
ρw density of fluid 
ρs density of solid 
λ mesh grouping factor 
θ inflow angle, where θ = 0◦ indicates that the flow is aligned 

with the normal direction of a net panel  

Fig. 1. Illustration of nets in an offshore aquaculture structure and the “mesh grouping” method. (a) A large aquaculture structure with a diameter of 110 m and a 
height of 67 m (SalMar ASA). (b) A piece of typical nets in aquaculture structures with a mesh size L0 of 30–50 mm and a twine diameter dw0 of 2–4 mm. (c) The nets 
are represented by one-dimensional finite elements in the present structural model using a “mesh grouping” method. 
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reduction factor. Lee et al. (2008) conducted water-tank experiments 
with plane nets under different inflow angles, solidity and flow veloc
ities, and found that ru reduced with increasing inflow angles. Cheng 
et al. (2020) proposed a new formula based on previous experimental 
data, considering both the solidity and inflow angle of net panels. The 
new formula showed a better agreement with experimental results than 
the previous methods. However, the first approach simplifies the wake 
effect by assigning a constant ru onto the downstream nets to turn down 
the hydrodynamic forces, without considering the directions of the flow. 
The second approach is to solve the fluid field through and around 
aquaculture structures using proper fluid models. Recently, the 
computational fluid dynamic (CFD) method combined with a porous 
media model was proposed by Simonsen et al. (2006) to calculate the 
flow field around nets. The advantage of this method is that it is not 
necessary to conduct numerous experiments to acquire ru, which can 
save considerable time and cost. Patursson et al. (2010) applied 
experiment-based porous media resistance coefficients in ANSYS Fluent 
to model the flow through and around nets. Their promising results 
inspire researchers to combine the CFD method with commonly used 
finite element methods. Further studies showed that combining CFD 
simulations and structural analyses can acquire more accurate structural 
responses than pure structural analyses (Bi et al., 2014a; Yao et al., 
2016). Moreover, results from CFD simulations are valuable for the 
understanding of nutrients and materials transport (Alver et al., 2016; 
Oppedal et al., 2011) and pollutant distribution (Xu and Qin, 2020) in 
fish farming sites. Thus, combining CFD simulations and structural an
alyses has become a new trend in the design of aquaculture structures. 

The interaction between flexible nets and fluid is a typical fluid- 
structure interaction (FSI) problem and requires solving the governing 
equations in both the fluid and structure domains. For this FSI problem, 
one of the most noticeable contributions is the immersed boundary 
method (IBM), which was initially proposed by Peskin (1972). The 
interaction between the fluid and structure is usually accomplished by 
distributing nodal forces and interpolating nodal velocities between the 
Eulerian and Lagrangian domains using the Dirac delta function (Wang 
and Zhang, 2009). Because flexible nets can experience large de
formations in the three-dimensional domain, a class of 
non-boundary-fitted method is usually chosen to track the moving 
boundaries (Wang et al., 2017). In this method, the fluid domain and 
solid domain are discretised separately using fixed Eulerian grids and 
moving Lagrangian grid, respectively. Due to the separated discretisa
tion, the coupling information cannot be transferred between the two 
domains directly. Thus, it is challenging to build the relation for these 
two independents meshes to impose the coupling condition (de Tullio 
and Pascazio, 2016; Jiang et al., 2018). Moreover, according to Yan et al. 
(2020), the conventional IBM had a major disadvantage for fibre-like 
immersed structures, e.g., the cables and nets in the present study, 
because fibre-liked structures occupy negligible volume in the fluid 

domain. Thus, a new coupling algorithm is needed to study the effect of 
nets, which are thin (2–4 mm of twine diameter), flexible and highly 
permeable structures, on the flow field through and around a large 
aquaculture structure (hundreds of metres) in a computationally 
affordable way. 

In the present study, the fluid and structure are discretised separately 
and described using fixed Eulerian grids and one-dimensional bar-like 
elements, respectively. The hydrodynamic forces on nets are calculated 
based on the advanced Screen model. Details about the numerical 
models and coupling algorithm are introduced in Section 2. In Section 3, 
a series of experiments conducted by Patursson et al. (2010), Bi et al. 
(2014a), and a full-scale test by Gansel et al. (2018) are reproduced to 
validate the present method. Finally, the results of this study are sum
marised with concluding remarks. 

2. Numerical models and coupling algorithm 

In the present study, the structural model is solved by Code_Aster, 
while the fluid model is solved by OpenFOAM. The two solvers are well- 
verified according to the research works by Févotte and Lathuilière 
(2017) for Code_Aster and Robertson et al. (2015) for OpenFOAM. 

2.1. Structural model 

2.1.1. Governing equations 
The structural responses are calculated based on the Finite Element 

Method (FEM), where the net is divided into a set of one-dimensional 
elements. The equation governing the motions of Lagrangian nodes in 
the Cartesian coordinate system is: 

[M]q̈+ [K]q = Fg + Fb + Fh (1)  

where q is the time-dependent vector of nodal displacements, M is the 
mass matrix, K is the stiffness matrix, Fg is the nodal force vector due to 
gravity, Fb is the nodal force vector for buoyancy forces, and Fh is the 
nodal force vector for the hydrodynamic forces, which is discussed in 
Section 2.2. Fg and Fb are simple and only calculated one time in the 
initialisation step, and they are constant throughout numerical 
simulations. 

The system is highly nonlinear because Fh depends on the time, the 
square of nodal velocities, and the structural deformations, see Eqs. (6) 
and (7). According to Antonutti et al. (2018), the system nonlinearity 
can cause high-frequency oscillations and bring challenges for the sim
ulations to reach convergence. In the present structural solver, the so
lution technique for Eq. (1) is based on the unconditionally stable 
Hilber-Hughes-Taylor- α (HHT-α) method, which introduces low nu
merical damping in the low-frequency band and high damping at the 
high-frequency band. In the simulations presented in Section 3, the 
value of the numerical damping is chosen by gradually increasing the 
damping until the reaction forces become free of high-frequency noise. 

2.1.2. Finite element constitution 
The structural element used in the present study is a one-dimensional 

finite element denoted as “CABLE” in the structural solver, which was 
initially developed to calculate the mechanical behaviour of overhead 
electrical lines. This element is a version of the classic two-node “bar” 
element but can only bear tensions. It is suitable for representing highly 
flexible line-like structures (Antonutti et al., 2018), and thus, suitable for 
modelling cable and nets. As illustrated in Fig. 2, one “CABLE” element 
has six nodal degrees of freedom (DOFs, three components at each node) 
in the global coordinate system, which correspond to the translations at 
its two nodes. Linear shape functions (N) are used to express the 
deformation of the element (q̂) in the global coordinate system as a 
function of the vector of DOF (q): 

Fig. 2. Illustration of the "CABLE" element.  
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where ξ is the strain, and the two square matrixes are the shape functions 
(N). 

[M] =
ρsπd2

ws

4

∫Ls

x=0

NNT dx (3)  

[K] =
πd2

weE
4

∫Ls

x=0

BBT dx (4) 

The mass matrix (M) and stiffness matrix (K) for one structural 
element are shown in Eqs. (3) and (4), where B = J− 1∂N

∂x is the element 
strain-displacement transformation matrix, J is the Jacobian matrix, dws 
is the structural diameter, dwe is the elastic diameter, and Ls is the length 
of one element. After assembling contributions from individual elements 
and concentrating all the environmental loads to nodes, the structural 
responses are calculated using Eq. (1). Because the dimensions of 
aquaculture structure and net mesh size are significantly different, direct 
modelling the whole nets is impractical. In order to achieve equivalent 
numerical results, a “mesh grouping” method is employed in the present 
study. The detailed derivation and explanation can be referred to Cheng 

et al. (2020). Here, only the relationships between the derived diameters 
and the physical twine diameter (dw0) for nets with square meshes are 
presented: 

λ= Ls

/
L0; dws ≈

̅̅̅
λ

√
dw0; dwh = λdw0 (5)  

where λ is the mesh grouping factor which is defined as the ratio be
tween the half mesh size of the numerical net Ls and the actual net L0. 
For a full-scale fish farm facility, λ is usually in the range of 20–80. 

2.2. Hydrodynamic force model 

As the hydrodynamic forces on nets are complex, a hydrodynamic 
force model is required to calculate the forces on structures and transfer 
the forces to the structural solver. In the present study, hydrodynamic 
forces on nets are calculated based on Screen models. Screen models are 
theoretically superior to Morison models as the twine-to-twine interac
tion is implicitly considered in the force calculation (Cheng et al., 2020). 
The hydrodynamic forces (Fh) are usually decomposed into drag force FD 
and lift force FL (i.e., Fh = FD + FL). Fig. 3 illustrates a virtual panel 
element for calculating hydrodynamic forces in the present study. The 
equations for FD and FL are shown as follows: 

FD =
1
2
CDρwAt

⃒
⃒
⃒
⃒U− ∞ − v|2iD (6)  

FL =
1
2
CLρwAt

⃒
⃒
⃒
⃒U− ∞ − v|2iL (7)  

iD =
U− ∞ − v
|U− ∞ − v|

(8)  

iL =
(U− ∞ − v) × en × (U− ∞ − v)
|(U− ∞ − v) × en × (U− ∞ − v)|

(9)  

where ρw is the fluid density, At is the area of a virtual net panel (i.e., the 
area of the triangular P1–P2–P3 in Fig. 3), U-∞ is the undisturbed 
incoming flow velocity in the upstream of the net panel, v is the velocity 
of the structure. The unit vectors iD and iL which are used to indicate the 
directions of forces are defined by Eqs. (8) and (9). CD and CL are the 
drag and lift force coefficients in Screen models, respectively. These 
force coefficients are usually obtained from experiments that approxi
mate the ideal conditions of a finite net panel in an infinite flow field. 
However, these ideal conditions are challenging to achieve in practice. 
An example is given in Section 3.3, showing the effect of the 

Fig. 3. Illustration of a virtual panel. The inflow angle θ of the virtual panel 
element is defined as the angle between en and Uc. 

Fig. 4. A 2D illustration of the velocity at the cell centroid (Uc) with different porous media models. The dark grey circles represent solid. A square box represents 
one cell in the fluid solver. Based on the conservation of mass, the flux Q through the cell is constant, which leads to an increasing velocity u in the pore area. (a) In 
the commonly used porous media model for coastal structures, the solids are filled in the porous zone and increased the intrinsic velocity (Jensen et al., 2014). (b) In 
the dynamic porous media (DPM) model for nets, the fibre-like solids (twines) concentrate along a line and occupy a negligible volume of the porous zone. 
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experimental conditions on CD and CL. 
Usually, the force coefficients (i.e., CD and CL) in the existing hy

drodynamic force models are derived based on the undisturbed flow 
velocity U-∞, because the value of U-∞ is easy to measure in laboratory 
experiments (e.g., the towing speed in towing tank experiments or the 
flow velocity in recirculating flume experiments). One should notice 
that U-∞ can be different for nets at the different positions of an aqua
culture structure due to the wake effects. The different U-∞ brings 
challenges to calculate the hydrodynamic forces on the nets. In the 
present study, the wake effects are solved by a fluid model, and the flow 
velocity at the centroid of a virtual panel element Uc can be obtained 
directly from the fluid solver. In order to employ the existing hydrody
namic force model in Eqs. (6) and (7), U-∞ must be expressed in terms of 
Uc. The final relationship between U-∞ and Uc is presented in Eq. (10), 
and the detailed derivations can be found in the Appendix. 

U− ∞ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2

2 − (CD + CL)

√

Uc (10)  

2.3. Fluid model 

2.3.1. Governing equations 
In the present study, the flow field is calculated based on the Finite 

Volume Method (FVM), and the fluid domain is divided into a grid of 
cells. The equations governing the incompressible flow based on 
Eulerian cells include a continuity equation and momentum equations: 

∇⋅u = 0 (11)  

∂u
∂t

+ u⋅∇u = −
1
ρ∇p +∇⋅

[
(ν + νT)

(
∇u +∇uT) ]+ g + Spz (12)  

where u is the velocity of the fluid, p is the pressure, ν is the fluid ki
nematic viscosity, ρ is the fluid density, g is the gravity acceleration, Spz 
is the source term due to the existence of net. The source term Spz is 
added to the cells in porous zones to account for the resistance force 
from nets. A dynamic porous media (DPM) model is developed to find 
the porous zones (shown as blue cells in Fig. 5) and to assign the correct 
Spz onto the exact cells. Explanations for the DPM model are presented in 
Section 2.4. 

Unlike the porous media models for coastal structures (Jensen et al., 
2014), the present DPM model does not need to modify u in governing 
equations. As shown in Fig. 4, Uc is the fluid velocity at the cell centroid, 

which is defined as a volume-averaged velocity where averaging is done 
over the volume containing both fluid and solid domains. For Fig. 4 (a), 
Uc is no doubt smaller than the intrinsic averaged velocity (Uia) where 
the averaging is done over the fluid domain only. According to the 
conservation of mass, the relationship between Uc and Uia can be 
expressed as Uc = αUia, where α is the porosity of the porous zone, 
defined as the ratio of the volume occupied by the fluid to the total 
volume of the porous zone. For Fig. 4 (b), α can be calculated as: 

α=
AtT − π

4 SnAtdw0

AtT
= 1 −

π
4

dw0

T
Sn (13)  

where Sn is the solidity of nets, dw0 is the diameter of the actual twine, At 
is the area of a net panel, and T is the thickness of the porous zone. As 
illustrated in Fig. 1, the twine diameter is in the order of 10− 3 m, and the 
dimension of a whole fish cage is in the order of 102 m. With different 
such a broad range of scales in dimension, it would be computationally 
unaffordable to model the fluid with a fine mesh that can capture the 
complex flow separation from the twines. Furthermore, such a complex 
and high-resolution flow field around small twines might be redundant 
for the design of aquaculture structures. Thus, for the fibre-like structure 
in the present study, the thickness of the porous zone is much larger than 
the diameter of the actual twine. Hereby, T ≫ dw0 and α ≈ 1 based on Eq. 
(13). Thus, the porosity is unnecessary to include in the governing 
equations. 

As observed in the experiments by Bi et al. (2013), a transition zone 
is formed near a net panel due to different flow velocities inside and 
outside the wake. The flow in the transition zone is a typical free shear 
flow. Chen and Christensen (2017) compared four types of turbulence 
models, i.e., k-ε model, k-ω model, k-ω SST model and realisable k-ε 
model, to simulate this free shear flow near a net. According to the re
ported comparisons, these four turbulence models give similar results 
regarding the flow velocities in the wake. Thus, the k-ε model of Jones 
and Launder (1972) is used in the present study as the turbulence closure 
for the RANS equations. 

Dk
Dt

= ∇⋅[(ν + σkνT)∇k ] + Gk − ε (14)  

Dε
Dt

= ∇⋅[(ν + σενT)∇ε ] + C1ε
ε
k
Gk − C2ε

ε2

k
(15)  

Gk =
νT

2
(
∇u +∇uT)2 (16) 

Fig. 5. Illustration of the computational domain for fluid. This illustration corresponds to the validation case in Section 3.3. The blue cells represent the porous zones 
in the fluid model. The black lines inside the porous zones are the structural model, which is composed of one-dimensional elements. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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νT =Cμ
k2

ε (17)  

where σk = 1.0, σε = 1.3, C1ε = 1.44, C2ε = 1.92, Cμ = 0.09. The initial 
values of the turbulence quantities (k and ε) are estimated as follows: 

k =
3
2
(uI)2

; ε =
Cμ

0.75k1.5

LT
(18)  

where I is the turbulence intensity, LT is the turbulence length scale. 
The effect of nets is negligible in turbulence modelling. Physically, 

when the flow passes through a net, the turbulent kinetic energy (TKE) 
can increase around the net due to the existence of individual twines in 
the net, but TKE dissipates very fast with a power law in the wake region 
(Laws and Livesey, 1978). In order to precisely model the turbulence 
around a net, extensive studies and well-validated experimental data are 
needed. However, for a typical fish cage in which the distance between 
upstream net and downstream nets is usually from 20 to 50 m (Halwart 
et al., 2007), the TKE generated by the upstream nets should dissipate 
into negligible scale before the flow travels to the downstream nets. 
Thus, the additional terms to address TKE are not included in Eqs. (12) 
and (13). 

2.3.2. Boundary conditions for fluid 
The flow field is solved using the Pressure Implicit with Splitting of 

Operators (PISO) algorithm. The spatial schemes for gradient, Laplacian 
and divergence are Gauss linear, bounded Gauss linear upwind, and 
Gauss linear limited corrected. All the simulations in Section 3 are three- 
dimensional and with a similar fluid domain, as shown in Fig. 5. The 
boundary conditions for fluid are listed as follows:  

(1) Left: A uniform velocity is given as the inlet condition. p is set as 
zero normal gradient. The values of u, k and ε on the left 
boundary vary in different cases and will be given along with the 
description of each case in Section 3.  

(2) Right: A fixed zero pressure is set as outlet condition. u, k, and ε 
are set as zero normal gradient.  

(3) Top, bottom, front and back: p, k, and ε are specified as zero 
normal gradient. u is set as a slip condition. According to 
Patursson (2008), near-wall treatment has a negligible effect on 
the numerical results when the nets are far away from the wall. 
Thus, no near-wall treatment is employed in the simulations. 

2.4. Dynamic porous media model 

The porous zones, representing nets in the fluid domain, are gov
erned by a dynamic porous media (DPM) model in the present study. 
Two main functions in this model, i.e. (1) find the cells that belong to the 
porous zones, and (2) assign the correct Spz onto the exact cells, are 
explained in detail in Section 2.4.1 and 2.4.2, respectively. 

2.4.1. Topological method 
In order to represent the deformation of nets in fluid, a topological 

method is needed to map the Lagrangian nodes to the Eulerian grids. As 
the nets are flexible and can have violent movements under strong 
current flows, it is challenging for the fluid solver to identify the posi
tions of the net panels. In the present study, an improved topological 
method is developed based on the research work reported by Chen and 
Christensen (2017) to map the geometries. As discussed by Martin et al. 
(2020) and Chen and Christensen (2017), the original method can lead 
to missing cells (the circled cells in Fig. 6(b)) at intersections of porous 
zones when the two adjacent net panels have different θ. These missing 
cells can have side effects on the downstream wake when the net has 
large deformation. 

In order to address the problem of missing cells, an improved topo
logical method is developed in the present study. A cell is recognised in 
porous zones if its centroid is located in the volume extruded based on 
virtual panel elements by a thickness of T. Besides, an additional pro
cedure is introduced to retrieve the missing cells. As illustrated in Fig. 7, 
the red circle (with a diameter of D) between the two porous zones (with 
a thickness of T) covers the gaps and retrieve the missing cells in the 

Fig. 6. Illustration of the topological method. (a) The yellow rectangles represent the virtual net panels with different θ. The red points represent the vertexes that 
define the location of the virtual net panels. The black lines represent the "CABLE" elements. (b) The blue cells are the porous zones in the fluid domain. The red circle 
indicates the missing cells. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

Fig. 7. Two-dimensional illustration of the improved topological method in the 
present study. When it comes to three-dimensional space, the two black rect
angles represent the porous zones that are extruded by a thickness of T based on 
the virtual net panels, and the red circle represents a circular cylinder that is 
extruded along the common edges of two adjacent net panels. (For interpre
tation of the references to colour in this figure legend, the reader is referred to 
the Web version of this article.) 
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gaps. The ratio of D/T determines how many cells in the gaps can be 
retrieved. Fig. 8 shows the influence of D/T on the cell retrieval. D/T 
=0 corresponds to the results of the original topological method pro
posed by Chen and Christensen (2017). With increasing D/T, more fluid 
cells at intersections of porous zones are retrieved. The present study 
adopts D/T = 1, as it can retrieve exactly all the missed cells in the gaps, 
neither more nor less than expected. Apart from the red circle, a con
ditional statement is added to exclude duplicated cells. Thus, the volume 
of one porous zone, Vpz, can be expressed as follows: 

Vpz = TAt =
∑m

i=1
Vi (19)  

where m is the number of cells in one porous zone, At is the area of one 
virtual net panel, and Vi is the volume of a fluid cell. 

2.4.2. Conservation of momentum 
As shown in Fig. 1(b), nets consist of millions of small twines in an 

aquaculture structure. The twines are intersected with each other and 
forming a porous membrane-like structure. In various industrial situa
tions where a well-resolved grid or even a reduced resolution grid is 
unaffordable, a porous media model is usually adopted to study the flow 
field around the porous structure (Roelofs and Shams, 2019). Essen
tially, a porous media model handles the flow field by adding an extra 
momentum source term in the governing momentum equations (the Spz 
in Eq. (11)). According to the study by O’Neill (2006), the source term 
can be expressed by a polynomial function of the velocity at the cell 
centroid, and expressed using the following general form: 

Spz =
∑n

i=1
Ciuc

i (20)  

where the coefficients Ci are acquired by data fitting, n is the degree of 
the polynomial, and uc is the velocity of the fluid. Usually, n = 2 is 
sufficient for most engineering applications (O’Neill, 2006). In the 
present study, the value of Spz is calculated based on the conservation of 
momentum instead of the data fitting from fluid experiments that 
measure the pressure difference (e.g., experiments by Zhong et al. 
(2014)). 

The conservation of momentum should be fulfilled during the data 
exchange between the fluid and structural solvers. Based on Newton’s 

Third Law, the hydrodynamic forces on nets and the resistance forces on 
the fluid are equal in magnitude and opposite in direction. Thus, the 
relation between the hydrodynamic force on a single virtual panel 
element and the loss of the fluid momentum in the corresponding porous 
zone can be expressed by Eq. (21), where the volume integral is con
ducted over the porous zone. 

The purpose of adopting a porous media model in the present study is 
not to study the complex flow separations near the nets, but to handle 
the wake effects in the region downstream of the nets. Thus, Spz can be 
treated as a constant through the cells in a porous zone which represents 
a single virtual panel in the fluid domain. Hereby, the volume integral on 
the left-hand side of Eq. (21) reduces to the product of the volume of a 
porous zone (TAt) and Spz, as given in Eq.(22). On the right-hand of Eq. 
(22), the hydrodynamic force Fh = FD + FL , and is calculated using 
Eqs. (6) - (9). Together with Eq. (10), the value of source term in one 
fluid cell with a volume of Vi can be written as Eq.(23) for convenience. 
∫∫∫

V

ρwSpzdxdydz = − Fh (21)  

ρwTAtSpz = − Fh (22)  

Spz =
− Fh

ρwTAt
Vi

= −
1
2

⃒
⃒
⃒
⃒
⃒

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2

2 − (CD + CL)

√

Uc − v

⃒
⃒
⃒
⃒
⃒

2
CDiD + CLiL

T
Vi

(23)  

2.5. Coupling algorithm 

The two solvers in the present study, i.e., Code_Aster and Open
FOAM, are written in an object-oriented manner and open source. 
Hereby, it is feasible to couple the two solvers to study the FSI problem. 
The coupling is achieved through our in-house module, which allows 
information exchange between the two solvers. The two-way coupling 
algorithm is illustrated in Fig. 9, and the main procedures are:  

(1) At the beginning of simulations, the two solvers load the physical 
parameters from a dictionary file and initialise the model ac
cording to the configuration of nets. In the initialisation, porous 

Fig. 8. The effect of different D/T on cell retrieval.  
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zones are created in the fluid solver, and virtual net panels are 
created in the structural solver.  

(2) The fluid solver solves the flow field using the PISO algorithm.  
(3) The velocities in porous zones are extracted from the fluid solver 

and corrected using Eq.(10).  
(4) The Screen model employs the corrected velocities to calculate 

the hydrodynamic forces on nets. 
(5) The hydrodynamic forces on nets are mapped onto the corre

sponding structural nodes.  
(6) Based on the received hydrodynamic forces, the structural solver 

calculates the position of each structural node using the HHT-α 
algorithm.  

(7) The DPM model updates the shapes of porous zones based on the 
topological method in Section 2.4.1 and the value of Spz in fluid 
cells using Eq.(23).  

(8) The fluid solver calculates the flow field with the newly updated 
porous zones as in Step (2). Hereby, a full loop to solve the FSI 
problem is built. 

2.6. Comments on the proposed coupling algorithm 

The present coupling procedure is conceptually similar to the IBM 
(Pepona and Favier, 2016; Griffith and Patankar, 2020; Wang et al., 
2017) for moving structures, but it employs a different way (see Eq. 
(23)) to convert the fluid pressure into a structural load. This is because 
the conventional IBM for impermeable solid cannot be used for the 
highly permeable nets. In the present coupling algorithm, the DPM 
model is developed to handle the porous nets in a computationally 
affordable way. Although the names of the additional source term Spz 
varies in different publications (O’Neill, 2006; Patursson et al., 2010; 
Martin et al., 2020), the methods are conceptually similar. Essentially, 

Fig. 9. Flow chart showing the coupling algorithm.  
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Spz is added to the momentum equations to account for the resistance of 
nets. Compared to Martin et al. (2020), the present coupling algorithm 
fulfils the law of momentum conservation which is a fundamental 
principle for reliable results. In comparison to the coupling algorithm 
using “force balance” concept (Bi et al., 2014b; Yao et al., 2016), the 
present time-stepping algorithm is more advanced and is applicable to 
both steady and unsteady flow conditions. 

Different from the previous studies (Patursson et al., 2010; Bi et al., 
2014a; Chen and Christensen, 2016) where the hydrodynamic forces 
were calculated using Morison models, the present algorithm employs 
the advanced Screen models to calculate the hydrodynamic forces. Ac
cording to Cheng et al. (2020), the advanced Screen models can improve 
the accuracy of the environmental load, which is a basis for structural 
responses. Moreover, compared to the approach proposed by Patursson 
et al. (2010) and Chen and Christensen (2016), the new algorithm 
properly removes the additional process for fitting the porous co
efficients, which implicitly includes the velocity correction. Because 
considerable experimental and theoretical studies on Screen models are 
already published (Fridman, 1973; Aarsnes et al., 1990; Løland, 1991; 
Balash et al., 2009; Kristiansen and Faltinsen, 2012; Bi et al., 2018), the 
hydrodynamic force coefficients CD and CL can be directly obtained from 
these published articles and applied in the present algorithm. Thus, the 
present algorithm can simplify the procedures for the model preparation 
and improve the accuracy of the structural responses. 

3. Validation of the numerical method 

In this section, series of experiments conducted by Patursson et al. 
(2010), Bi et al. (2014a), and full-scale sea trials conducted by Gansel 
et al. (2018) are taken as references for the validation study of the 

present coupling algorithm. A convergence study is performed at first to 
determine the appropriate spatial resolution for the simulations. Then, 
the flow velocities behind a fixed net panel under several inflow angles 
(θ) are compared with the experimental data by Patursson et al. (2010). 
After that, the deformations of two flexible net panels are compared with 
the experimental data by Bi et al. (2014a). Finally, the drag forces on the 
full-scale fish cage under different flow velocities are calculated and 
compared to the sea trials by Gansel et al. (2018). 

3.1. Convergence studies 

In the present study, hexahedral orthogonal grids are employed to 
discretise the fluid domain in the fluid solver. Although the thickness of 
the porous zone has a negligible effect on the simulations results 
(Patursson et al., 2010), the number of cells across the porous zone 
might affect the results (Chen and Christensen, 2016). Thus, a grid 
convergence study should be performed to determine T/Δx, where T is 
the thickness of the porous zone, and Δx is the cell size. The grid 
convergence study is carried out with three sets of grids (G1-G3) for the 
cases in Patursson et al. (2010). The detailed setup of the numerical 
model is given later in Section 3.2, and the results for the convergence 
study are shown in Fig. 10 and Table 1. The deviation in Table 1 is 
calculated based on the finest grid resolution (G3). 

As shown in Table 1, G2 can achieve very close results in comparison 
to the finest grid regarding both the drag force FD and flow velocity in 
the wake. However, G1 overpredicts FD by 7.7% compared to the finest 
grid. As the three sets of grids use the same hydrodynamic force co
efficients from Patursson et al. (2010) to calculate the drag force, the 
discrepancies of FD in numerical results by the three sets of grids are only 
induced by the differences of Uc. The large discrepancies between G1 
and G3 indicate that T/Δx=1 might be too coarse to solve the fluid field 
around the net. As for the flow velocities in the wake, which is extracted 
from the red spot in Fig. 11, discrepancies of the results from G1-G3 are 
less than 1%. Therefore, it can conclude that the numerical simulation is 
converged when T/Δx ≥ 3. For the subsequent simulations, T/Δx = 3 is 
chosen for the spatial resolution in the fluid solver. Regarding the 
structural mesh, the convergence study by Cheng et al. (2020) has 
demonstrated that the results using different numbers of elements have a 
maximum 1.69% deviation. Thus, the structural mesh is generated by 

Fig. 10. Mesh convergence study with different T/Δx.  

Table 1 
Results of convergence study for a fixed net panel in steady flow when θ = 0◦.  

Grid Cells T/Δx FD Deviation u* Deviation 

G1 20 352 1 35.602 N 7.70% 0.4344 0.73% 
G2 560 952 3 33.431 N 1.14% 0.4381 0.11% 
G3 2 638 494 5 33.056 N – 0.4376 – 

u*: flow velocity at the red circle in Fig. 11 (a). 
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mainly considering the calculational domains and computational costs. 
The time-step convergence study is also performed for the nets in 

pure currents. The conclusion is similar to Cheng et al. (2020), where 
four time steps, i.e. 0.02s, 0.05s, 0.1s and 0.2s, were applied. Since the 
simulations are calculated under pure current conditions without any 
oscillating loads, the above time steps have negligible influences on the 
final results. Thus, a time step 0.1 s is selected for all the subsequent 
simulations by considering the Courant–Friedrichs–Lewy (CFL) number. 
In the following simulations, the maximum CFL number is 0.3. 

3.2. Fixed net panel 

3.2.1. Case setup 
The first validation is based on the experiments by Patursson et al. 

(2010). In the experiments, a net panel was fixed to a square frame and 
towed under various inflow angles and velocities. The net panel was 
made of a 1 m × 1 m knotless nylon material with dw0 = 2.8 mm, L = 29 
mm and Sn = 0.2. The purpose of this validation is to test whether the 
flow field behind a net panel can be correctly predicted. The flow 
reduction factor ru is used in this validation to indicate the accuracy of 
the numerical simulations. ru is calculated as the ratio between the ve
locity at the probe (the red circle in Fig. 11) and the undisturbed 

Fig. 11. Sketch of the fluid domain for the reproduction of the experiment by Patursson et al. (2010) Top view is shown on the left, side view is shown on the right. 
The flow velocities in the wake are measured at the red circle. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 

Table 2 
Deviations for the flow reduction factor between numerical simulations and experimental data by Patursson et al. (2010) when U-∞ = 0.5 m/s.   

θ 0◦ 15◦ 30◦ 45◦ 60◦ 75◦

Experiment CD 0.258 0.243 0.210 0.157 0.106 0.077  
CL 0 0.037 0.064 0.075 0.069 0.035  
ru 0.889 0.886 0.889 0.885 0.865 0.738 

Simulation ru 0.876 0.880 0.882 0.896 0.899 0.902  
Deviations − 1.45% − 0.79% − 0.45% 1.24% 3.70% 22.67%  

Fig. 12. The velocity contour from the present numerical model on the X–Y plane at Z = − 1.22 m when θ = 45◦ and U-∞ = 0.5 m/s. The blue line represents the net 
panel. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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incoming velocity. 
The sketch of the simulation domain is shown in Fig. 11. In the nu

merical model, G3 is chosen for the spatial resolution in the fluid solver, 
and 220 elements with λ = 3.45 are used to represent the net in the 
structural solver. For the boundary conditions in the fluid solver, u =
0.5 m/s, k =3.75 × 10− 5 m2s− 2 and ε=2.5 × 10− 7 m2s− 3 are set as fixed 
values on the inlet boundary according to the data provided by 
Patursson et al. (2010). In the structural model, the nodes on the four 
edges are fixed to represent the setup in the experiments. The square 
frame which was used to support the net is not modelled in the present 
simulations. The hydrodynamic forces on net panels are calculated using 
the force coefficients in Table 2, which are derived based on the 
experimental data from Patursson et al. (2010). 

3.2.2. Flow patterns behind the single net panel 
Fig. 12 presents the flow velocity field and the streamlines on the X–Y 

plane at Z = − 1.22 m when θ = 45◦ and U-∞ = 0.5 m/s. The wake region 
behind the net panel is visible and has approximately the same width as 
the projected width of the net panel. The magnitude of the flow velocity 
in the wake is smaller than U-∞. Since the drag force on the net can cause 
a loss of momentum on the fluid, it is reasonable to observe a flow ve
locity reduction in the wake. Besides the velocity reduction, the flow is 
also deflected by the net panel, shown as the slightly bent streamlines in 
Fig. 12. When θ = 45◦, the fluid flow can cause a lift force on the net. The 
lift force can, in turn, lead the flow to an opposite direction according to 
Newton’s third law. This flow deflection is also reported by Reynolds 
(1969). Therefore, it can conclude that the existence of the net can 
reduce the flow velocity and change the flow direction. 

The turbulence model is necessary for simulating the flow field in the 
wake region. According to Laws and Livesey (1978), the net panel in the 
present study works like a turbulence-suppressing screen in a wind 
tunnel, which can produce a steady and uniform flow. Thus, it is ex
pected to observe a steady and uniform flow behind the net panel in 
Fig. 12. According to the numerical results by Martin et al. (2020) and 
Chen and Christensen (2017), the flow field in the wake region showed a 
stripe pattern when the turbulence model was absent. The stripe pattern 
indicates that the flow field in the wake has a sharp velocity gradient and 
high nonuniformity. As a turbulence model is employed in the present 
study, the turbulent diffusion causes momentum exchange in-between 
the layers with different velocities. The momentum exchanging re
duces the velocity variation. Thus, the turbulence model can remove the 
unphysical sharp velocity gradient and produce a uniform wake flow. 
Moreover, the uniform flow is theoretically better than the 

stripe-pattern flow for calculating the hydrodynamic forces on nets. 
Because the hydrodynamic forces are calculated using the flow velocity 
extracted from the fluid solver, the stripe-pattern flow can cause a 
large-variation load. Hereby, dynamic responses of the whole structure 
may be unstable and unreliable without any turbulence model. An 
example of unstable numerical results is reported by Chen and Chris
tensen (2017). Therefore, it is suggested to add a turbulence model in 
simulations in order to achieve reasonable and stable solutions. 

3.2.3. Flow velocity profiles behind the net panel 
Fig. 13 shows the flow velocity profiles along the blue line in Fig. 11 

from the numerical simulations with different inflow angles. The circles 
in this figure represent the experimental measurements provided by 
Patursson et al. (2010). According to the flow velocity profiles, the ve
locity gradually decreases from the flank of the towing tank to the centre 
plane of the towing tank. Near the flank of the towing tank, the flow 
velocity is approximately 3% higher than U-∞. This velocity increment is 
the result of mass conservation. Around the centre plane of the towing 
tank, the flow velocity is reduced due to the loss of momentum. In 
general, the velocity profiles from the numerical simulations agree well 
with the experimental measurements except for the two measurements 
at Y = 0.43 m. When θ = 0◦ and 30◦, the velocity probe is located in the 
wake region generated by the frame. As the frame is not modelled in the 
numerical simulation, it is reasonable to observe the discrepancy of the 
velocities at Y = 0.43 m when θ = 0◦ and 30◦. The engineering approach 
proposed by Løland (1991) is shown in Fig. 13 for comparison. It in
dicates that the engineering approach fits well with the experimental 
measurements at the centre plane of the towing tank when θ < 60◦. 

3.2.4. Flow reduction factor 
In general, the flow reduction factor (ru) can be accurately predicted 

by the present model. As shown in Table 2, the differences between the 
predicted ru and the experimental results are within 1.5% when θ < 60◦. 
The large deviation is only seen when the inflow angle θ = 75◦. For the 
cases when θ > 60◦, the large deviation can be explained mainly by the 
two reasons. First, the experimental data might have errors when θ >
60◦ by using the experimental setup in Patursson et al. (2010). As re
ported by Tang et al. (2018, 2019), a special-designed experiment 
together with a streamlined frame is essential for measuring the drag 
force when θ > 60◦. If the flawed force coefficients are employed by the 
present FSI method, the hydrodynamic forces and the flow field can be 
inaccurate. Second, the rigid frame is not modelled in the present study 
due to the insufficient descriptions in Patursson et al. (2010). As shown 

Fig. 13. Flow velocity profiles from numerical simulations. The vertical dashed lines show the position of the vertical frame for the different inflow angles.  
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in Fig. 13, if the probes are located in the wake region generated by the 
frame, the measured velocity will be reduced significantly. When θ =
75◦, the probe (the red circle in Fig. 11) is affected by the frame. Thus, 
the measured velocity is reduced significantly. For these two reasons, it 
is expected to observe the large deviations when θ > 60◦. 

3.3. Two flexible net panels 

3.3.1. Case setup 
The second validation is performed based on the experiments by Bi 

et al. (2014a), where two flexible net panels are under the action of 
steady currents. The purpose of this validation is to test whether the 
present coupling algorithm can accurately predict the deformations of 
flexible nets and the downstream flow velocity. In the experiment, the 
tops of the two net panels were fixed on bars just below the free surface. 
On the bottom of the net panels, steel bars with a density of 8 610 kg/m3 

were mounted as sinkers. The length and diameter of the steel bars were 
0.3 m and 6 mm, respectively. Each net panel is made of a 0.3 m × 0.3 m 
knotless polyethylene net with dw0 = 2.6 mm, L = 20 mm and Sn = 0.26. 

The sketch of the simulation domain is presented in Fig. 14. In the 
present numerical model, 2 872 800 cells with T/Δx = 3 are used for the 
spatial resolution in the fluid solver, 120 elements with λ = 3.0 are used 
in the structural solver to represent the two net panels. According to the 
experiments (Bi et al., 2014a), the turbulence intensity is 4.37% when 
U-∞ = 0.226 m/s. Thus, u = 0.226 m/s, k = 1.46 × 10− 4 m2s− 2, ε = 2.88 
× 10− 5 m2s− 3 are set as the inlet boundary conditions in the fluid solver. 

In the structural model, nodes on the top of the net panels are fixed to 
represent the setup in the experiments. Regarding the hydrodynamic 
forces, CD and CL are acquired by fitting the measured data from Bi et al. 
(2014a). The two force coefficients are expressed as follows: 
{

CD = 0.04 + 0.4921cosθ + 0.1873cos 2 θ
CL = 0.4159sin2θ − 0.169sin 22θ (24) 

Fig. 15 shows the force coefficients of the fixed flat net panel based 
on experimental measurements by Bi et al. (2014a). In the experiments, 
the drag and lift forces on the net panel were measured under four inflow 
angles when U-∞ = 0.170 m/s. Because both the fixed and flexible net 
panels were made of the same net, the force coefficients of the fixed net 
panel can be applied to the two flexible net panels. As shown in Fig. 15, 
the force coefficients in Eq.(24) well agree with the experimental data. 
However, the force coefficients which are derived based on a finite net 
panel in an infinite flow field by Kristiansen and Faltinsen (2012) are 
significantly smaller than those based on the experiments by Bi et al. 
(2014a). The expressions of the later force coefficients are given in 
Section 3.4 (Eqs. (25)-(27)). The large discrepancies can be explained by 
the two following reasons. First, the forces on the net panel were 
measured in a flume tank with a limited width by Bi et al. (2014a). The 
ratio between the width of the net panel and the width of the flume tank 
is = 0.67. As explained in Section 2.2, the force coefficients should be 
measured in the ideal condition where a finite net panel is placed in an 
infinite flow field. When the width of the flume tank is insufficient, the 
existence of the net panel can speed up the flow velocity on the net due 

Fig. 14. Sketch of the simulation domain for the reproduction of the experiment by Bi et al. (2014a). The top view is shown on the left, and the side view is shown on 
the right. 

Fig. 15. The force coefficients from experimental measurements by Bi et al. (2014a).  
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to the mass conservation. The speed-up velocity can cause an increment 
in the hydrodynamic forces. Hereby, the forces coefficients in the ex
periments by Bi et al. (2014a) are higher than the force coefficients 
proposed by Kristiansen and Faltinsen (2012). Second, the differences in 

materials and geometrical parameters of the nets can also contribute to 
the discrepancy of the force coefficients. This discrepancy can cause 
different structural responses in numerical simulations, which are 
revealed in Fig. 17(a). 

Fig. 16. Deformation of the two flexible net panels when U-∞ = 0.226 m/s. The yellow lines represent the nets. The green lines represent fixed parts of the nets. The 
blue lines represent the steel bars attached to the net bottom. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web 
version of this article.) 

Fig. 17. Deformations of two flexible net panels when U-∞ = 0.226 m/s. (a) Numerical simulation results: The red lines use the force coefficients in Eq. (24); The blue 
lines use the force coefficients based on Kristiansen and Faltinsen (2012), i.e., Eqs. 25–27; The black lines are from Bi et al. (2014a), where the hydrodynamic forces 
are calculated using the Morison model, and the nets are modelled using a lumped-mass method. (b) Experimental results. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the Web version of this article.) 
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3.3.2. Structural deformation 
As shown in Fig. 16, the presented numerical model can reproduce 

the experimental results (Bi et al., 2014a) in the three-dimensional 
domain. The flow reduction behind the net panels can be observed. 
The results at two planes, i.e. Y = 0 m and Z = − 0.15 m, will be used to 
compare with the numerical results by Kristiansen and Faltinsen (2012) 

as well as the numerical and experimental results by Bi et al. (2014a) in 
the subsequent discussion. 

Fig. 17 (a) shows the deformations of the two flexible net panels 
obtained from the present numerical simulation, Kristiansen and Fal
tinsen (2012) and Bi et al. (2014a). Fig. 17 (b) shows the corresponding 
experimental measurements reported by Bi et al. (2014a). Compared to 

Fig. 18. Flow velocity field around the flexible net panels. (a) Contours on the horizontal plane Z = − 0.15 m; (b) Contours on the vertical plane Y = 0 m.  

Fig. 19. Flow velocity along the line Y = 0 m on the plane Z = − 0.15 m. The two vertical dash lines show the initial positions of the net panels.  
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the numerical results using the force coefficients based on Kristiansen 
and Faltinsen (2012), the present results using Eq. (24) show a better 
agreement with the experimental results (Fig. 17 (b)). The better 
agreement indicates that: (1) the numerical results are sensitive to the 

force coefficients; (2) the numerical simulation should use the force 
coefficients as accordant to the experiments as possible. Although the 
hydrodynamic force model proposed by Kristiansen and Faltinsen 
(2012) has been tested in many studies and achieved acceptable results 
(Yao et al., 2016; Martin et al., 2020), the mismatched force coefficients 
make the simulations fail to predict the deformations of the net panels 
correctly. Compared to the numerical results by Bi et al. (2014a), the 
results by using Eq. (24) shows only a small discrepancy. This small 
discrepancy might come from the differences in coupling algorithms, 
structural model and hydrodynamic force model. 

3.3.3. Flow patterns behind the two net panels 
Fig. 18 shows the flow field around the two flexible net panels using 

the present coupling algorithm together with force coefficients in Eq. 
(24). As observed, the flow velocity below and in the flanks of the net 
panels increases by 20% compared to U-∞. The velocity increment is 
relatively large compared to that from the experiments by Patursson 
et al. (2010), where the ratio between the width of the net panel and the 
width of the flume tank is = 0.27, and the flow velocity in the flanks of 

Fig. 20. Illustration of the fish cage in the sea trials by Gansel et al. (2018).  

Table 3 
The parameter of the full-scale fish cage in the sea trials and numerical 
simulations.   

Full-scale model Numerical model 

Cage diameter (m) 12 12 
Cage height (m) 6 6 
Submerged weight (Kg) 35 × 8 35 × 8 
Bottom ring (kg/m) 0.5 0.5 
Twines Young’s modulus (MPa) 400 400 
Twines density (kg/m3) 1140 1140 
Net half mesh size (mm) 15 1000* 
Net twine diameter (mm) 2 16.33* 
Solidity 0.27 0.27 

* The net half mesh size in the numerical model is larger than the Full-scale 
model because of the mesh grouping method proposed by Cheng et al. (2020). 
The net twine diameter in the table refers to the structural diameter (dws). For the 
elastic diameter (dwe) and the hydrodynamic diameter (dwh), please refer to 
Cheng et al. (2020). 

Fig. 21. The computational grid in the fluid solver and the deformed fish cage in the structural solver. The grid is refined in the vicinity of the circular cage. The 
computational grid is slipped on plane Y = 0 m in order to show the structural responses. 

Fig. 22. Time series of the drag force on the fish cage and the depth of bottom 
nets from the numerical results when the towing speed is 0.509 m/s. 

H. Cheng et al.                                                                                                                                                                                                                                  



Ocean Engineering 243 (2022) 110208

16

the net panel only increases 3%. The large velocity increment also 
demonstrates that the width of the flume tank in Bi et al. (2014a) is 
insufficient to eliminate the near-wall effects. As for the flow in the wake 
region, the velocity decreases 10%–15% after the flow passes each net 
panel. According to the streamlines in Fig. 18, the diversion of flow 
direction is small and only occurs near the edges of the net panels. 

Besides the deformations, the flow velocity from the present nu
merical simulation also agrees with the experimental data well. As 
shown in Fig. 19, the maximum difference between the numerical results 
using Eq. (24) and the experimental data is only 1.4%. Because of the 
conservation of momentum, which is explained clearly in Section 2.4.2, 
it is expected that the flow velocity behind the two net panels obtained 
by using the force coefficients from Kristiansen and Faltinsen (2012) is 
higher than that by using Eq. (24). The engineering approach proposed 
by Løland (1991) is also included in Fig. 19 for comparison. It is 
observed that the flow velocity behind the two net panels by using this 
engineering approach is 40% smaller than the experimental data. If the 
smaller flow velocity is applied in the design of fish cages, the drag force 
on the whole fish cage can be underestimated. With the underestimated 
drag force, the structural design may be non-conservative. 

3.4. Full-scale fish cage 

3.4.1. Case setup 
The third validation is performed based on a full-scaled fish cage 

from sea trials by Gansel et al. (2018). The purpose of this validation is to 
test whether the present method can accurately predict the drag force 
and the deformation of a full-scaled aquaculture structure. As discussed 
by Gansel et al. (2018), the numerical methods used in that study cannot 
properly predict the drag force on the full-scale fish cage because the 
flow field cannot be well addressed. With the present coupling algo
rithm, both the structural responses and the flow field are coupled and 
solved simultaneously. Thus, the sea trials can be properly reproduced. 
To the authors’ knowledge, there is no published result on modelling a 
full-scale fish cage under different current conditions by using the FSI 
method. Challenges on determining the spatial resolutions and bound
ary conditions are raised in the numerical simulations. 

An illustration of the fish cage in the seal trials by Gansel et al. (2018) 
is shown in Fig. 20. Eight concrete weights are attached to the floating 
collar and submerged to 7 m below the water surface on the outside of 
the net-pen with even spacing along the circumference. The main 

parameters of the full-scale fish cage in the sea trials and numerical 
simulations are given in Table 3. 

In the numerical model, 2 906 299 cells with T/Δx = 3 are used in the 
fluid solver, 704 elements with λ = 66.67 are used in the structural 
solver. In order to increase the resolution around the fish cage, the grid 
in the fluid solver is refined in the vicinity of the fish cage. A grid 
convergence has been carried with the same procedure as described in 
Section 3.1, and the final spatial resolution is shown in Fig. 21. 

In the sea trials by Gansel et al. (2018), the fish cage was towed at 
five different speeds in a fjord when the wave effects can be neglected. In 
order to minimise the effect of the bow wave caused by the boat, the fish 
cage is placed 350 m behind the towing boat. According to the mea
surements in the sea trials, the flow velocities and directions are stable 
over the depth of the fish cage during all tests. Thus, it is reasonable to 
set a uniform velocity condition at the inlet boundary in the fluid solver. 
Hereby, five uniform velocities, i.e., 0.156 m/s, 0.312 m/s, 0.509 m/s, 
0.732 m/s and 1.056 m/s, are set on the inlet boundary for each simu
lation. k and ε are estimated using Eq.(18) based on the assumptions that 
medium turbulence (I = 5%) occurs in the sea trials, and the turbulence 
length scale LT equals the diameter of the fish cage. In the structural 
model, the nodes on the floating collar are fixed to represent the setup in 
the sea trial. The hydrodynamic force model in the simulations follows 
the suggestions from Gansel et al. (2018). The force coefficients are 
originally proposed by Kristiansen and Faltinsen (2012) and expressed 
as follows: 
{

CD = CD0(0.9cosθ + 0.1cos3θ)
CL = CL0(sin2θ + 0.1sin4θ) (25)  

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

CD0 = Ccylinder
Sn(2 − Sn)
2(1 − Sn)2 ;

CL0 =
0.5CD0 − CL45

̅̅̅
2

√ ;

CL45 =
πCN45

8 + CN45
;

CN45 = Ccylinder
Sn

2(1 − Sn)2;

(26)  

Fig. 23. Results from the two numerical methods and sea trials. The shadows show the 99.7% confidence intervals.  
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Ccylinder = 78.46675 + 254.73873log10Re − 327.8864(log10Re)2 

− 223.64577(log10Re)3 − 87.92234(log10Re)4 + 20.00769(log10Re)5 

− 2.44894(log10Re)6 + 0.12479(log10Re)7;

Re =
dw0(Uc − v)
ν(1 − Sn)

(27)  

3.4.2. Structural responses 
As shown in Fig. 22, the drag force on the fish cage first increases to a 

peak value then decays as time increases. After 100 s, the simulation 
reaches equilibrium. The depth of bottom nets, defined as the depth of 
the lowest node on bottom nets, follows the opposite trend of the drag 
force. Although the simulation is performed under pure current condi
tions, oscillations are still observed in the present numerical results. 
These oscillations come from the nonlinearity of the system, which is 
also reported by Antonutti et al. (2018). In the present results, the 
standard deviation for the time-series drag force over the last 100 s is 
1.8% of the mean drag force, which is smaller than that in the sea trial 
measurements by Gansel et al. (2018). Thus, the oscillations in the nu
merical results are acceptable. For the subsequent discussions, the 

time-averaged results over the last 100 s are used. 
Fig. 23 shows the comparison of the numerical results from the FSI 

method and the non-FSI method along with results from sea trials. The 
two numerical methods use the same structural model and hydrody
namic force model, and the only difference between the two methods is 
the way to handle the wake effects. The FSI method models the wake 
effects by CFD simulations and uses the present FSI algorithm to couple 
the fluid and structural solvers. In contrast, the non-FSI method sim
plifies the wake effects by assigning flow reduction factors (ru) onto the 
downstream nets without coupling with the fluid solver. In the latter 
method, ru is calculated according to the engineering approach proposed 
by Løland (1991). 

In Fig. 23 (a), the normalised height is calculated as the height of the 
fish cage at a given current velocity divided by the initial height of the 
fish cage (6 m). Since the bottom nodes of the fish cage are not in a 
horizontal plane, the height of the fish cage is calculated based on the 
average depth of the nodes on bottom nets. This averaged depth is 
corresponding to the data processing in the sea trials (Gansel et al., 
2018). It can be observed that the height decreases with the increasing 
current velocity. The height of the fish cage by the non-FSI method is 
smaller than that of sea trial measurements, and the difference becomes 

Fig. 24. Flow velocity field around the fish cage when the towing speed is 0.508 m/s. (a) Contours on the horizontal plane Z = − 3 m; (b) Contours on the XZ plane Y 
= 0 m. 
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distinct with the increasing current velocity. 
Compared with the non-FSI method, the results from the FSI method 

show better agreement with the sea trials regarding the drag force. As 
shown in Fig. 23 (b), the drag forces by the non-FSI method are much 
higher than the sea trial measurements. In particular, the predicted drag 
force can be twice larger than the seal trials measurement when the 
towing speed is 1.056 m/s. In comparison, the differences between the 
predicted forces by the FSI method and the sea trial measurements are 
less than 10% when the flow velocity is smaller than 1 m/s. For the case 
with towing speed of 1.056 m/s, the large deviation can be explained by 
the two reasons: First, the measurement may have large uncertainties 
when the towing speed is 1.056 m/s. According to Gansel et al. (2018), 
the sea trial measurements were the averaged values over 10 min in the 

sea trial. When the fish cage was towed at 1.056 m/s, the wake behind 
the boat reached the fish cage after 6 min. As half of the time-series 
measurements were affected by the wake, the result by the sea trials 
at 1.056 m/s may have errors. Second, the bow wave caused by the 
towing boat can affect the uniformity of the incoming flow velocity at 
this high towing speed. As described by Gansel et al. (2018), an obvious 
shear flow was observed on the vertical plane Y = 0 m when the towing 
speed was 1.056 m/s. Since descriptions of the shear flow are insuffi
cient, the exact boundary condition cannot be reproduced in the nu
merical simulation. Thus, it is reasonable to observe the large difference 
between the numerical simulations and the sea trial measurements when 
the towing speed is 1.056 m/s. 

Fig. 25. Flow velocity profile on four vertical Y-Z planes, which are illustrated at the upper right corner. The undistributed flow velocity (0.508 m/s) is plotted using 
black lines for reference. The vertical dashed lines indicate the diameter of the fish cage. 

Fig. 26. Flow velocity profile on XZ plane with Y = 0. The illustration in the lower left of each subplot figure shows the location of the velocity profile. The dashed 
lines indicate the Z-position of the deepest node on the fish cage. The undistributed flow velocity (0.508 m/s) is plotted using black lines for reference. 
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3.4.3. Flow patterns behind and around the fish cage 
Fig. 24 shows the flow velocity field together with the deformations 

of the fish cage from the present numerical simulations. As observed 
from this figure, the flow velocity increases approximately by 6.09% 
compared to the towing speed at the bottom and flanks of the fish cage. 
When the fluid encounters the deformed fish cage, a part of the fluid 
follows the guidance of curved nets. Due to the mass conservation, the 
flow velocity is expected to increase at the bottom and flanks of the fish 
cage. The flow velocity decreases up to 62.67% after the flow passes the 
fish cage. According to the streamlines on the horizontal plane (Fig. 24 
(a)), the flow around the fish cage is almost laminar. This indicates that 
the TKE at the region downstream of the fish cage is insufficient to 
generate large vortices with a length scale of LT. As shown in Fig. 24 (b), 
downward flows are observed inside and below the fish cage. These 
downward flows are reasonable and physical, according to Newton’s 
Third Law. As the lift force on the font nets is upward, the lift force can, 
in turn, push the flow downward. Hence, the flow velocity and direction 
on the downstream nets are different from the upstream nets. Accord
ingly, it is expected that the FSI method has more accurate predictions 
on the responses of the full-scale fish cage than the non-FSI method, as 
the non-FSI method employs the engineering approach that only reduces 
the magnitude of flow velocity. 

Fig. 25 shows the detailed velocity profiles around the fish cage from 
the FSI simulations. In general, the X-component flow velocity Ux is 
symmetric about the Y = 0 m plane, and the flow velocity reduces 
significantly near this symmetric plane compared to the incoming flow 
velocity. The width of the velocity reduction region is 1.5–2 times of the 
fish cage diameter, and this width increases with increasing X coordi
nate along the incoming flow direction. Compared to the study by 
Gansel et al. (2012), the widths in the present study are slightly larger 
than their results from the towing tank experiments, where the width is 
1.1–1.4 times the cage diameter. This discrepancy of widths may come 
from different nets: the experiments in Gansel et al. (2012) used rigid 
metal nets, while the present study considers flexible nylon nets. The 
different net materials can make their twines have different surface 
roughness, and thus may cause different flow separations around the 
twines of nets. Consequently, the wake of the cage can have different 
widths. Besides, the deformation properties can also cause the discrep
ancy of wake widths. The deformed nets can guide part of the flow to the 
bottom. Hence, the fluid at the region downstream of the cage does not 
have enough momentum to keep the velocity gradient. Besides, the 
velocity profiles also vary with depth. At a deeper position, the velocity 
profile has smaller variations. However, the engineering approach pro
posed by Løland (1991) can only give an averaged estimation, but it 
cannot give the variations with depths and horizontal position. 

Fig. 26 shows the flow velocity profiles on the X-Z plane with Y = 0 m 
at different X positions. The height of the velocity reduction region is 
1.4–2 times of the fish cage height, and this height increases along the 
flow direction (X direction). Significant flow reductions are observed 
between the free surface and the bottom of the fish cage. The lowest 
velocity occurs near the free surface right behind the whole fish cage, as 
shown in Fig. 26(c). Below the fish cage (around Z = − 6.4 m), the flow 
velocity slowly increases and reaches to slightly higher values than the 
undistributed flow velocity for all the presented profiles. This faster flow 

velocity may help to sweep away the fish faeces and uneaten feeds, but 
this may differ due to the terrains at different sites. 

3.4.4. Elapsed time for numerical simulations 
All the simulations presented in this study are performed on a 

desktop computer with an eight-core CPU, Intel® Xeon® CPU E5-2620 
v4 @ 2.10 GHz, and 32GB memory. From the perspective of general 
computational efficiency, the elapsed time for running the numerical 
simulations is shown in Table 4. It shows that the elapsed time increases 
with the increasing number of elements and cells. Regarding the simu
lations of the two flexible net panels, the elapsed time in the study by Bi 
et al. (2014a) was 18 h, which is sixteen times longer than the elapsed 
time in the present study. 

4. Conclusion 

In the present study, a new coupling algorithm for fluid-structure 
interaction analysis of fluid flow through and around flexible nets is 
developed. The new coupling algorithm can benefit from the combina
tion of Finite Element Method (FEM) and Finite Volume Method (FVM), 
and it can predict the structural responses of flexible nets and the sur
rounding flow field with high accuracy. The new coupling algorithm 
properly removes the additional data-fitting process for porous co
efficients and adopts the Screen model to calculate the hydrodynamic 
forces. The two improvements can simplify the numerical procedures 
and improve the accuracy of numerical simulations. Besides, the new 
coupling algorithm employs the time-stepping procedure for the data 
transfer between the fluid and structural solvers and fulfils the law of 
momentum conservation. These two features ensure that the present 
method can achieve reliable results in both steady and unsteady 
conditions. 

By applying the present coupling algorithm, Code_Aster and Open
FOAM can work together to simulate structural responses of the thin, 
flexible and high permeable nets in large aquaculture structures. 
Extensive validation studies are performed, considering different solid
ities, inflow angles, incoming velocity and dimensions of nets. In gen
eral, velocities in the wake region, deformations of nets and drag forces 
of the fish cage agree well with the validation data. Thus, the extensive 
validations in the present study provide strong confidence for users to 
apply the new coupling algorithm in a variety of numerical simulations 
related to the nets in aquaculture structures. Furthermore, the following 
conclusions are drawn based on the validation studies:  

(1) The hydrodynamic force coefficients are vital for numerical 
simulations. As discussed in Section 3.2, the numerical results can 
have a large deviation up to 22.67% when θ = 75◦ if the 
employed CD is unreliable. According to Section 3.3, the match
ing hydrodynamic force coefficients are essential to reproduce 
the experiments with high accuracy.  

(2) A turbulence model is suggested to employ in the fluid model, in 
order to remove the unphysical sharp velocity gradient in the 
wake region. Hereby, the environmental loads on the down
stream structures have small fluctuations, and the numerical 
simulations can easily achieve stable results. 

Table 4 
Elapsed time for running numerical simulations.  

Case Number of elements Number of cells Simulation time (s) Elapsed time (h) 

FSI Non-FSI 

Single fixed net panel 220 560 952 80 3.3–3.5 – 
θ = 0◦, 15◦, 30◦, 45◦, 60◦, 75◦

Two flexible net panels 120 202 686 60 1.1 – 
U-∞ = 0.266 m/s 
Full-scale fish cage 704 2 906 299 600 18.9–19.1 6.9 
U-∞ = 0.156 m/s, 0.312 m/s, 0.509 m/s, 0.732 m/s, 1.056 m/s  
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(3) Compared to the engineering approach proposed by Løland 
(1991), which only approximates the wake effect as a flow 
reduction, the present coupling model can well address the wake 
effect on both the magnitude and direction of the fluid flow. Thus, 
the present coupling model can significantly improve the accu
racy of numerical predictions. 
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Appendix. Derivation of the velocity correction 

In the present study, the hydrodynamic forces on nets are calculated using the forces model that is derived from experiments. According to the 
formulae (Eq. (6) and (7)), the hydrodynamic forces are functions of the undistributed incoming flow velocity U-∞. While, in the FSI analyses, the fluid 
solver extracts the flow velocity at the centre of porous zones (Uc). Thus, a process of velocity correction is needed to convert Uc to U-∞, so that, the 
existing hydrodynamic force models can be applied in the simulations.

Fig. A1. Illustration of the notations for velocity and pressure. The black dash box represents a porous zone. The blue dash line is the centreline of the porous zone. T 
is the thickness of the porous zone. 

The derivation is based on Bernoulli’s principle without consideration of gravity. As illustrated in Figure A1, subscript a represents the variables 
(pressure and velocity) in front of the porous zone; subscript b represents the variables at the rear of the porous zone. The subscript ∞ represents the 
variables in the far-field, while -∞ represents the undistributed variables and +∞ represents the variables in the wake. Because the source term is only 
added to the cells in porous zones, it is reasonable to assume that the energy is constant along the streamlines that are in front of the porous zone and 
behind the porous zone. Thus, two Bernoulli equations can be achieved: 

p− ∞ +
1
2
ρw(U− ∞)

2
= pa +

1
2

ρw(Ua)
2 (A1)  

pb +
1
2
ρw(Ub)

2
= p+∞ +

1
2
ρw(U+∞)

2 (A2) 

As shown in Figure A2, the pressure variations in front of and behind the porous zone are approximately equal. Thus, it is correct to assume that: 

pa − p− ∞ = p+∞ − pb (A3) 

The porous zone has at least one layer of cells, and the source term is added to the cell centroids. Approximately, the velocity is linearly reduced 
along the streamline in porous zones (from a to b) as the source terms are the same among the cells in a porous zone. The thickness of the porous zone is 
reasonably small compared to the length of the whole computational domain. Thus, it is proper to assume that: 

Ua +Ub = 2Uc (A4) 

The hydrodynamic force on the net panel causes a pressure jump across the porous zone. Based on Newton’s Third Law, Eq. (A5) can be given. The 
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expression on the left-hand side of Eq. (A5) comes from the definition of drag force in laboratory experiments. 

1
2

CDρwAt(U− ∞)
2
=(pa − pb)At (A5) 

Eq. (A1) + Eq. (A2) can get: 

pb + p− ∞ +
1
2
ρw(U− ∞)

2
+

1
2
ρw(Ub)

2
= pa + p+∞ +

1
2
ρw(U+∞)

2
+

1
2
ρw(Ua)

2 (A6) 

Combing Eq. (A6) with Eq. (A5), it can get: 

p− ∞ − p+∞ +
1
2
ρw(U− ∞)

2
+

1
2
ρw(Ub)

2
=

1
2
CDρw(U− ∞)

2
+

1
2
ρw(U+∞)

2
+

1
2

ρw(Ua)
2 (A7) 

If the pressures at the far-field (p-∞ and p+∞,) can be assumed approximately equal, then Eq. (A6) can be rewritten as: 

(1 − CD)(U− ∞)
2
=(U+∞)

2
+ (Ua)

2
− (Ub)

2 (A8) 

Eq. (A1) - Eq. (A2) can get: 

p− ∞ − pb +
1
2
ρw(U− ∞)

2
−

1
2
ρw(Ub)

2
= pa − p+∞ +

1
2
ρw(Ua)

2
−

1
2
ρw(U+∞)

2 (A9) 

Combing Eq. (A9) with Eq. (A3), it can get: 

(U+∞)
2
=(Ub)

2
+ (Ua)

2
− (U− ∞)

2 (A10) 

Replacing (U+∞)
2 in Eq. (A8) with Eq. (A10), it can get: 

(2 − CD)(U− ∞)
2
= 2(Ua)

2 (A11) 

Combing Eq. (A11) with Eq. (A4), the undistributed incoming flow velocity can be expressed as: 

(U− ∞)
2
=

2
(2 − CD)

(

Uc +
Ua − Ub

2

)2

(A12) 

As shown in Figure A2, Uc≫Ua − Ub
2 . Thus, Eq. (A12) can be approximated as: 

U− ∞ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2

2 − CD

√

Uc (A13)  

Fig. A2. Illustration of velocity and pressure distribution in front of and behind a net panel. The vertical dash lines represent the thickness of a porous zone.  

One should notice that Eq. (A13) is derived based on the assumption that the flow direction is perpendicular to the net panel, i.e., the inflow angle θ 
= 0◦. When θ ∕= 0◦, the lift force should be considered. At this point, all the preceding derivation is still valid except that Eq. (A5) is changed to: 

1
2
(CD +CL)ρwAt(U− ∞)

2
=(pa − pb)At (A14) 
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Therefore, the final relationship between Uc to U-∞ is: 

U− ∞ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2

2 − (CD + CL)

√

Uc (A15) 

According to the experimental data by Bi et al. (2013) and Bi et al. (2014a), Uc can be acquired by averaging the velocities on the centrelines of the 
porous zones from Fig. 11 in Bi et al. (2013). CD and CL can be calculated by using Table 1 in Bi et al. (2014a). As shown in Table A1, the flow velocities 
calculated using Eq. (A15) agree well with the experimental results.  

Table A1 
Comparison of the flow velocity at the centre of a porous zone when U-∞ = 0.17 m/s.  

Inflow angle 0◦ 30◦ 45◦ 60◦

CD 0.744 0.587 0.440 0.322 
CL 0.011 0.222 0.247 0.245 
Uc* – 0.135 0.134 0.139 
Uc 

# 0.134 0.131 0.138 0.144 
Deviation – − 3.1% 2.9% 3.5% 

Uc*: The velocities are averaged based on the centrelines of the porous zones in Fig. 11 from Bi et al. (2013). 
Uc 

#: The velocities are calculated by using Eq. (A15). 
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