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PREFACE

This master thesis is written, as a requirement to my master’s degree in offshore technol-
ogy in the specialization of Risk Management at the University of Stavanger during the
spring semester of 2015. The title of the thesis is “A new approach of uncertainty treatment
in the verification of safety integrity level of safety instrumented system”.

The main objective is to investigate the treatment of uncertainty in SIL verification and the
possible decision making process on the basis of the investigation. Basic knowledge of
risk and reliability analysis, IEC standards and PDS method will help readers to better
understand this thesis. However, it is tried to give these basic ideas in relevant sections.

| wish to thank my supervisor Professor Eirik Bjorheim Abrahamsen at the Department of
Industrial Economics, Risk Management and Planning at the University of Stavanger for
his invaluable suggestions, comments and advice throughout the entire master thesis pro-
ject. Without his help and guidance, this intensive work would not have become possible.

Stavanger, June, 2015

Sharmin Sultana



ABSTRACT

Reliability is very important aspect of any safety instrumented system. The standard IEC
61508, widely accepted in field of reliability of instrumented systems, entails the quantifi-
cation of achieved risk reduction to be expressed as a safety integrity level (SIL). The
required SIL can be determined by various methods like risk graph method, risk matrix,
markov process, petri-nets. The standard also instruct that reliability data uncertainty
should be taken into account when calculating target PFDayg.

Even in the recent past, it was common practice to overlook the existence of uncertainty.
Uncertainty encountered during design, operation and maintenance should be an integral
part of the decision making process, not an afterthought and should be treated with the
same attention as the other requirements. The main objective of this research is to de-
velop a systematic approach to assess the effect of uncertainty on SIL level, where SIL is
determined by PDS method.

The research was motivated by five research questions: 1) How to propagate uncertainty
in SIL level, where SIL is calculated by PDS method? 2) Is objective uncertainty analysis
established in literature is adequate for modern system? 3) What are the limitations of this
objective approach? 4) How can MTO perspectives and operational constraints be in-
cluded in uncertainty analysis? 5) What should be the basis for overall decision making?
To answer these questions, a literature study was performed to review existing theories,
models and their prospects. The study attracts the focus to the point that there is a lack
of objective along with subjective uncertainty analysis for PDS method. Few works has
been done to verify uncertainty in SIL verification where SIL has been determined by reli-
ability block diagram or risk graph method proposed by IEC standard.

PDS method uses approximated formula for SIL calculation and is said to follow conserva-
tive approach. This means calculated SIL value will show conservative result compared
to the results determined by other methods. One may argue about the necessity of uncer-
tainty analysis after getting such conservative result. Logic for this further study is to es-
tablish a structured framework for the analysis. Objective quantitative analysis is carried
out with Monte Carlo simulation using @risk software applied to a practical case applica-
tion of subsea well isolation system. The simulation case is checked with one program-
ming language (Scilab) to check consistency of the result of @risk. However, this thesis
does not focus on the accuracy of the result, rather more focus is given to the development
of framework.

During the literature study, it is also observed that there is a lack of literature on the inclu-
sion of MTO perspective and operational constraint in uncertainty analysis. It is termed as
background knowledge in risk management point of view. Exception is the paper of Abra-
hamsen and Rged (2011) where the authors have proposed a qualitative uncertainty as-
sessment of background knowledge in SIL verification. Schonbeck, Rausand, and Rou-
vroye (2010) in their paper also presented an approach to include human and organization
factor in the operation phase of SIS. Part of this research is motivated by these two pa-
pers. Now a days wide spread research is going on to include human-organizational fac-
tors in risk analysis or others. Aramis project, bora approach, work process analysis



method are such examples. A quantification method is proposed to take into account of
uncertainty in background knowledge.

Final task in reliability analysis is decision making of SIL compliance. If it does not meet
the requirement, one option is to modify SIS architectural configuration or modifying test
interval, using highly reliable equipment. However the question may arise about the po-
tential contribution of uncertainty result in decision making, use of suitable tool and proper
phase to use. Is the result only carry significance or other factors need to be considered
also? This thesis tries to cover answers of all these questions in a systematic way. Anal-
ysis are carried out with the help of a case study. To draw confident conclusions from the
development, it is necessary to verify the methods with more case applications and see
their effects applied in practice. Recommendations for further work are included in the
final part of the thesis.

Uncertainty analysis should not be considered as an unnecessary burden, rather it should
be thought as a mean to be informed about risk in the decision process that will be helpful
in a broader sense to reduce risk.
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1 INTRODUCTION

Nothing can be more important than safety, whether it is related to our daily lives or in-
dustrial sector. Risk' cannot be reduced to zero level, which means absolute safety cannot
be achieved, but can be reduced to a tolerable level (Redmill 1999). Safety instrumented
systems are used to reduce risk to an acceptable level which is less hazardous for people,
society and environment, in other word to balance between risk and profit.

Modern engineering systems and processes has become complex, both in their function-
ality and their interaction with environment. This growing complexity demands more ca-
pability and more advanced methodology instead of traditional methodologies. System
failure does not evolve from single component failure, rather software element, human
factor, operating conditions, and environmental factors play important role in the availa-
bility of safety systems.

Safety instrumented systems are comprised of input elements, logic solvers and final el-
ements. SIL or safety integrity level is used to express the level of risk reduction. Various
methods are established in industry in selecting the appropriate SIL, which is the foremost
step in any safety specification. The challenge of system engineers are to design a user
friendly, reliable and efficient system which is able to prevent dangerous failures/hazard.
An example of such safety system is fire and gas detection system, which will give alarm
on the detection of fire or gas to control room operator, so control room operator can take
necessary step. In modern times, they are designed in such a way so that system can
initiate further step for example controlling the process flow, prevention of material flow
into the detected segment, initiation of process shutdown valve, vice versa. In such com-
plex system, prediction of safety performance and system behavior on demand has be-
come more difficult.

Various Methods were developed for identifying hazards and for quantifying the conse-
quences of failures to help in decision making. Two standards IEC 61508 and IEC 61511
were established after through research and is accepted throughout the world by industry
personnel. These two standard quantifies safety issue related to reliability engineering
and give a direction about safety life cycle. The IEC standards define four safety integrity
levels (1-4). to define safety integrity level IEC uses the terms ‘Probability of failure on
demand (PFD)’ and ‘Demand mode of operation’ (Abrahamsen and Rged 2011). Accord-
ing to the IEC 61508 standard, PFDayg should be used for low demand systems (one de-
mand per year) (Hui Jin, Lundteigen, and Rausand 2011).

IEC standards entails that safety integrity levels for the different safety instrumented func-
tions should be verified. In traditional approach, this verification is usually done by the
calculation of PFD. If the calculated PFD is higher than the target value, risk reducing
measures should be implemented (Abrahamsen and Rged 2011). In broader risk per-
spective, uncertainties and background knowledge should be taken into consideration.
The assigned PFD is conditioned on a number of assumptions and suppositions (Abra-
hamsen and Rged 2011). A large number of qualitative criteria must be considered for

1 Risk is defined as event (A), consequences (C) and associated uncertainty (U)



decision making. Many fields can be affected and the impact of a wrong decision would
impact the organization.

1.1 OBJECTIVE

In this thesis uncertainty treatment in SIL verification is presented and analysed with de-
tails. There are various methods for SIL calculation, established theoretically and in prac-
tice. Here, The PFDay is considered as a measure of safety integrity level. For PFDayg
calculation, PDS method, introduced by SINTEF, is used. Quantification of induced un-
certainty in the PFD estimation is the main concern of the thesis.

To reach the main objective, sub-objectives are developed as below:

e To perform literature review for existing models and methods with the special at-
tention to uncertainty treatment

e To propose methods for uncertainty treatment in SIL verification with focus for in-
clusion of MTO and operational perspectives

e To check the models with a case study of practical application

e To propose a strategy to help decision making about use of suitable model in
proper phase and to propose possible risk reducing solutions

1.2 LIMITATIONS

It has been a great discussion on the industry of the best suitable method to deal with
uncertainty for SIL verification. These assessments are beyond the scope of this thesis.
Focus is given on uncertainty treatment for one specific method. PDS method is used for
PFD calculation as it is well embraced by Norwegian oil and gas sector. A case study is
chosen for better realization of the concept. System considered here is subsea well isola-
tion system. This thesis tries to give a systematic structure in the inclusion of uncertainty
in SIL estimation by PDS method. During the analysis, focus is given only to system
safety. Environmental and asset protection are not focused. Hardware failure is only in-
cluded in PFD calculation without taking into account of systematic failure. Only parameter
uncertainty and its treatment is given importance without consideration of model and com-
pleteness uncertainty. Further is discussed in chapter 5.

The thesis focuses on the method and how to apply the mathematics, not so much on
result. In semi-quantitative uncertainty assessment, uncertainty ratings and weight ratings
are made anonymously, as no data exists for such type of evaluation. Uncertain factors
are considered independent. Overlaps and interdependencies are not taken into account.

1.3 STRUCTURE OF THE REPORT

Some prior knowledge about reliability analysis and the mathematical background of sta-

tistics and probability is beneficial when reading this report. Even so, some basic terms

used in reliability analysis and SIL estimation along with uncertainty is described in rele-

vant chapters.

Overall report have eight chapters. Chapter 1 introduces the concept of this research to

the reader with its objective and limitation. Chapters 2 provides theoretical framework: the

necessary background information to support the thesis work for the reader. This chapter
2



looks into details in some of the common terminology used in the field of reliability engi-
neering that is related to the scope of this thesis. It also includes a review of the standards
used in reliability field and a review of SIL calculation approach as described in PDS
method.

Chapter 3 is the presentation of the concept of uncertainty and representation recognised
in the field of risk analysis and related application. Chapter 4 identifies and discusses the
existing models in literatures used in uncertainty analysis in reliability estimation. A sys-
tematic literature study is conducted and the relevant articles are sorted and selected to
extract the concept. Uncertain parameters effecting the reliability estimation are also dis-
cussed in details in first part of this chapter.

In Chapter 5 possible work flow for SIL verification are presented. Models are proposed
for uncertainty assessment with their framework and methodology. Of them one is semi-
guantitative models and one is quantitative model. Monte Carlo simulation is proposed as
guantitative analysis. Finally a strategy for decision making is proposed about the suita-
bility of the specific method on specific situation. Chapter 6 makes a comparative study
between proposed models presented in chapter 5 and existing models presented in chap-
ter 4. Pros and cons of each models are also discussed.

Chapter 7 presents the SIL calculation for a case study of subsea well isolation system.
PFD calculation are performed by making reliability block diagram following the method
described in the PDS method handbook. A description of all components used in the SIS
are illustrated. Component reliability data, used is taken from PDS data handbook. At last
uncertainty assessment are carried out for the case study following the methods described
in chapter 5. Microsoft excel and @risk software was used for Monte Carlo simulation. a
discussion is made on the results obtained from the analysis with its meaning and signifi-
cance. Possible risk reducing measures are also proposed in short. Chapter 8 makes a
conclusion on the achievement of this research and recommends on future work.

Appendix A presents the acronyms, mathematical notation and terminology used in the
thesis.

Appendix B presents the results obtained from quantitative uncertainty analysis graph-
ically along with the calculation procedure by @risk software. In appendix C programming
codes are shown to run the simulation along with graphical result. These codes are exe-
cutable with open-source Scilab software which is very closer to Matlab.



2 THEORETICAL FRAMEWORK

2.1 RELIABILITY THEORY

2.1.1 Safety instrumented systems

Safety instrumented system provides a protective layer around process system by imple-
menting one or more safety instrumented functions. A SIS is composed of one or more
sensor, logic solver and final element.

Sensors: It detects the potential or cause of an unwanted incident by producing appropri-
ate electrical signal which is sent to logic solver (Redmill 1999). Examples are pressure
transmitters, level transmitters, temperature gauges, and so on.

Logic Solver: It detects the electrical signals which exceed a given threshold and sends
signal for action to the final elements (Redmill 1999). Logic solvers can be computers,
programmable electronic controllers (PLCs), and relay circuits.

Final Control Element: It implements the required action as instructed by the logic system
(Redmill 1999). This final control element is typically a pneumatically actuated on-off valve
operated by solenoid valves.

2.1.2  Safety instrumented functions
A SIF, implemented by a SIS, detects a hazard and bring the process to a safe state
(Redmill 1999).

SIS

SIF 3
SIL 2

Every SIS has one or more safety
functions (SIFs) and each affords a
measure of risk reduction indicated
by its safety integrity level (SIL). The
SIS and the equipment do not have

an assigned SIL.

Figure 1: SIS-SIF-SIL relationship (Redmill 1999)



2.1.3  Failure classification

Failures of SIS elements can be classified as dangerous and safe failures. Dangerous
failure can be detected and undetected failures. Dangerous detected failures are revealed
by regular diagnostic testing, but undetected failures are only revealed by proof testing.
In sis reliability calculation often it is assumed that dangerous detected failures have a
very less impact on the safety integrity (H. Jin, Lundteigen, and Rausand 2012).

A safe failure does not lead the SIF to an unsafe state when failed. Failures of SIS ele-
ments can also be classified as random hardware failures and systematic failures.

¢ Arandom hardware failure: Occurs due to one or more possible degradation in the
hardware at a random time (H. Jin, Lundteigen, and Rausand 2012).

e A systematic failure: A systematic failure or a functional failure may be related to
the design or operational procedures or other relevant factors. When systematic
failure occurs, the item cannot perform its specified function though is able to op-
erate. It cannot be easily detected by regular proof testing (H. Jin, Lundteigen, and
Rausand 2012).

2.1.3.1 Common cause failure (CCF)

A CCF failure causes failure of more than one channel in a multiple channel system lead-
ing to system failure. Having same type of components or design deficiency or inadequate
maintenance in redundant channel, or are located in the same area may be the reasons
of CCF (H. Jin, Lundteigen, and Rausand 2012, Lundteigen and Rausand 2007). Several
methods exist to describe CCFs in SIS. Beta factor model is most popular today. B is the
conditional probability of a CCF, when a failure has occurred (Lundteigen and Rausand
2007).

2.1.3.2 Test-independent failures (TIF)

TIF were introduced in the PDS-method. TIF are those failures which passes the proof
test, but still remain undetected. If TIF are present in the system, after proof test the sys-
tem cannot retain to ‘as good as new’ condition (H. Jin, Lundteigen, and Rausand 2012).

2.1.3.3 Safety integrity requirements

Safety integrity level indicates achieved level of risk reduction implemented by safety func-
tion. Four discrete levels of safety is described in IEC standard. Each level represents the
measure of risk reduction. IEC standards require that the SIS design, operation and
maintenance choices must be verified against the target SIL (IEC 2000). SIL is not a
measure of risk, it indicated reliability of a safety function/system required to achieve the
necessary amount of risk reduction (Charlwood, Turner, and Worsell 2004).

A safety function can operate in low demand mode or high demand mode. In low demand
mode, the frequency of demand of a SIS is not greater than one per year and no greater
than twice the proof test frequency (Spellemaeker and Witrant 2007). In this mode, safety
function is operated only when required to ensure that the equipment and environment
remains in a safe state (e.g. gas detection system in boiler room). In case of high demand
mode system, the frequency of demand of a SIS is greater than once per year or greater
than twice the proof test frequency (Spellemaeker and Witrant 2007).



According to IEC, for these two modes of operation, the safety integrity level of a safety
function should be expressed as (Spellemaeker and Witrant 2007):

e The PFD: the average Probability of Failure to perform its intended function on
Demand, used in the case of low demand mode (Spellemaeker and Witrant 2007).

The probability that a SIL 3 safety function will fail on demand is 0.1%-0.01% or in
other words, it will work on demand in 99.9% to 99.99% case and associated risk
reduction factor is 1000 to 10000.

e The PFH: the Probability of a dangerous Failure per Hour, used in the case of high
demand or continuous mode (Spellemaeker and Witrant 2007).

Table 1: PFD and RRF (risk reduction factor) for SIL level as defined in IEC 61508 (Spellemaeker and Witrant 2007)

SIL PFD: Low demand PFH: high de- Riskreduction

mode mand mode
4 >10°to< 10" >10°to< 108 10000 - 100000
3 >10*to< 103 >10%to< 107 1000-10000
2 >103to < 107 >107to< 10°® 100-1000
1 >102%to< 10? >10°to < 107 10-100

2.1.4 Architectural constraint

For each part of the SIS, the architectural constraints are expressed by the hardware fault
tolerance (HFT), which again is determined by the type of the components (type A or B),
the safe failure fraction (SFF?), and the specified SIL.

2.1.5 Hardware fault tolerance (HFT)

The HFT expresses the maximum number of faults that a SIS can tolerate to perform the
SIF. A HFT of M means that M+1 faults will cause a loss of the safety function. A KooN
architecture tolerates N—K failures (faults) (Lundteigen and Rausand 2009).

The second parameter that is used to determine the HFT, is the component type. IEC
61508 defines them type A and type B components. A type component is characterized
by: (i) well defined failure modes, (ii) well known behavior of the component under fault
conditions and (iii) dependable field data to confirm the claimed failure rates. B type com-
ponent does not fulfill one or more of these criteria.

2.1.6  Reliability block diagram
A Reliability Block Diagram (RBD) is a graphical presentation of a system showing the
logical connections of functioning items needed to fulfil a specific function.

2 SFF is the proportion of “safe” failures among all failures



Each component in the system is represented by a block. Reliability block diagrams are
often applied to determine the PFD of a SIF.

Component
type A
— !Componentf
A P -
Component
type B
a) b)

Figure 2: a) 1001 configuration b) 1002 configuration

2.1.7 Impact of testing

To keep the SIL level at the initial value, it is mandatory to perform a proof test to check
the availability of the safety function. A proof test is assumed to lead the SIS to the normal
situation. These tests are designed to detect random hardware failures. There is a link
between the average PFD, proof test interval and the mean time to repair (Spellemaeker
and Witrant 2007). A proof test can be manual or automatic.

2.1.7.1 Functional testing
Functional testing is manual test performed at definite time intervals, can be typically 3, 6
or 12 months intervals.

2.1.7.2 Automatic self-test

Modern system often have in-built-system to detect random hardware failures by auto-
matic self-test. Moreover, as a part of self-test, the system may determine the failed mod-
ules by itself (PDS method 2013). But all random hardware failures cannot be detected
automatically, its performance depends on voting logic and operating philosophy.

2.2 STANDARDS AND GUIDELINES

221 IEC

Various international standards are used to verify compliance with legal requirement for
organization/system. IEC 61508 (generic standard applicable to all industries) and IEC
61511 (applicable to only process industry) are used as a benchmark for acceptable good
practice for industry by worldwide Safety regulators for industry. For estimating reliability
of a SIS, the IEC standard describes a number of possible calculation approaches includ-
ing analytical formula, reliability block diagrams, fault tree analysis, Markov modelling,
petri nets (Innal 2008). IEC standard do not mandate one particular approach or a partic-
ular set of formulas , but leave it to the user to choose the most appropriate approach for
guantifying the reliability of a given system or function (IEC 2000).

The standard specifies the risk and measures in the design of safety functions. It provides
the functional safety requirements covering random hardware failure, systematic failure
and common cause failures. IEC 61508 and IEC 61511 guides all necessary activities
during the entire lifecycle of the systems for the management of functional safety. IEC
615081 entails to consider only random hardware failures in PFDavg calculations and
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further recommends a proper safety management program to control systematic failures.
Since systematic failures do not follow the same failure processes as random hardware
failures (H. Jin, Lundteigen, and Rausand 2012). The standard gives a number of require-
ments to reduce the systematic failures (OLF 2004).

2.2.2 OLF70

This standard provides a guideline for minimum SIL requirements on the basis IEC 61508,
IEC 61511 and gained experience with a purpose to gain adequate safety level for petro-
leum activities in Norway. In comparison to fully risk based perspective as described in
IEC 61508, this standard will directly focus toward hazard identification and identification
of deviations from minimum SIL requirement. To ensure a better performance level,
stricter SIL requirement has been chosen.

OLF describe minimum SIL requirement instead of fully risk based approach as described
in IEC 61508 for determining SIL requirement. It helps the organization to avoid time con-
suming calculations and documentation is possible. According to this guideline, in case of
deviation from requirements due to technological advances or due to operational aspects,
IEC 61508/61511 should be followed.

2.2.3 PDS method
The PDS method (developed by SINTEF AS, Norway) is said to account the major factors
affecting system reliability during operation (PDS method 2013).

1. The model takes into account of random hardware and systematic failures and so
on relevant failure causes such as:
e Normal ageing or wear out
e Software failures
e Stress induced failures
e Hardware related failures
¢ Installation failures
2. The model accounts for common cause failures and the effect of testing.

2.2.3.1 Operational failures

PDS method counts safety unavailability due to systematic failures and random hardware
failures. The PDS method uses extended  factor model which depends on the voting
configuration (PDS method 2013).

2.2.3.2 Contributions to Loss of Safety
PDS identifies three main contributors to loss of safety or safety unavailability (PDS
method 2013). They are:

e PFD: Unavailability due to dangerous undetected failures
e P Unavailability due to TIF failures
e DTU: Unavailability due to known or planned downtime



2.3 PFD cALCULATION BY PDS METHOD

Main input parameters for the PFD calculation:

Aou = Rate of DU (Dangerous Undetected) failures
T = Test period for manual functional testing
B = Beta factor value

For a single (1001) component the PFD can be approximated by: PFD;,,1 = Apy.-T7/2

2.3.1 Calculation of common cause failures and 8 factors

In PDS method uses an extended or modified version of beta factor model. Some as-
sumptions in this version, are different from actual beta factor model. In this model, the
rate of common cause failures explicitly depends on the configuration of system. Beta
factor of a MooN voting logic may be expressed as:

B (MooN) = B.Cyoon (M<N) (PDS method 2013)

Where, Cwmoon is @ modification factor for various voting configurations.
The system failure rate due to CCF of MooN configuration = Cyoon- 8- Apy

For N different components voted MooN, PFD subjected to CCF then becomes (PDS
method 2013):

PFDSR) = Crroon- Bmin: 1Az - An.T/2

For a duplicated module, voted 1002, PFD, including common cause failure and contribu-
tion from independent failures (PDS method 2013):

PFD;,05 = B.(Apy-7/2) + (Apy-1)%/3

Table 2: Summary of formulas for PFD for duplicated system (PDS method 2013)

Voting PFD calculation formulas
Common  cause Contribution from independ-
contribution ent failures
lool - Apy-T/2
1oo2 B-(Apy.7/2) + (1= B)(Apy-1))?/3
2002 - 2-=pB).Apy.t/2
1003 Cioo3-B-(Apy.T/2) + ((1—-1.5B8).2py.7).3/4

Table 3: Numerical values for configuration factor, Cyoon (PDS method 2013)

M/N N=2 N=3 N=4 N=5

C1002 = 1.0 Ci003 = 0.5 C1004 = 0.3 Ci1005 = 0.2
- C2003 = 2.0 C2004 = 1.1 C2005 = 0.8
- - C3004 = 2.8 Cs005 = 1.6
- - - Cao005 = 3.6

Y
I
a b wlNk




2.3.2  Calculation for multiple SIS

For a multiple SIS comprising of two layers, the average PFD of the multiple SIS can be
calculated as:

PFDavg = CF . PFDavg(SIS1). PFDavg(SIS2)

Where CF is a correction factor and depends on a voting logic, Using CF will give a con-
servative result.

Table 4: Correction factors for multiple SIS (PDS method 2013)

Number of SISs CF

1 1

2 1.33

3 2

4 3.2

N 2N
N+1

Component
type A
Component
type A
R — Component
type B
Component
type B
Component
type C
a) b)

Figure 3: a) 1002 configuration b) 1003 configuration

Taking into consideration of common cause failures and independent failures, following formulas
are applied to calculate PFD for multiple SIS:

PFD;,0, = CFi4pp ¥ PEDy % PFDg + Cyp05. 8 /PFDy x PFDg

PFD, 03 = CF,p93 * PFD,4 * PFDg x PFD¢ + Ci03. i/PFDA * PFDg * PFD
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3 CONCEPT OF THE UNCERTAINTY AND REPRESENTATION

3.1 CONCEPT OF UNCERTAINTY

Uncertainty means the state of being uncertain or something that is uncertain or that
causes one to feel uncertain. The term uncertainty is used different ways in different fields.

In the scientific world, representative model or theory is used to describe the real phe-
nomena. To establish the model, several assumptions are made, which is done on the
basis of background information. For modern complex applications the number of back-
ground assumptions increases. Often the analyst becomes unsure about the choice of
theoretical model, adequacy and accuracy of the model.

Uncertainty arises due to the following facts (Oberkampf and Roy 2010):

e Lack of adequacy and level of detail to represent the physical system properly

o Lack of adequacy and accuracy of the model or theory for particular proposed
application

e Deviation between the real world and simplified representations in models.

Before treatment of uncertainty, it is important to know the sources of uncertainty which
can be evolved from Inherent uncertainty in random variables, from the selection of the
probabilistic or physical sub model, measuring or observation error, computational or nu-
merical error (Kiureghian and Ditlevsen 2009).

3.1.1 Classification

Uncertainty is classified in different ways in different fields. Scientists often distinguish
uncertainty as aleatory and epistemic as they originate from different conditions. Aleatory,
also referred as stochastic or objective uncertainty, arises due to randomness property in
the inherent variability of the system or nature. Variables describing the system are not
always known to the sufficient degree to possibly assign the variable to a constant.

Epistemic uncertainty evolves due to imprecise knowledge about the system. This type of
uncertainty can be reduced by further analysis of the problem and experiments. Both
types of uncertainty can be described by the probability distribution of the variable (Zio
2013).

Sometimes it is difficult to distinguish between these two types of uncertainties. With in-
crement of new knowledge, the epistemic uncertainty will be reduced. While the aleatory
uncertainty is inherent in system behavior and cannot be reduced. Different mathematical
structures (probability or possibility or combination of both) can be used in the same anal-
ysis to represent aleatory and epistemic uncertainty (Helton et al. 2008 , Kiureghian and
Ditlevsen 2009).

In nuclear industry uncertainty is classified as parameter uncertainty, model uncertainty
and completeness uncertainty.
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3.1.2 Parameter uncertainty

This uncertainty evolves due to imprecise knowledge about the parameters and other
model input. It is related to the uncertainty in the computation of input parameter values
to quantify the model or due to lack of accuracy of assigned parameter values in the phys-
ical model. In reliability application, such parameter can be component failure rates and
probability.

These uncertainties are often characterized by probability distributions which expresses
the analyst’s degree of belief about the values of these parameters. Many methods are
available for parameter estimation from experimental data, e.g. Bayesian, maximum like-
lihood.

3.1.3 Model uncertainty:

This uncertainty arises due to the difference between model and reality. This is related to
the effectiveness of the model to reproduce the physics of the system due to limitation of
computational model or coding error. (Oberkampf and Roy 2010)

3.1.4 Completeness uncertainty

This uncertainty can be known uncertainties (which were not included in the model) or
unknown uncertainties. This uncertainty cannot be properly quantified and it is difficult to
estimate its magnitude, because it represents those aspects of the system which was not
addressed in the model.

In the following, there are some examples how this uncertainty can arise:

¢ Methods of analysis have not been developed for some issues or for specific ap-
plication.

o Resources to develop the complete model is limited.

e Some phenomena, knowingly or unknowingly, was omitted because their exist-
ence was not recognized.

3.2 REPRESENTATION

Scientist expresses different opinions for the presentation of uncertainty. Some scientists
like Lindley, Oakley suggests only probabilistic approach for the representation of uncer-
tainty. Whereas others (e.g. Terje Aven) proposes semi-quantitative approach, which
postulates that risk and uncertainty cannot be expressed in full dimension by any mathe-
matical or probability formula (Aven et al. 2014). Aven et al. (2014) identifies five measures
for the uncertainty representation in the context of risk analysis:

¢ Probabilistic approach

e Non-probabilistic approach with help of interval probabilities

e Non-probabilistic approach with help of other than interval probabilities
e Hybrid approaches

¢ Semi-quantitative methods

3.2.1  Probabilistic approach

Probability is a measure of expressing uncertainty of the possible outcomes, on the basis
of assessor’s background information and knowledge. It is said to well represent aleatory
uncertainty in the presence of lots of historical data or strong background knowledge.
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3.2.2 Interval analysis

The interval analysis is useful when only the bounds of a quantity is known without any
other knowledge which refers to weak background knowledge. It can be used to propagate
uncertainty of input parameters with the help of a model. The analyst may reflect his lim-
ited knowledge and associated uncertainty through an interval specification (Aven et al.
2014).

Interval analysis may be represented as:
Xi={xi: ai<xi< bi}

Where, Xi is set of possible value of variable xi, and [ai, bi] is the interval range that con-
tains the possible values of xi.

Pros: This concept is computationally inexpensive and consistent which produces con-
servative result of an analysis. It is a straightforward method that generalizes the worst
case analysis (Abrahamsson 2002).

Cons: Often in times, interval may become wide rages which will produce less useful
result in real-life situations. More information of the parameters cannot be obtained except
only the ranges, which often shows excessive conservative results (Abrahamsson 2002).

3.2.3  Probability interval or imprecise probability

Upper and lower probabilities are more appropriate than precise probabilities in case of
poor knowledge. It is a generalization of probability theory through the use of a lower
probability and an upper probability where 0 < P(A) <I 1 where probabilistic model relies
incomplete statistical information (where the mean value or the variance are ill-known ,
only a set of conditional probabilities is available) (Baudrit and Dubois 2006).

Pros: It can deal with uncertainty in parameter values, distribution shapes, dependencies
and model form, which is very advantageous (Abrahamsson 2002).

Cons: In case of repeated occurrences of parameters, it is difficult to obtain optimal
bounds. Different kinds of uncertainties cannot be analyzed separately by this method
(Abrahamsson 2002).

3.2.4  Possibility theory

Possibility theory uses a pair of dual set functions called possibility and necessity
measures. n(X) expresses the degree of the possibility of x. n(x) = 0 means that the out-
come X is an impossible situation, whereas n(x) = 1 indicates that the outcome x is possi-
ble or normal (Aven and Zio 2011).

3.2.5 Evidence theory

The evidence theory (Shafer, 1976) provides two quantitative indicators to describe un-
certainty. The belief (Bel B) and the plausibility (Pl B) functions both qualify the validity of
the statement that the values of the variable X (with mass distribution (A4)) fall into set B
(Aven and Zio 2011). Mathematically, Bel B and Pl B are defined as:

Bel B = (Ai),SB and Pl B = v Ai Ai,AiNB#@=1-Bel B (18)
13



3.2.6 Semi-quantitative approach

Semi-quantitative approach is a hybrid approach integrating both quantitative and quali-
tative framework to represent uncertainty. This approach represents a qualitative charac-
terization of the background knowledge K of the output to capture aspects beyond quan-
titative numbers. This approach consumes the belief that uncertainty cannot be accounted
in full scope by a quantitative probabilistic or any other formula. Uncertain factors con-
cealed in the background knowledge should be assessed qualitatively (Aven and Zio
2011). The uncertainty can be characterized in the format Q= (P, Ug), where Ur denotes
a qualitative characterization of uncertainty factors in the background knowledge K on
which P is conditional (Aven et al. 2014).

3.3 UNCERTAINTY PROPAGATION

Uncertainty propagation: methods for propagating the uncertainty in input parameters
onto the output from the analysis.

If the model can be described such that, Y is the function of x:

Y ={y: xe Xandy = F (X)}, X=Xy, Xz... Xn;

An analysis outcome y = F(x) will have an uncertainty structure associated with uncertain
structure x. If there is no uncertainty in the values of X, there is also no uncertainty in x
and as a sequence to Y. the uncertainty associated with y may be represented by possi-
bilistic or probabilistic method in consistent with the uncertainty representation of x. An
exact determination of the uncertainty of y is usually not possible in a real analysis (Rau-
sand 2005).

Uncertainty propagation
Measure of
Measure of output
'"F;UF . Model input uncertainty
uncertainty Uncertain | o System model Model Output
inputs(x) F (x,d) Y = F(x,d) Complete
Complete Fixed input (d) distribution of
distribution Y
of X
- Quantity of
interest
(Varz,Ymin,Y
sensitivity analysis/ importance measure max, etc

Decision making and
feedback

Take actions to design
or system to reduce
the uncertainty

Figure 4: Framework for uncertainty propagation (G. Rausand 2005)
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Methods of uncertainty propagation can be classified as level 1 and level 2 setting de-
pending on the type of uncertainty effecting the model input ( Aven et al. 2014). For a level
1 setting, input quantities which are subjected to aleatory uncertainty are only considered
for propagation in the output result. A level 2 uncertainty propagation setting applies if the
input quantities X (subjected to aleatory uncertainty) are conditioned on parameter © (sub-
jected to epistemic uncertainty) (Aven et al. 2014). Aleatory uncertainties in X are de-
scribed by frequentist probabilities. If the analyst has strong background knowledge about
process or system, then all the epistemic uncertainties are removed and level 2 setting
transforms to the level 1 setting (Aven et al. 2014).

Three setting are commonly discussed for uncertainty propagation in level 1 setting (Aven
et al. 2014):

e Purely probabilistic framework
o Purely possibilistic framework
e Hybrid (probabilistic-possibilistic) framework

3.3.1 Sampling based approach

Sampling based uncertainty propagation can be a purely probabilistic framework or a
purely possibilistic framework. Sampling-based procedures generates sample Xi= {X1, Xz
... Xnopfori =1, 2... n. Uncertainty in with y = F(x) is derived by association with uncertain
X.

Monte Carlo simulation or Latin hypercube sampling are two methods to carry out sam-
pling based uncertainty propagation in a purely probabilistic framework.

3.3.1.1 Monte Carlo Simulation

MCS involves two steps. First, uncertain input variables, X, are generated according to
their specified probability distributions which represents the random realization of X. As-
suming there are n input variables, n random variables are generated and y are evaluated
for these samples in the next step. This procedure is repeated N times yielding N values
of y. These N values of y can be represented by the PDF or CDF where the mean and
other statistical characteristics of interest can be calculated.

Pros: Implementation of this procedure is simple and user friendly software is available.
The total distributions of the output can present the uncertainty of the model fully. One
can use the information of correlations and dependencies between the variables to see
the impact in the final results (Abrahamsson 2002).

Cons: To perform the analysis, a great deal of empirical information is necessary, e.g. the
distributions of all variables and their correlations and dependencies, Lack of which may
lead to make questionable assumptions (e.g. independence about system interaction)
leading non-protective results. In this approach different kinds of uncertainties are not
propagated separately.

3.3.1.2 Latin hypercube sampling

Latin hypercube sampling works in a quite similar way to Monte Carlo sampling. First
probability distribution for xi set are constructed, where xi =[x1, x2... xn]. The range of xi
is divided into equal probability interval and one random value of xi is selected from each
interval (Helton et al. 2008). These randomly selected x1 values are paired with x2 values
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without replacement. Again this pair is combined with x3 to form triplets. Process is con-
tinues in such a way to produce Latin hypercube sample (Helton et al. 2008).

Pros: Itis a good choice to study computationally demanding models (Helton et al. 2006).
Cons: Less effective if large sample sizes are required to provide for appropriate cover-
age of low probability and high consequence (Helton et al. 2006).

3.3.1.3 Two-phase sampling procedures

Two-phase sampling procedures are suitable for level 2 propagation setting, where it is
preferable to keep stochastic or epistemic uncertainties (stochastic or epistemic) separate
in the analysis,. This can be based on traditional MC sampling or Latin hypercube proce-
dure. The sampling is performed in two “loops”. For each iteration in the outer loop (the
values are sampled for the parameters subjected to epistemic uncertainty), a specified
number of iterations is performed in the inner loop (a value is drawn for the parameters
subjected to aleatory uncertainty). In the problem of risk analysis where it is desirable to
keep distinct the epistemic and aleatory uncertainty, this model is used. Normally, the
variables which are subjected to epistemic uncertainty are sampled in the outer loop and
the variables which are subjected to aleatory uncertainty are sampled in the inner loop.

Pros: The most obvious advantage is that it distinguishes between different kinds of un-
certainty.

Cons: Not capable to handle uncertainty in distributional shapes. Calculations are quite
complex and computational time increases rapidly in complex models.

3.3.2  Fuzzy set theory

Many studies have been carried out on the application of fuzzy sets theory which is based
on purely possibilistic framework. A fuzzy probability, represented by a fuzzy number, can
be 0 to 1 assigned according to the probability of an event occurrence. Membership func-
tion for fuzzy probability can be different, between [0, 1], where 0 represents less confi-
dence and 1 indicates more confidence (Sallak, Simon, and Aubry 2008). Fuzzy arithme-
tic, another representation of possibility theory, is a generalization of interval analysis.
Fuzzy number approach is appropriate when sufficient statistical data are not available.

Pros: Computations of fuzzy arithmetic is easy and does not require detailed empirical
information. One can use subjectively assigned distributions in the event of sparse empir-
ical information. Dependencies and correlations between parameters need not be speci-
fied as this method is fundamentally conservative (Abrahamsson 2002).

Cons: Some criticism has been raised in the risk analysis community about the funda-
mentals of the method. The level of conservatism is not clear. Repeated parameters may
constitute a computational problem as the case of interval analysis. Different types of un-
certainty cannot be separately analysis in this method (Abrahamsson 2002).
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4 UNCERTAINTY ASSESSMENT IN RELIABILITY ESTIMATION

4.1 UNCERTAIN PARAMETERS IN RELIABILITY ESTIMATION

Uncertainty expresses our degree of knowledge about the safety instrumented system.
One input in SIS design is hardware safety integrity level (SIL) which can be expressed
as the probability of failure on demand (PFD) for the low demand system (according to
IEC 61508). Other inputs are related to systematic safety integrity and software safety
integrity. Decision makers may have to balance safety requirements with production avail-
ability and maintenance strategies.

The calculated PFD is influenced by three main factors: (i) the model, (ii) the data, and
(i) the calculation approach. Our ultimate goal is to arrive at a decision regarding safety
integrity level that will keep the system safe.

The PFD may be calculated by using mathematically exact expressions or approximation
formulas. The Choice of the model is a great question concerning which model will be less
uncertain. Level of uncertainty in various models is out of the scope of present work. In
this thesis focus is limited to parameter uncertainty and PDS method.

In reliability estimation, uncertain parameters can be component failure rates, beta factors,
functional test intervals, mean repair times, mean restoration time, diagnostic coverage?
and so on (H. Jin, Lundteigen, and Rausand 2012)(Wang, West, and Mannan 2004) . The
level of uncertainty in the input data may be influenced by many factors which is discussed
here.

4.1.1 Failure rate data

¢ Inreliability calculation, constant failure rates are assumed which means elements
do not have any deterioration while operation. This assumption may be valid for
some electronic and electrical components. But in offshore production or subsea
where the components are left for a long time in the harsh environment with mini-
mum maintenance, this assumption may become invalid (H. Jin, Lundteigen, and
Rausand 2012, Hui Jin 2013)

o Database (e.g. OREDA), is based on data from components installed a long time
ago. Failure rate estimates may become invalid due the advanced technology
used in the new SIS (H. Jin, Lundteigen, and Rausand 2012, Hui Jin 2013)

o Database (e.g. OREDA) is based on recorded maintenance actions which may not
cover those failures which was performed without any formal maintenance (H. Jin,
Lundteigen, and Rausand 2012)

e Some failure rate data include items replaced during preventive maintenance
which should be excluded, but not always possible in practice. This can affect fail-
ure rates (Smith. 2001)

¢ Failure rates may be affected by the tolerance of a design, as a consequence may
vary from database value

3 Afault coverage factor (Diagnostic coverage, DC) is introduced to quantify the efficiency of the self-test. This factor
equals the fraction of failures being detected by the automatic self-test (PDS method 2013)
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¢ Itis assumed that standby units have identical constant failure rates similar to the
main unit and do not fail when idle (Smith. 2001)

4.1.2 Availability

e For subsea, repair of a failed component may take several weeks depending on
the system and weather conditions. Sometimes the team has to wait several
months due to unavailability of the intervention rig. In this case repair time cannot
be assumed as negligible (M. Rausand and Hgyland 2004).

¢ While waiting for repair failed item may not function as a safety barrier. This una-
vailability is different from the unavailability in the test interval (M. Rausand and
Hgyland 2004). Restoration time should be considered in reliability calculation in-
stead of repair time.

e For a safety system, failure of a single component may not lead to the unavailabil-
ity of safety function for which it was installed. From maintenance data of failure
record, it may not become always clear whether the component failure was the
reason for system failure or not. Uncertainty may exist in the capability of the sys-
tem to function after failure of one or more components.

4.1.3 The environmental condition
e Effect of environmental and quality assurance levels on the range of parameters
are another source of variability (Smith. 2001).
¢ System condition or environment under study can be different from which data
were collected (Smith. 2001).

4.1.4 Operational constraint
PFD may not cover all operation aspects of SIS failure, so in real situation experience
may be different from theoretical assessment.

4,15 Common cause failure and B factor

Uncertainty increases with increasing complexity, due to the difficulty of constructing ad-
equate architecture and reliability models. Systems are characterized by their degree of
coupling®. In PFD calculations, a comprehensive set of data is needed to determine the
degree of coupling. It is often difficult to collect detailed data, especially for the oil and gas
industry where limited focus is given to CCFs in the data collection process. For this rea-
son, it is assumed that uncertainty increases with increasing coupling. Other factors are
as bellows:

e CCF rates are highly dependent on operational and environmental conditions.
Therefore, it is difficult to claim that a CCF rate will be similar to all installation (H.
Jin, Lundteigen, and Rausand 2012, Hui Jin 2013).

e The OREDA database does not distinguish between independent failures and
common cause failures since data were collected from the single maintenance
report (H. Jin, Lundteigen, and Rausand 2012).

e [B-factor model seems adequate for parallel systems with two components but may
not fit for more complex systems. A serious limitation is that it does not allow the

4 The ‘Coupling’ expresses the degree of dependencies between system components, and may vary from loose to
tight.
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failures of a certain fraction of the components as common cause failures (M. Rau-
sand and Hgyland 2004).

o Dependency other than CCF (e.g. cascading failure, negative dependencies) are
not covered in the calculation (H. Jin, Lundteigen, and Rausand 2012). systematic
failure was not considered in the availability calculation (H. Jin, Lundteigen, and
Rausand 2012).

4.2 RANKING UNCERTAIN PARAMETERS OR COMPONENTS

Dealing with uncertainty is one of major challenges in complex systems. One way to per-
form the uncertainty analysis used in the industry is to rank the parameters or components
with respect to their contributions to the uncertainty in the model prediction. This approach
identifies the most critical components which affect most on SIL level determination. The
configuration of these critical components can be modified then to reduce the SIL uncer-
tainty. PFD is computed for various possible configurations (e.g. series or parallel) and
overall decision is made.

Sensitivity analysis illurstrates how the changes in one input parameter affect the output.
It is used in industry to identify the critical parameters or components and to rank with
respect to reliability and risk. Importance measures shows the relative contribution of the
uncertainty in one input parameter in relation to the uncertainty in the output.

A number of importance ranking measures have been developed, for example Birnbaum’s
measure, the improvement potential measure, and the Fussel-Vesely’s measure (T. Aven
and Ngkland 2010).

Birnbaum measure is defined as the partial derivative of the system reliability with respect
to component reliability. This measure r