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Abstract

Cardiopulmonary resuscitation (CPR) is a life-saving procedure for patients whose hearts
have stopped beating. Blood is circulated to keep the heart and brain alive by pressing
hard and fast on the chest of a lifeless person.

The main goal of this thesis is to use deep neural networks (DNN) to detect clicks in a
compression of a raw audio signal, which can then be used in CPR feedback during team
training. The Mini-Anne from Laerdal is an inflatable CPR mannequin that can be used
to practice CPR techniques like chest compressions. A clicking sound is produced when
the mannequin’s chest is compressed deeply enough. Mini-Anne is used to record the raw
audio signal, which includes 30 compressions with a down click followed by an up click for
each compression. These compressions are detected in raw audio signals and separated
into down clicks and up clicks to create audio sub samples. These separated down clicks
and up clicks are also the two classes. Then, to add more variation to the data set,
background noises are overlaid on the audio sub samples. To create another dataset,
audio sub samples are converted to log-scale mel spectrograms. To create yet another
data set, a third class, noise, is also introduced. As a result, four datasets are available:
normal data with two classes, noise augmented data with two classes, normal data with
three classes, and noise augmented data with three classes. Three models Multilayer
Perceptron (MLP), long short-term memory (LSTM) networks and convolutional neural
networks (CNNs) are used with multi class classification.

The best result, with an accuracy of 0.9978 and an F1-score of 0.9978, is for a CNN with
a normal data set (no augmented noise) and three classes.
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Chapter 1

Introduction

This chapter discusses the motivation for this thesis, problem definition, sound event
detection and related works, and thesis outline. Figure 1.1 shows the overall framework
and implementation of this thesis.

Figure 1.1: Overview of all the steps involved in this thesis

Cardiac arrest occurs when the electrical impulses that control a heartbeat become
disorganized. This can also occur in persons who have never been diagnosed with heart
disease or have no risk factors. In Europe alone, there are between 370,000 and 740,000
out-of-hospital cardiac arrest (OHCA) episodes, with a low average survival rate of 7.6%.
OHCA is regarded as a major cause of death. Quality cardiopulmonary resuscitation
(CPR) can improve survival rates until emergency medical services (EMS) arrive [7].
When CPR is performed, a person’s heartbeat is simulated to restore blood flow and
oxygenation to the body’s system. CPR needs to be performed correctly. Blood flow
might be stalled or ineffectual if CPR is performed incorrectly. CPR with properly

1



2 Chapter 1 Introduction

conducted chest compressions, cycle, compression point and ventilations has been shown
to improve survival in both animal and human trials [8][9][10][11][12]. Interruptions in
CPR or inability to give compressions during cardiac arrest, on the other hand, have been
shown in animal tests to have a negative impact on survival [12]. Although consensus
recommendations explicitly outline how CPR should be administered[13], the parameters
and quality of CPR in real practice are not frequently monitored [14]. Monitoring chest
compression depth, and providing a feedback would improve the quality of CPR [7]
and increase the performance of chest compression[15]. When the chest compression
performance improves, a quality CPR can be expected. The compression feedbacks
can be useful in conducting CPR as well as in CPR training. Studies shows that CPR
training helps to improve the quality of resuscitation and CPR methods during actual
emergency resuscitation[16][17]. Mannequins are used in CPR training courses to plot
the graphical representation of compression depth and provide real-time feedback.

1.1 Problem Definition

The following tasks must be completed in order to provide quality CPR feedback that
can be used in CPR training:

• To begin, detect clicks in a compression. A complete compression would consist of
a down click, then an up click

• We must separate the aforementioned clicks. Once the clicks have been separated,
the goal is to detect down and up clicks separately.

• If we are successful, the next step is to increase the number of clicks by augmenting
background noise and then detecting down and up clicks.

• We try to detect individual down clicks, up clicks, and noise after detecting down
and up clicks in an augmented data set.

• Finally, being able to detect down and up clicks separately will aid in detecting com-
pression. This, in turn, will aid in the monitoring of chest compression performance
during CPR training.

1.2 Sound Event Detection (SED) and Related Works

Sound event detection is the identification of individual sound events in an audio, which
may necessitate the estimation of onset and offset for the identified instances in the
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sound event. SED has several applications. They include everything from healthcare
and wildlife monitoring to audio and video content indexing and retrieval [18]. SED
is a method of supervised learning in which sound events are labeled as classes. This
method of sound event detection could be monophonic or polyphonic. Monophonic SED
is concerned with detecting the most prominent sound events at each time interval of an
output sequence, whereas the polyphonic SED is concerned with detecting overlapping
sounds[44]. A benchmark has been established for datasets for polyphonic SED [19] [20].

Polyphonic sound event detection research has received a lot of attention in deep learning
[20][21][22]. Recent research has focused on CNN’s ability to learn features from images
and make predictions based on the input data. On various publicly available datasets,
CNNs are widely used for polyphonic sound event detection [23][24].

All of these methodologies and applications have produced varying results depending on
the type of dataset and data preparation steps used in reaching a conclusion. MFCC
and log-scaled mel spectograms are the most commonly used feature extraction method
[25]. These characteristics would then be studied in Chapter 5.

1.3 Thesis Outline

Figure 1.1 depicts the overall framework and implementation of the thesis study. There
are 7 chapters in total. A brief synopsis of each chapter is given below:

Chapter 1 provides a brief introduction to the thesis and related work.

Chapter 2 covers the medical background, basics of polyphonic SED, as well as the
technological basis of deep neural networks and Data Augmentation.

Chapter 3 describes the dataset that was used for the thesis study. It contains description
of the CPR audio clips obtained from the Laerdal Medical AS, background noise data,
polyphonic audio mixing (data preparation), Feature Extraction and the manual splitting
of train, test and validation set.

Chapter 4 describes the classification method employed, as well as the MLP, CNN, and
LSTM models’ algorithmic flow and model topologies.

Chapter 5 provides the findings of the experiments and their analysis.

Chapter 6 discusses the dataset, model performance, results, limitations and future work.

The final chapter of the thesis offers observations on the overall findings.





Chapter 2

Background

This chapter provides a brief explanation of CPR training with Mini Anne, audio signal
processing, SED, and the technical background of DNNs. These explanations are useful
in understanding why the proposed methods were chosen and how these solutions may
be applicable.

2.1 Medical Background

This section provides a brief overview of the medical background related to the thesis
work.

2.1.1 Cardiac Arrest

Cardiac arrest occurs when your heart stops beating or beats so quickly that it stops
pumping blood. People usually collapse and become unresponsive during cardiac arrest.
Cardiac arrest can be fatal in minutes. This is why one should call for assistance and
begin CPR immediately. With immediate assistance, one’s chances of survival improve.
One of the most important treatments for improving cardiac arrest survival is immediate
CPR. CPR is frequently used until an automatic or external defibrillator is available.
CPR replaces the heart’s pumping action with chest compressions. It transports small
quantities of blood from the heart to the brain. However, knowing CPR guidelines and
skills is insufficient. To hone their skills, medical and nursing professionals [16], including
general public must practice and train on a regular basis. The Mini Anne, developed
by Lærdal Medical, is the best way to learn CPR skills at home. The Mini Anne kit is
an inflatable mannequin with an integrated adult/child compression clicker. This, in

5



6 Chapter 2 Background

conjunction with the free instructional video, is the ideal way to learn CPR from the
comfort of home [1]. Figure 2.1 represents a mannequin, Mini Anne.

Figure 2.1: MiniAnne developed by Lærdal Medical for learning CPR skills at home [1]

2.1.2 Mini Anne in Training

The medical industry places a high value on the development of mannequin simulators
for education, training, and research [26] [27]. Healthcare processes and patient outcomes
are greatly improved through team training [28][29]. Using a mannequin in team training
teaches people correct hand positions and required compression depth which leads to a
successful CPR. Training medical professionals, emergency response teams, and others
has also been demonstrated to improve survival rates following out-of-hospital cardiac
arrest[30]. Furthermore, after detecting a reduction in their basic skill competences after
4-6 months after initial training, routine training of care workers is recommended[30] [31].
Debriefing is the process of facilitating or directing a reflection within the experimental
learning cycle. The essence of the simulation experience is debriefing. There is also a
growing corpus of research into the role and usefulness of objective debriefing in the
learning process [27] [32]. This thesis work presents a method for recognizing click sound
events from MiniAnne captured with a phone while in a team-training simulation to
make the debriefing process more efficient. It has the advantage of providing insights
into compression feedback, which can lead to improved results.
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2.2 Audio Signal Processing

The reproduction of sound is known as audio.. A change in air pressure over time is
referred to as sound. Sound is measured in volts or milli-amperes[mA] and is called an
audio signal. A digital audio signal is a sampled and quantized form of an audio signal
with bits per sample representation. Hearing gives information about the environment,
including the qualities and location of sound sources [33]. There is a requirement for
humans (auditory scene analysis) or machines to separate and classify this data. In
digital audio signal processing, there are three major technological applications. Audio
data compression, audio effects synthesis, and audio classification are only a few of
the options. In the subsections that follow, we’ll look at some audio signal processing
approaches in connection to audio classification.

2.2.1 Audio Signal Properties and Characteristics

The wavelength, frequency, amplitude, velocity, and period are all significant properties
that define a sound wave. The wavelength is the shortest distance traveled by a Wave
before it begins to repeat itself. The number of cycles completed by a sound wave in one
second is known as its frequency. The distance traveled by a sound wave per unit of
time is defined as its velocity. The wave’s amplitude indicates how much energy is
contained in the wave. The loudness of a sound wave is defined by the highest height
(vertically) achieved by the wave; the greater the magnitude, the louder the wave. The
amplitude of a sound wave is defined as the magnitude of one rarefaction or compression.
A sound wave’s time period is defined as the amount of time it takes to complete one
cycle. One complete rarefaction and compression in the vibration defines one wave cycle.
The duration is expressed in seconds. The reciprocal of the time period is used to find
the wave’s frequency. The visual representation of these properties of sound wave in
given in Figure 2.2.

Sound is recorded by sampling and quantisation of electrical outputs of the microphone.
Most recorded sounds have a sample rate of 44,1 kHz, which makes it possible to
synchronize the audio with video data. Sampling at a frequency above 40 kHz is adequate
to capture the full range of audible frequencies because according to the sampling theorem,
we can reproduce frequencies up to half of the sampling frequency. Therefore, since we
can hear 20 kHz, we need to sample at 2*20 =40 [34].

The other parameters of sound that are used in this thesis are: sample rate, bit resolution
channel and volume.
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Figure 2.2: Properties of a sound wave [2]

The number of sample points per second, measured in Hertz [Hz], is known as the sample
rate. A greater sample rate means better sound quality, but it also means more storage
space. The sampling rate for phone and toy voice quality is 8 kHz, 16 kHz for speech
recognition, and 44.1 kHz for CD quality. The amount of bits utilized to represent each
sample point of audio signals is known as bit resolution. For 8-bit sound, the bit
resolution is 0 - 255 or -128 - 127, while for 16-bit sound, it is -32768 - 32767. The path
or communication channel by which a sound signal is carried from the player source to
the speaker is referred to as a channel. One, two, or even more channels can be found in
an audio file. Mono is commonly denoted by one channel, whereas stereo and surround
sound are denoted by many channels. The volume of a sound is how loud or quiet the
sound is.

The raw audio samples used in this thesis have following parameters:

• Sample rate = 44100 Hz.

• Bit resolution = 16 bits(2 bytes) .

• Channel = Mono.

• Average time duration = 45 secs

• Number of samples = 2054145

Figure 2.3 shows the visualization of amplitude over time for one of the click audio
sample. Throughout this report, this audio signal will be used as an example.
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Figure 2.3: Visualization of Amplitude over Time of a raw audio sample recorded with
Apple i-phone 10 in a quite environment, desired phone position, slow compression rate

and good depth with click on a carpet floor

2.2.2 Audio Signal Representation

For machine-based interpretation and audio classification, the digital signal in Figure 2.3
can be further interpreted, changed, and evaluated. For the benefit of this thesis, we
will look at how the Fourier Transform transforms signals from the time domain to the
frequency domain.

Fourier Transform

The Fourier Transform is a method for converting a waveform (a function or signal)
from the time domain to frequency domain (individual frequencies and amplitude of
frequencies), which is defined by sine and cosine functions of changing frequencies. A
frequency spectrum is created by decomposing a signal into a sequence of sine and cosine
waves that sum up to the original signal [35]. We can see a visual representation of
Fourier Transform in Figure 2.4.

A technique known as Discrete Fourier Transform (DFT) can be used to compute Fourier
Transforms . Because the DFT is very expensive to compute, the FFT (Fast Fourier
Transform) algorithm is used in practice, which is a more efficient way to implement the
DFT. [36]. For a set of n frequency magnitudes from a vector of n input amplitudes such
as f0, f1, f2, ..., fn − 2, fn − 1 and can be defined as:

x[K] =
N−1∑
n=0

x[n]e
−j2πkn

N (2.1)

The frequency domain ordinal is denoted by k, while the time domain ordinal is denoted
by n. The length of the sequence to be changed is represented by N.
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Figure 2.4: Visualization of Fourier Transform [3]

The FFT, on the other hand, will provide the overall frequency components for the entire
time series of the audio signal. It will not reveal how the frequency components of the
audio signal change over time.

The Short-Time Fourier Transform (STFT) algorithm can be used to obtain a more
granulated view and to observe frequency fluctuations . This algorithm is another Fourier
Transform variant that uses a sliding time window to divide an audio signal into smaller
sections. It performs FFT on each section before combining them. As a result, it can
capture frequency variations over time [37].

The waveform of Amplitude vs. Time in Figure 2.3 shows a time domain audio signal.
Because an audio signal in time domain does not provide much information about the
frequencies, we must represent an audio signal in frequency domain. Figure 2.5 shows
the Frequency vs. Time graph.

Figure 2.5: Visualization of Frequency over Time of a raw audio sample recorded with
Apple i-phone 10 in a quite environment, desired phone position, slow compression rate.

good depth with click on a carpet floor, n_ftt = 2048 and sampling rate = 44100
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Spectrogram

Spectrograms are created by decomposing any signal into its constituent frequencies
using Fast Fourier Transforms (FFT) and STFT [37] is used in this thesis to create
spectrograms. A Spectrogram divides the duration of an audio signal into smaller time
segments before applying the Fourier Transform to each segment to decide the frequencies
stored in that segment. The Fourier Transforms for all of the segments are then combined
into a single plot [38]. When a spectrogram is plotted in a graph, frequency is on the
y-axis and time is on the x-axis, with different colors indicating the amplitude of each
frequency which can be seen in Figure 2.6.

Figure 2.6: Spectrogram of a raw audio sample recorded with Apple i-phone 10 in a
quite environment, desired phone position, slow compression rate. good depth with click

on a carpet floor, n_ftt = 2048 and sampling rate = 44100

Figure 2.6 contains very little information. The reason for this is due to the manner
humans recognize sound. The majority of what we can hear is concentrated in a small
frequency and amplitudes range. This way of hearing frequencies is called pitch. Humans
are more sensitive to variations in lower-pitched sound than to variations in higher-pitched
sound. Humans hear frequencies on a logarithmic scale.

Mel Scale

The Mel Scale [39] was created in order to mimic how humans perceive frequencies
through experiments with a huge number of listeners. It is a pitch scale in which listeners
judge each unit to be equivalent in pitch distance from the next.
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Decibel Scale

The decibel scale is how humans perceive amplitudes. According to this scale, humans
hear nothing at 0 dB. As the scale goes up, there is an exponential growth in measurement
units. For example, the sound intensity is doubled with an increase of 3 dB, with an
increase of 10 dB, the change in sound intensity increased by a factor of 10, with an
increase of 20 dB, the change in sound intensity increased by a factor of 100 and so on
[40]. Like frequencies, humans hear amplitudes in a logarithmic scale too.

Because audios are dealt with realistically in this thesis, Mel Scale and Decibel Scale are
used to represent our audio data.

2.2.3 Audio Features

The audio features that are used in this thesis are Log-scaled Mel Spectrograms and
MFCC (Mel-Frequency Cepstral Coefficients).

Log-scaled Mel Spectrogram

A mel spectrogram is one in which the frequencies have been converted to the mel scale
and the log-scaled mel spectrogram is the one where amplitudes have been converted to
the mel scale to indicate colors. Mel spectrograms, rather than simple spectrograms, are
preferable for deep learning models [41].

Figure 2.7 is slightly better than Figure 2.6 , but the spectrogram is still difficult to see.
To see the majority of the spectrogram, the amplitude is changed to mel scale. Figure
2.8 clearly shows the difference between using a log-scaled mel spectrogram and not.

MFCC

The audio signal is first passed through a filter that emphasizes higher frequencies to
obtain MFCC. The signal is then divided into small audio samples. A window is used
to provide a more accurate representation of the frequency spectrum of the original
signal. Then, FFT is applied to each frame to convert it from time domain to frequency
domain. The log mel filter bank energies are obtained by applying the mel filter banks
and taking the log of these spectrogram values. The log Mel spectrum is then converted
into time domain using the Discrete Cosine Transform (DCT). The end result is a list of
coefficients known as MFCCs [42] [43].
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Figure 2.7: Mel Spectrogram of a raw audio sample recorded with Apple i-phone 10 in
a quite environment, desired phone position, slow compression rate. good depth with

click on a carpet floor, n_ftt = 2048 and sampling rate = 44100

Figure 2.8: Log-scaled Mel Spectrogram of a raw audio sample recorded with Apple
i-phone 10 in a quite environment, desired phone position, slow compression rate. good

depth with click on a carpet floor, n_ftt = 2048 and sampling rate = 44100
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Figure 2.9: MFCC of a raw audio sample recorded with Apple i-phone 10 in a quite
environment, desired phone position, slow compression rate. good depth with click on a

carpet floor, n_ftt = 2048 and sampling rate = 44100

2.3 Deep Neural Networks

Deep neural networks are differentiated from single-hidden-layer neural networks by their
depth, or the number of node layers through which data must transfer in a multi step
pattern recognition process. Each layer of nodes in a deep neural network trains on
a different set of features based on the output of the previous layer. Because nodes
aggregate and recombine features from previous layers, the nodes can recognize more
complex features as you progress through the neural net. Unlike most traditional machine-
learning algorithms, deep neural networks extract features automatically and without
human intervention.

Three deep neural networks, Multi layer perceptron (MLP), Long Short-Term Memory
(LSTM) and Convolutional Neural Network (CNN) are used in this thesis.

2.3.1 Multi layer perceptron (MLP)

A multi layer perceptron (MLP) is a feed forward neural network supplement. As shown
in Figure 2.10, it is made up of three layers: the input layer, the output layer, and the
hidden layer. The input signal to be processed is received by the input layer. The output
layer is responsible for tasks such as prediction and classification. The true computational
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engine of the MLP is an arbitrary number of hidden layers placed between the input
and output layers. In an MLP, data flows from input to output layer in the forward
direction, similar to a feed forward network. The back propagation learning algorithm is
used to train the neurons in the MLP. MLPs are intended to represent any continuous
function and to solve problems that cannot be solved linearly [4]. Pattern classification,
recognition, prediction, and approximation are the most common applications of MLP.

Figure 2.10: Common architecture of MLP with Input, Hidden and Output Layer in
MLP [4]

2.3.2 Long Short-Term Memory (LSTM)

The LSTM network (Long Short-Term Memory) is a type of RNN (Recurrent Neural
Network) that is commonly used to slove prediction problems using sequential data.
LSTM, like any other neural network, has layers that help it learn and recognize patterns
for improved performance. The underlining operation of LSTM can be thought of as
retaining the useful information and dismissing the information that is not paticularly
necessary for further prediction [44].

2.3.3 Convolutional Neural Network (CNN)

Convolutional Neural Networks mimic how humans perceive their surroundings with
their eyes. Whenever people see an image, they automatically divide it into many smaller
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sub-images and analyze each one individually. They process and perceive the image by
assembling these sub-images [5].

CNN employs a convolutional layer as shown in Figure 2.11, where filter needs to be
defined to determine the size of the image in interest. Then in order to know how close
the number of pixels are to each other, a step length has to be defined .Convolutional
layer reduces image’s dimension.

Figure 2.11: CNN Convolutional Layer [5]

Secondly, depending on the application, a pooling layer as presented in Figure 2.12 in
CNN takes the average or maximum value of the result, which preserves small features
in a few pixels that are critical for the task solution.

Figure 2.12: CNN Pooling Layer [5]

The Dropout layer [45], which helps prevent overfitting, sets input units to 0 at random,
with a frequency rate at each step during training time. Inputs that are not set to 0 are
upscaled by 1/(1 - rate) so that the sum of all inputs remains constant.
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The Flatten layer [46] reshapes the input dimension to have a shape equal to the number
of elements in the input. This is equivalent to creating a 1d-array of elements.

Finally, a fully connected layer [5] generates a neuron for each entry in the smaller matrix
and connects it to all neurons in the next layer, resulting in considerably very few
dimensions and requiring fewer training resources.

2.3.4 Hyperparameter Tuning

The process of selecting a set of optimal hyperparameters for a learning algorithm is
known as hyperparameter tuning. A hyperparameter is a parameter whose value governs
the learning process. This entails experimenting with various parameters and selecting the
best one. Although it appears to be computationally expensive, our models will perform
better with better parameters. Peak threshold, batch size, learning rate, input size, filter
size, loss function, kernel initializer, bias initializer, dropout, and other parameters are
all hypertuned in this thesis.

2.3.5 Performance Matrices

Performance metrics, also known as evaluation metrics, are metrics used to assess the
quality of deep learning models. They assess the model’s overall performance by measuring
how well it performs on unseen data before deploying it in production. Confusion metrics
is used to measure the performance of models for two class and three class data sets
which is further explained in Chapter 3.

Confusion Metrix

A confusion matrix is a tabular summary of a classifier’s correct and incorrect predictions.
It is used to assess classification model’s effectiveness and evaluate model’s performance
by computing performance metrics such as accuracy, precision, recall, and F1-score.

In the figure 2.13, the basic terms are defined as:

• True positives (TP) are the cases where we yes (this is a down click) and it was
a down click.

• True negatives (TN) are the cases where we predicted no (this is not a down
click) and it was not a down click, rather an up click.
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Figure 2.13: Confusion Matrix [6]

• False positives (FP) are the cases where we predicted yes (this is a down click),
but it was not a down click. This is also known as Type I error.

• False Negatives (FN) are the cases where we predicted no (this is not a down
click), but it was actually a down click. This is also known as Type II error.

Accuracy

Accuracy tells us how frequently the classifier is correct and is defined as:

Total = TP + TN + FP + FN

accuracy = TP + TN

Total

Precision

Precision indicates how often the classifier is correct when the prediction is yes and is
given by:

precision = TP

TP + FP
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Recall

Recall shows how often the classifier predicts yes and when it is actually yes. We can
define recall as followed:

recall = TP

TP + FN

F1 Score

F1 Score computes the final score by taking into account both the precision and recall of
the test; it is a measure of a test’s accuracy. F1 score is given by:

F1score = 2 precison ∗ recall

precision + recall

2.4 Data Augmentation

In data analysis, data augmentation techniques are used to add slightly modified copies
of previously existing data or newly created synthetic data from previously existing data
to increase the amount of data. When we train a model, it acts as a regularizer and
helps to reduce overfitting [47]. The augemntation process used in this thesis can be seen
in Figure 2.14

For machine learning classification, synthetic data augmentation is critical. In signal
processing problems, data scarcity is noticeable [48]. Wang et al. investigated the use
of Deep Convolutional Neural Networks for EEG-Based Emotion Recognition, and the
results show that emotion recognition improved when data augmentation was used [49].
One common method is to generate synthetic signals by rearranging real-world data
components. According to current research, relatively simple techniques can have a
significant impact. For example, Freer [50] discovered that adding noise to collected data
to generate additional data enhanced the learning capacity of many models that would
otherwise perform poorly.
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Figure 2.14: Augemntation preocess where new data samples are produced by adding
noise samples to raw audio samples.



Chapter 3

Data set

This chapter discusses the data set, as well as its preparation and pre-processing. It
is critical to understand how the dataset is used, created, and organized to solve our
problem. The section highlighted in blue in Figure 3.1 corresponds to this chapter.

Figure 3.1: Overview of all the steps involved in this thesis highlighting data preparation
and data pre-processing.

3.1 Overview of Data set

This thesis makes use of two data sets: raw clicks audio samples provided by Laerdal
Medical and background noise samples. To create the final data set,

1. We first isolate the down and up clicks from the raw clicks audio samples and use
as one of the data sets. It is divided into two classes: down clicks and up clicks.

21
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2. We then combine background noise samples with isolated click sub-samples to
create a new dataset. This has two classes as well.

3. We then extend 1 with a third class and use it as one of the data sets.

4. Finally, we extend 2 with a third class and use it as one of the data sets.

3.1.1 CPR Audio Data set

The CPR Audio data set was collected and provided by Laerdal Medical. This CPR
audio data set consists of 40 different audio files that are recorded in different settings
and variables which can be seen in Table 3.1 and Table 3.2.

Seven of the eight audio files were chosen for our work. The audio file from Test 7 is
disregarded because no clicks were detected in it. These audio files are all about 45
seconds long, monophonic (1 channel), have a sample rate of 44100 Hz and 16 bits per
sample.

Table 3.1: Settings and variables in which the audio data samples were recorded for
Test1, Test 2, Test 3 and Test 4

Setting Variables Test 1 Test 2 Test 3 Test 4
No.of compressions 30 30 30 30

Noise
Quiet X X X X
Talking Surroundings - - - -
Computer audio - - - -

Phone
Position

Phone position 1 (desired) X X X -
Phone Position 2 (30 cm away) - - - X

Compression
Rate

Slow rate X - - -
Normal Rate - X - X
Fast Rate - - X -

Compression
depth

Good depth with click X X X X
Shallow depth without click - - - -

Floor Type Carpet X X X X
Hard floor - - - -

Phone Type
Phone Type 1-2 1-2 1-2 1-2
Phone Type 3 3 3 3
Phone Type 4-5 4-5 4-5 4-5

3.1.2 Background Noise Data set

The background data set is adapted from the background dataset used by MM. Tantuoyir
in his master thesis [27]. The entire data set was not utilized. 3399 noise data samples
of length 5 s, varying dBFS, sample rate 44100 Hz, single channelled, and compressed at



Chapter 3 Data set 23

Table 3.2: Settings and variables in which the audio data samples were recorded for
Test 5, Test 6, Test 7 and Test 8

Setting Variables Test 5 Test 6 Test 7 Test 8
No.of compressions 30 30 30 30

Noise
Quiet - - X X
Talking Surroundings X X - -
Computer audio - X - -

Phone
Position

Phone position 1 (desired) X X X X
Phone Position 2 (30 cm away) - - - -

Compression
Rate

Slow rate - - - -
Normal Rate X X X X
Fast Rate - - - -

Compression
depth

Good depth with click X X - X
Shallow depth without click - - X -

Floor Type Carpet X X X -
Hard floor - - - X

Phone Type
Phone Type 1-2 1-2 1-2 1-2
Phone Type 3 3 3 3
Phone Type 4-5 4-5 4-5 4-5

164 kbits per sample are used. Table 3.3 contains a summary of the background data set
used in this thesis.

Table 3.3: Types of Noise audio samples and their count

Type of Noise Audio No. of Noise Audio Samples
High Noise 1193
High Noise Background 1169
Low Noise 1037

3.2 Data Preparation

This section explains how individual down and up clicks were extracted from raw audio
samples, how the data set was expanded by adding noise, and how the audio data was
grouped.

3.2.1 Clicks Detection

A complete compression is made up of a down click and an up click. As each of the raw
audio samples have 30 compression, there 30 down clicks and 30 up clicks in each raw
audio sample. In order to be able to detect a compression, we must first detect down
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clicks and up clicks within that compression. This is accomplished by calling find_peaks
from SciPy [51], and the code for detecting clicks is available in Appendix A.1.

The raw audio samples are first loaded and converted into a 1D array. For all raw audio
samples, a clicks threshold, the vertical distance to its neighboring clicks, is defined based
on the length of clicks’ vertical distances. This aids in the removal of non-clicking points
in raw audio samples. Then, by comparing neighboring values, all local maxima or peaks
(clicks) are found. A local maximum is any sample with two direct neighbors with smaller
amplitudes. This method locates these peaks (rather than just their values) and, ideally,
finds the true inter-sample peak rather than just the index with the highest value. Five
audio samples from Test 7 are disregarded out of 40 because no clicks were detected.
There were also some false positives that were ignored and were not used in this thesis.
As a result, we have 26 audio files that have perfect click detection. The peaks in the
audio signal are depicted in the Figure 3.2

Figure 3.2: Visualization of peaks in a raw audio sample recorded with Apple i-phone
10 in a quite environment, desired phone position, slow compression rate and good depth

with click on a carpet floor

3.2.2 Clicks Isolation

After locating the clicks, we determine how far apart these clicks are. Then we compute
the median of all the distances. We define a window size to separate down and up clicks
using this median. Because a down click always comes first, we apply a simple logic that
classifies all peaks in odd positions as down clicks and the rest as up clicks. Appendix
A.2 contains the code for click isolation. Figure 3.3 shows one example of how an isolated
click appears.

These isolated click audio sub-samples used in this thesis have following parameters:

• Sample rate = 44100 Hz.



Chapter 3 Data set 25

Figure 3.3: Visualization of isolated down click sub-sample in Apple i-phone 10 in a
quite environment, desired phone position, slow compression rate and good depth with

click on a carpet floor

• Bit resolution = 16 bits(2 bytes) .

• Channel = Mono.

• Average time duration = 64 milliseconds (ms)

• Number of samples = 2833

3.2.3 Polyphonic Audio Mixing

The background noise samples with their original volume in dBFS are overlaid on the
isolated click sub-samples to produce polyphonic audio. Python’s PyDub[52] library
is used to accomplish this. The resulting augmented click sub-sample is of length 64
milliseconds. Appendix A.3 provides the code for polyphonic audio mixing.

Figure 3.4: Visualization of noise augmented down click sub-sample in Apple i-phone 10
in a quite environment, desired phone position, slow compression rate and good depth

with click on a carpet floor



26 Chapter 3 Data set

3.2.4 Normal Data Set

From all raw audio samples, 1560 sub-samples were extracted, with 780 down clicks and
780 up clicks for two classes. There are 780 up clicks, 780 down clicks, and 780 noise
sub-samples for three classes. The information in table 3.4 includes the number of clicks
in various tests as well as the number of isolated down and up clicks for two classes.
Subsections 3.2.6 and 3.2.7 provide descriptions of two and three classes, respectively.

Table 3.4: Overall description of Normal Data Set for two classes with the number of
raw sub-samples used, no. of clicks generated from each raw audio sample and total

number of isolated down and up clicks

Tests Click Type

No. of
clicks iso-
lated from
each raw
audio sam-
ple (a)

No. of raw
audio samples
used (b)

No. of iso-
lated clicks
(a * b)

Total no. of
isolated clicks
(down and
up)

Test 1 down click 30 5 150 300
up click 30 150

Test 2 down click 30 5 150 300
up click 30 150

Test 3 down click 30 5 150 300
up click 30 150

Test 4 down click 30 2 60 120
up click 30 60

Test 5 down click 30 2 60 120
up click 30 60

Test 6 down click 30 4 120 240
up click 30 120

Test 8 down click 30 3 90 180
up click 30 90

Total down click 30 26 780 1560
up click 30 780

3.2.5 Augmented Data Set

The augmented data set was created to provide more samples as input to our models. 30
randomly selected background noise samples with their original volume in dBFS were
overlaid on the 1560 (780 down clicks and 780 up clicks) isolated click sub-samples to
produce a total of 46800 (23400 down clicks and 23400 up clicks) augmented sub-samples.
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3.2.6 Two Class

The two classes used in this thesis are obtained from raw audio samples as explained in
Subsection 3.2.1 and 3.2.2. The said classes are:

• down clicks

• up clicks

3.2.7 Three Class

The reason for creating three classes is that as the number of classes increases, so does
classification precision. Because minor significant features that aren’t strong enough to
manifest in a coarse classification but are shared across classes have a significant impact
as the number of classes increases[53]. The noise class was created using the data set
explained in 3.1.2 and the code can be found at Appendix A.4.

For the normal data set, 780 noise samples were chosen at random from a pool of 3399
noise samples and clipped to be 64 seconds long, similar to down and up clicks. Because
there were only 3399 samples, we took the first 64 seconds, the last 64 seconds, the middle
64 seconds, increased the first and last 64 seconds’ loudness by 6 dB, and decreased the
first and last 64 seconds’ queitness by 3 dB to generate a noise dataset with 23,400 noise
samples for the augmented data set.

The three classes used in this thesis are:

• down clicks

• up clicks

• noise

3.2.8 Final Data Set

The final dataset is made up of four datasets. There are 1560 samples in the two-class
normal dataset. There are 46800 samples in the two class augmented data set. The
normal data set has 2340 samples, while the augmented data set has 70200 samples.The
summary of the dataset used in this thesis is given in Table 3.5.
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Table 3.5: Final dataset used in this thesis.

Datasets
No. of
down
clicks

No.
of up
clicks

No. of noise
samples

Total no. of
subsamples

Two class Normal Data set 780 780 - 1560
Two class Augmented Data set 23400 23400 - 46800
Three class Normal Data set 780 780 780 2340
Three class Augmented Data set 23400 23400 23400 70200

3.3 Feature Extraction

In polyphonic sound event detection research, a variety of feature extraction methods
have been used. The log-scaled mel spectrogram and MFCC are the most commonly
used features [54][55]. MFCC as well as log-scaled mel spectrograms were generated and
tested to identify the best features for this dataset for which the code can be found at
Appendix A.5. The python library, Librosa [56] is used to extract these features.

3.3.1 MFCC

Figure 3.5: Examples of MFCCs obtained from isolated click subsamples

Isolated click subsamples are recorded at 44100 Hz or 44.1 kHz.The following procedure
is used to generate log-scaled features:

• Short frames are used to frame the signal.

• Divide the STFT of the audio signal according to the mel-scale.

• The Discrete Fourier Transform is computed. Transform the coefficients of 40 to
get the result.



Chapter 3 Data set 29

• As a result, 40 MFCCs with a 50% overlap of size 574*574 are calculated for each
time window. Some examples of MFCCs of isolated clicks subsamples can be seen
in Figure 3.5

3.3.2 Log-Scaled Mel Spectrogram

The following procedure is used to generate log-scaled features:

• Sample the audio datasets with a small sample at a fixed sample rate of 44100.

• Then, with a hop length of 512, windowing is performed.

• The STFT of the audio signal is then divided by the Mel-scale.

• Then we figure out how many FFTs are needed for the audio samples. The
maximum number of FFTs used is 2048.

• Then we make the required number of mel bands. 128 mel bands were used in this
case.

• The log of the resulting spectrogram is then computed. The images that result are
2D and 574*574 in size. Figure 3.6 depicts some of the generated images.

Figure 3.6: Examples of log-scale mel spectrograms obtained from isolated click sub-
samples

3.4 Train, Validation and Test Set

We take a novel approach to separating the normal and augmented data sets manually.
For example, a test folder containing data sets from all five phones will be distributed so
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that the training set contains samples from three phones (60 percent), the validation set
contains samples from one phone (20 percent), and the test set contains samples from
one phone (20 percent) => (3:1:1). Where data is not available from all five phones, we
distribute the test folders based on the overall dataset, ensuring that our training set
comprises 60% of the dataset, 20% of the test set, and 20% of the validation set. Because
of the nature of our dataset, we have chosen 60:20:20.

The test dataset has datasets that are not in the training or validation sets. We did this
so that the test set included data that the model had not seen before.

Table 3.6 summarizes the distribution of data sets into train, validation and test sets.

Table 3.6: Distribution of Data sets into Train, Validation and Test Sets

Datasets Click Type Train
Set Val Set Test

Set
Train
Total

Test
Total

Val To-
tal

Overall
Sam-
ple
Size

Two Class
Normal
Dataset

down click 480 150 150 960 300 300 1560
up click 480 150 150

Two Class
Augmented
Dataset

down click 14400 4500 4500 28800 9000 9000 46800
up click 14400 4500 4500

Three
Class
Normal
Dataset

down click 480 150 150 1440 450 450 2340
up click 480 150 150
noise 480 150 150

Three
Class
Augmented
Dataset

down click 14400 4500 4500 43200 13500 13500 70200
up clicks 14400 4500 4500
noise 14400 4500 4500
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Methodology

This chapter describes the methods and architectures used in this thesis for multiclass
classification tasks. Figure 4.1 depicts the section of the thesis addressed in this chapter.

Figure 4.1: Overview of all the steps involved in this thesis highlighting the methodolody.

4.1 Proposed Methods

The proposed methods investigate the use of MLP, LSTM, and CNN to perform multi-
class classification tasks. The loss function used in multi-class classification is categorical
cross-entropy. Each model is run on the same number of epochs with early stopping. The
early stop is used to determine whether or not the validation accuracy improves, and if it
does not, training is terminated even if it has not reached the final epoch. As a result, we
avoid widening the gap between training and validation accuracy and terminate training

31
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before the model memorizes the dataset further. If the validation accuracy doesn’t really
improve after 15 epochs, the training is stopped.A checkpoint is used to capture the
most accurate validation. Adam is the optimizer that we employ. All of the models use
a learning rate of 0.00001. The models in this thesis were all created from scratch.

4.1.1 MLP Model

The MLP model architecture has five layers: an input layer, three hidden layers (512
nuerons in hidden layer 1), (256 neurons hidden layer 2), and (64 neurons hidden layer
3), and a output layer with 2 neurons for a two-class problem. With the exception
of a output layer with 3 neurons, the same MLP model architecture is used for three
class problems. The model is fed an array of MFCCs and class labels as input. Before
feeding the input into the model, it is flattened to make it one-dimensional. The three
hidden layers have a ’relu’ activation function. This activation function is used to avoid
Vanishing Gradient Problem. Dropout is used after all three hidden layers, and the kernal
regularizer L2 is used in all hidden layers. These regularizers are used to avoid overfitting.
A normal distribution weight initializer with mean = 0 and standard deviation = 0.01 is
used. A bias initializer is used to generate tensors with initial values of 0.

For multiclass classification, a softmax activation is used. The total number of parameters
in this model for two class classification is 155,074, with 155,074 trainable parameters
and 0 non-trainable parameters. Table 4.1 contains detail information about MLP model
architecture for two class classification and the code can be found at A.6. The same
model architecture is used for normal and augmented dataset for two class classification.

Table 4.1: Layers Summary of MLP model architecture for two class classification

Layer Type Output Shape Param
flatten (Flatten) (None, 13) 0
dense (Dense) (None, 512) 7168
dropout (Dropout) (None, 512) 0
dense_1 (Dense) (None, 256) 131328
dropout_1 (Dropout) (None, 256) 0
dense_2 (Dense) (None, 64) 16448
dropout_2 (Dropout) (None, 64) 0
dense_3 (Dense) (None, 2) 130

The total number of parameters in MLP model for three class classification is 155,139,
with 155,139 trainable parameters and 0 non-trainable parameters. Table 4.2 contains
detail information about MLP model architecture for three class classification and the
code can be found at A.7. The same model architecture is used for normal and augmented
dataset for three class classification.
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Table 4.2: Layers Summary of MLP model architecture for three class classification

Layer Type Output Shape Param
flatten (Flatten) (None, 13) 0
dense (Dense) (None, 512) 7168
dropout (Dropout) (None, 512) 0
dense_1 (Dense) (None, 256) 131328
dropout_1 (Dropout) (None, 256) 0
dense_2 (Dense) (None, 64) 16448
dropout_2 (Dropout) (None, 64) 0
dense_3 (Dense) (None, 3) 195

4.1.2 LSTM Model

The LSTM model architecture has five layers: an input LSTM layer (128 neurons in
LSTM layer), one lstm layer (64 neurons lstm layer 1), two hidden layers (64 neurons
hidden layer 1) and (64 neurons hidden layer 2) and a output layer with 2 neurons
for a two-class problem. With the exception of a output layers with 3 neurons, the
same LSTM model architecture is used for three class problems. The model is fed an
array of MFCCs and class labels as input. Before feeding the input into the model, it is
one-dimensional. The two hidden layers have a ’relu’ activation function. This activation
function is used to avoid Vanishing Gradient Problem. Dropout is used after all two
hidden layers and LSTM layer 1, and the kernal regularizer L2 is used in all hidden
layers. These regularizers are used to avoid overfitting. A normal distribution weight
initializer with mean = 0 and standard deviation = 0.01 is used. A bias initializer is
used to generate tensors with initial values of 0.

For multiclass classification, a softmax activation is used. The total number of parameters
in this model for two class classification is 128,418, with 128,418 trainable parameters and
0 non-trainable parameters. Table 4.3 contains detail information about LSTM model
architecture for two class classification and the code can be found at A.8. The same
model architecture is used for normal and augmented dataset for two class classification.

Table 4.3: Layers Summary of LSTM model architecture for two class classification

Layer Type Output Shape Param
lstm (LSTM) (None, 1, 128) 72704
lstm_1 (LSTM) (None, 64) 49408
dropout (Dropout) (None, 64) 0
dense (Dense) (None, 64) 4160
dropout_1 (Dropout) (None, 64) 0
dense_1 (Dense) (None, 32) 2080
dropout_2 (Dropout) (None, 32) 0
dense_2 (Dense) (None, 2) 66
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The total number of parameters in LSTM model for three class classification is 128,451,
with 128,451 trainable parameters and 0 non-trainable parameters. Table 4.4 contains
detail information about LSTM model architecture for three class classification and
the code can be found at A.9. The same model architecture is used for normal and
augmented dataset for three class classification.

Table 4.4: Layers Summary of LSTM model architecture for three class classification

Layer Type Output Shape Param
lstm (LSTM) (None, 1, 128) 72704
lstm_1 (LSTM) (None, 64) 49408
dropout (Dropout) (None, 64) 0
dense (Dense) (None, 64) 4160
dropout_1 (Dropout) (None, 64) 0
dense_1 (Dense) (None, 32) 2080
dropout_2 (Dropout) (None, 32) 0
dense_2 (Dense) (None, 3) 99

4.1.3 CNN Model

The CNN model architecture has five layers: an input covolutional with 32 neurons and a
filter kernel size of 3*3., three other convolutional layers (layer 1 with 64 neurons, layer 2
with 128 neurons and layer 3 with 128 neurons, all with a filter kernel size of 3*3.) and a
output layer with 2 neurons for a two-class problem. The output layer also has a hidden
layer with 64 neurons With the exception of three output layers, the same CNN model
architecture is used for three class problems. As input, the model is fed 2 dimensional
(2D) images of size 574 * 574. For the convolutional layers and hidden layer, we used
ReLU activation, and for the final output layer, we used softmax. 2D max pooling was
added after each convolutional layer. Dropout was added after each convolutional and
hidden layer to prevent overfitting. Our network has also received some L2 regularization.
The normal distribution weight initializer is used, with mean = 0 and standard deviation
= 0.01. To generate tensors with zero initial values, a bias initializer is used.

For multiclass classification, a softmax activation is used. The total number of parameters
in this model for two class classification is 10,857,858, with 10,857,858 trainable parameters
and 0 non-trainable parameters. Table 4.5 contains detail information about CNN model
architecture for two class classification and the code can be found at A.10. The same
model architecture is used for normal and augmented dataset for two class classification.

The total number of parameters in CNN model for three class classification is 10,857,923,
with 10,857,923 trainable parameters and 0 non-trainable parameters. Table 4.6 contains
detail information about CNN model architecture for three class classification and



Chapter 4 Methodology 35

Table 4.5: Layers Summary of CNN model architecture for two class classification

Layer Type Output Shape Param
conv2d (Conv2D) (None, 574, 574, 32) 896
max_pooling2d (MaxPooling2D) (None, 287, 287, 32) 0
dropout (Dropout) (None, 287, 287, 32) 0
conv2d_1 (Conv2D) (None, 287, 287, 64) 18496
max_pooling2d_1 (MaxPooling 2D) (None, 144, 144, 64) 0
dropout_1 (Dropout) (None, 144, 144, 64) 0
conv2d_2 (Conv2D) (None, 144, 144, 128) 73856
max_pooling2d_2 (MaxPooling 2D) (None, 72, 72, 128) 0
dropout_2 (Dropout) (None, 72, 72, 128) 0
conv2d_3 (Conv2D) (None, 72, 72, 128) 147584
max_pooling2d_3 (MaxPooling 2D) (None, 36, 36, 128) 0
dropout_3 (Dropout) (None, 36, 36, 128) 0
flatten (Flatten) (None, 165888) 0
dense (Dense) (None, 64) 10616896
dropout_4 (Dropout) (None, 64) 0
dense_1 (Dense) (None, 2) 130

the code can be found at A.11. The same model architecture is used for normal and
augmented dataset for three class classification.

Table 4.6: Layers Summary of CNN model architecture for three class classification

Layer Type Output Shape Param
conv2d (Conv2D) (None, 574, 574, 32) 896
max_pooling2d (MaxPooling2D) (None, 287, 287, 32) 0
dropout (Dropout) (None, 287, 287, 32) 0
conv2d_1 (Conv2D) (None, 287, 287, 64) 18496
max_pooling2d_1 (MaxPooling 2D) (None, 144, 144, 64) 0
dropout_1 (Dropout) (None, 144, 144, 64) 0
conv2d_2 (Conv2D) (None, 144, 144, 128) 73856
max_pooling2d_2 (MaxPooling 2D) (None, 72, 72, 128) 0
dropout_2 (Dropout) (None, 72, 72, 128) 0
conv2d_3 (Conv2D) (None, 72, 72, 128) 147584
max_pooling2d_3 (MaxPooling 2D) (None, 36, 36, 128) 0
dropout_3 (Dropout) (None, 36, 36, 128) 0
flatten (Flatten) (None, 165888) 0
dense (Dense) (None, 64) 10616896
dropout_4 (Dropout) (None, 64) 0
dense_1 (Dense) (None, 3) 195

4.2 Classification Method

The classification method used in this thesis is multiclass classification because we are
using a categorical loss function. When there are two or more label classes, the categorical
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loss function is used. Labels are expected to be one-shot representations. Labels can be
provided as ’categorical’ or ’integer’ labels. When the labels are provided as ’integers,’
the sparse categorical function is used [57].

Another reason for using the loss function was the plan to expand our work from two
to three classes from the start. There would be little change in the code and model
configuration, and it would work in both cases.

4.2.1 Multiclass Classification

The inputs are divided into K distinct classes. K = 2 for two classes and K = 3 for three
classes in our case. All of the experiments in this thesis were conducted with K = 2 and
K = 3.



Chapter 5

Experiments and Results

This section presents the results of various experiments conducted with various datasets
and models to demonstrate model performance. The section of the thesis address in this
chapter is depicted in Figure 5.1.

Figure 5.1: Overview of all the steps involved in this thesis highlighting the results.

5.1 Experimental Setup

The experiments begin with the initialization of the image shapes. The MLP and LSTM
models were tested with MFCCs in the form of an array. This array contains MFCCs as
well as labels. The CNN model was tested using the original ’image’ sizes generated by
feature extraction. Following that, the datasets were loaded and normalized. Because
the images were in ’RGB’ format, they were divided by 255. Each experiment was

37
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then assigned an optimizer, and the hyperparameters were tuned. Following that, the
model was trained over a predetermined number of epochs. The resultant model was
saved and loaded. To evaluate the model, a validation dataset was used. To validate
model performance (overfitting and underfitting), the validation loss, validation accuracy,
training loss, and training accuracy were compared . If the model was overfitting,
underfitting, or inaccurate, new hyperparameters were tried until the best results were
obtained for each experiment. Finally, test dataset was used to predict the classes,
compute the best model and to compute confusion matrix.

Three models were tested, each with four experiments: two class normal, two class
augmented, three class normal, and three class augmented.

5.1.1 Hyperparameter Tuning

The hyperparameters were fine-tuned by training multiple models with various com-
binations of optimizers, learning rates, batch sizes, loss functions, and dropout. The
validation datasets were used to evaluate the best combination of hyperparameters. Grid
search was the hyperparameter optimization strategy used in the multiclass classification
experiment.

5.1.2 Learning Rate

The learning rates were set during the initial grid search, and subsequent adjustments
were made based on the observed results. Adam has the best learning rate of 0.00001.

5.1.3 Dropout

Dropout was implemented to address overfitting issues. The dropout rate for the MLP
model was 0.3, while it was 0.2 for the LSTM and CNN models.

5.2 MLP Experiments and Results

The MLP model was used to experiment with four datasets: two class normal, two class
augmented, three class normal and three class augemented. This experiment was run
with 100 epochs with early stopping at 15. It stopped learning at epoch 71 for two class
normal and for two class augmented it stopped at epoch 61. For three class normal, it
ran for 100 epoch and for three class augmented it stopped at 89. The optimizer used
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was Adam and learning rate = 0.00001. The results for prediction on test datasets are
shown in Table 5.1.

Table 5.1: Test results with MLP

Datasets Accuracy Precision Recall F1 Score
Two Class Normal 0.8267 0.8297 0.8220 0.825
Two Class Augmented 0.8197 0.7984 0.8553 0.8259
Three Class Normal 0.8653 0.8635 0.8653 0.8637
Three Class Augmented 0.8431 0.8412 0.8431 0.8420

The confusion matrices are given in figure 5.2. In these matrices, label 0 represents down
clicks, label 1 represents up clicks and label 2 represents noise.

Figure 5.2: Confusion matrix for MLP model.
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Figure 5.3: Training and Validation Plots for MLP.

5.3 LSTM Experiments and Results

The LSTM model was used to experiment with four datasets: two class normal, two class
augmented, three class normal and three class augemented. This experiment was run
with 100 epochs with early stopping at 15. The learning stopped at epoch 60 for two
class normal and at epoch 84 for two class augmented. Three class normal ran for all 100
epoch and at 72 epoch, the three class augmented stopped learning. The optimizer used
was Adam and learning rate = 0.00001. The results for the validation and test datasets
are shown in Table 5.2.

The confusion matrices are given in figure 5.4. In these matrices, label 0 represents down
clicks, label 1 represents up clicks and label 2 represents noise.
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Table 5.2: Test results with LSTM

Datasets Accuracy Precision Recall F1 Score
Two Class Normal 0.8517 0.8450 0.8613 0.8531
Two Class Augmented 0.8153 0.7964 0.8473 0.8211
Three Class Normal 0.8391 0.8414 0.8391 0.8389
Three Class Augmented 0.8364 0.8370 0.8364 0.8347

Figure 5.4: Confusion matrix for LSTM model.
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Figure 5.5: Training and Validation Plots for LSTM.

5.4 CNN Experiments and Results

The CNN model was used to experiment with four datasets: two class normal, two class
augmented, three class normal and three class augemented. This experiment was run
with 100 epochs with early stopping at 10. It stopped learning at epoch 31 for two
class normal and at epoch 15 for two class augmented. The three class normal stopped
learning at epoch 27 and the three class augmented stopped learning at epoch 21. The
optimizer used was Adam and learning rate = 0.00001. The results for the validation
and test datasets are shown in Table 5.3.

The confusion matrices are given in figure 5.6
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Table 5.3: Test results with CNN

Datasets Accuracy Precision Recall F1 Score
Two Class Normal 0.9967 0.9934 1.000 0.9967
Two Class Augmented 0.8933 0.8242 1.000 0.9036
Three Class Normal 0.9978 0.9978 0.9978 0.9978
Three Class Augmented 0.9533 0.9583 0.9533 0.9533

Figure 5.6: Confusion matrix for CNN model

5.5 Analysis of the Result

Four experiments were conducted for each of three models.

1. For MLP model, the accuracy of three class normal was the highest.

2. For LSTM model, the accuracy of two class normal was the highest.

3. For CNN model, the accuracy of three class normal was the highest.

4. The accuracy decreases for augmented dataset in all three models.



44 Chapter 5 Experiments and Results

Figure 5.7: Training and Validation Plots for CNN

The prediction is performed using the test dataset, and the confusion matrix is computed.
The confusion matrix shows that more up clicks were predicted as down clicks than down
clicks were predicted as up clicks or noise was predicted as down click or up click.

Overall, the CNN model outperforms the others.



Chapter 6

Discussions

This chapter discusses about the model’s performnace, limitations and future work.

6.1 Model Performance

Because the datasets in this work are balanced, the accuracy is the main performance
matrix regarded for these models. The F1 score is also used to assess the robustness of
models. Furthermore, the cost of miss-classification in the case of model implementation
is discussed by taking the precision and recall scores from each experiment into account.

Overall, the CNN model performed well. However, when switching from normal to
augmented data, the model’s performance decreased. The reason we augmented and
expanded the dataset was to avoid overfitting and improve model performance. However,
we are getting the opposite result. This could be due to the noise samples we’re using
to supplement the dataset. It is becoming more difficult for the model to recognize the
audio samples as we add noise to the existing dataset.

6.2 Limitations

The models are tested with datasets that the model has never seen before, but not with
new test data.

6.3 Future Work

• The use and testing of pre-trained models may aid in improving results.
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• Additionally, the models’ results can improve further fine tuning.



Chapter 7

Conclusions

This thesis aimed to detect clicks in compressed data. A down click is followed by an up
click to form a complete compression. To detect compression, the down and up clicks
were separated and detected. To accomplish this, three DNN models were tested: MLP,
LSTM, and CNN.

Many steps were involved in heading from a raw audio sample to detecting clicks in
those samples. First, a data set suitable for the models had to be made. Four data sets
were created. Two of these data sets were normal audio sub samples with isolated clicks
and no additional noise, while the other two were poly polyphonic audio sub samples or
augmented sub samples created by overlaying provided audio samples with background
noise. Both the normal and polyphonic audio sub samples were then converted to log-
scaled mel spectrograms, which were then fed into the aforementioned DNN models. Two
classes were defined while feeding these data sets to the DNN models: down clicks and up
clicks, and three classes: down clicks, up clicks, and noise. Each data set was split into
three sections: training, validation, and testing. The two class normal data set contained
1560 subsamples, the two class augmented data set contained 46800 subsamples, the
three class normal data set contained 2340 subsamples, and the three class augmented
data set contained 70200 subsamples.

For two classes, CNN had the highest overall accuracy of 99.7 percent and the highest
F1 score of 0.9967. Based on the findings of this thesis, it is concluded that isolating
clicks from raw audio samples and using CNN to detect clicks is a promising method.
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Appendix A

Appendix Codes

A.1 Click Detection

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.2 Click Isolation

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.3 Create Polyphonic Audio Mix

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.4 Create Third Class

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.5 Generate Features

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022
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A.6 MLP for two class

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.7 MLP for three class

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.8 LSTM for two class

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.9 LSTM for three class

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.10 CNN for two class

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022

A.11 CNN for three class

A detailed description can be found at https://github.com/prava-thapa/masterthesis2022
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