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Abstract

Medical data is, due to its nature, often susceptible to data privacy and security concerns.
The identity of a person can be derived from medical data. Federated learning, one
type of machine learning technique, is popularly used to improve the privacy and
security of medical data. In federated learning, the training data is distributed across
multiple machines, and the learning process of deep learning (DL) models is performed
collaboratively. However, the privacy of DL models is not protected. Privacy attacks on
the DL models aim to obtain sensitive information. Therefore, the DL models should be
protected from adversarial attacks, especially those which utilize medical data. One of the
solutions to solve this problem is homomorphic encryption-based model protection. This
paper proposes a privacy-preserving federated learning algorithm for medical data using
homomorphic encryption. The proposed algorithm uses a Secure Multiparty Computation
(SMPC) protocol to protect the deep learning model from adversaries. In this study, the
proposed algorithm using a real-world medical dataset is evaluated in terms of the model
performance.
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Chapter 1

Introduction

1.1 Background and motivation

The recent pandemic COVID-19 hit countries around the world mercilessly and without
exception. Researchers from different parts of the world rushed against time to produce
vaccines while country leaders tried to find a good balance between the economy and
public health measures. Some countries enforced a zero COVID-19 policy, whilst others
enforced a herd immunity policy whereby a majority of the population should contract
the virus.

Health institutions around the world worked together to find solutions. Countries that
contracted the virus first, such as China, shared their information on virus features,
symptoms, and its effects on human organs, with other countries. This cooperation is
crucial as one country alone cannot resolve nor contain the global pandemic. For this
reason, information sharing should be done seamlessly across countries.

COVID-19 is contracted by breathing contaminated air and contacting with contaminated
surfaces, allowing the virus to spread exponentially. The diagnosis and treatments have
to be determined quickly in order to save lives. Time and resources are essential in
solving this global pandemic.

With current technological advancements, health institutions are able to develop and
train machine learning models using their local datasets. They build their own machine
learning model and train it using local samples. The models support the medical staff in
fighting against COVID-19, especially in diagnosing COVID-19.

One example of machine learning model usage is to detect COVID-19 contraction based
on X-ray images of individuals. The COVID-19 detection model is an image classification
model primarily developed on a neural network framework with X-ray images as input.

1



2 Chapter 1 Introduction

In order to have a machine learning model that can provide accurate predictions, datasets
used in model training should be varied. This condition can only be met in larger
health institutions. In this case, having locally trained machine learning models is not
good enough. The solution is ineffective in solving a global pandemic situation such as
COVID-19, where collaboration and information sharing are essential.

In order to solve a global problem, global cooperation is needed.

1.2 Problem Definition

Large and diverse samples are indeed required in any given machine learning model, and
the COVID-19 detection model is no exception to this rule. Lack of data diversity can
potentially result in model overfitting, but not all health institutions are able to obtain
such samples. Therefore collaboration among health institutions is necessary.

One way of collaboration can be in the form of data sharing. However, the medical
information of a patient is considered sensitive information since it contains private
information such as fingerprints, from which one can derive a person’s identity. Therefore
it is required to preserve its privacy. A known procedure to protect data privacy is by
applying encryption. Due to its nature, it is almost impossible to transfer the data across
the border without in some way violating data protection regulations such as General
Data Protection Regulation (GDPR) in the European Union (EU).

Another way to collaborate is by sharing the machine learning model itself. This way, the
model is trained collaboratively without requiring data transfer. But this approach has
its challenge. There are situations where the model’s privacy should also be protected,
such as when collaboration takes place in an untrusted public cloud domain. In this case,
the model should be protected from any attacks or unauthorized model alterations which
are likely to occur.

1.3 Objectives

This thesis aims to address the privacy-preserving machine learning problem for health
institutions using the COVID-19 case, specifically COVID-19 detection.

We implemented encryption to model weights in a collaborative machine learning setting
and observed the model performance in different hyperparameter settings.
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1.4 Approach and Contributions

In this thesis, we implemented homomorphic encryption to protect the privacy of the
collaborative machine learning (commonly known as Federated Learning) framework.

Our contribution is to give proof of concept implementation of homomorphic encryption
application in federated learning framework using Pyfhel Python library.

We also presented and observed model performance in several hyperparameter settings
to conclude its relation with model performance and execution time.

1.5 Outline

• Chapter 2 - Background: This chapter explains the introduction and explanation of
each framework or concept implemented in this thesis and existing related works.

• Chapter 3 - Solution Approach: This chapter explains the proposed model and
implementation approach.

• Chapter 4 - Experimental Evaluation: This chapter explains the experimentation
setup and results.

• Chapter 5 - Environmental Accounts: This chapter describes an overview of the
environmental impact of the proposed solution.

• Chapter 6 - Discussion: This chapter further discusses and summarizes the experi-
mentation results.

• Chapter 7 - Conclusion and Future Directions: This chapter explains the conclusion
drawn based on experimentation results and possible future works.
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Chapter 2

Background

2.1 Homomorphic encryption

Nowadays, data encryption is a common practice not only used by governments and
enterprises but also by individuals to protect data privacy. Data encryption is typically
applied at rest when the data is stored and in transit when the data is transferred, and
both encryption methods require decryption in computations.

Coming from word homomorphism, which is "a transformation of one set into another that
preserves in the second set the relations between elements of the first." according Oxford
dictionary, homomorphic encryption is an encryption method that allows arithmetical
computations to be performed directly on the encrypted or ciphered text, without
requiring any decryption. The computations’ output is in encrypted form and is an
(almost) identical result when decrypted. Homomorphic encryption allows data processing
without disclosing the actual data. Homomorphism offers a function that maps between
plaintext and ciphertext spaces and preserves the operation between these two.

If Enc denotes encryption, Dec denotes decryption, and f() is a function applied on
actual values (plaintexts) a and b, using encrpytion key pk , then homomorphic encryption
property would be:

f(a, b) = Dec(Enc(pk, a), Enc(pk, b))

The additive and multiplicative operations in homomorphic encryption correspond to the
binary circuits made from AND and XOR gates of a circuit. This is due to the fact that
these two gates behave respectively as operations of binary multiplication and addition,
and in addition to that, any functions between sets of integers can be computed by using
binary representations of numbers and multiple circuits of the gates [1].

5



6 Chapter 2 Background

For example [2], operation AND can be represented as two bits multiplication:
AND(b1, b2) = b1ḃ2

and operation XOR as addition of two bits modulo 2:
XOR(b1, b2) = (b1 + b2) mod 2

2.2 Types of Homomorphic encryption

There are several types of homomorphic encryption [3, 4];

1. Partially homomorphic encryption (PHE) is homomorphic encryption that sup-
ports only one homomorphic operation, either addition or multiplication, with an
unlimited number of times.

2. Somewhat homomorphic encryption (SHE) schemes allow both addition and multi-
plication, for only a limited number of times or up to a certain level of complexity, a
certain number of multiplication and addition operations, before the result becomes
impossible to decrypt.

3. Leveled fully homomorphic encryption (LHE) supports the evaluation of arbitrary
circuits composed of multiple types of gates of bounded (pre-determined) depth.

4. Fully homomorphic encryption (FHE) supports both addition and multiplication
operations for unlimited times.

All existing homomorphic encryption schemes have common behavior: adding a small
noise component during encryption. This behavior causes the noise, or error, to grow
during homomorphic computation on the ciphertext to the point that it becomes so large
that decryption fails. There are several ways, introduced in previous works to minimize
the noise: bootstrapping approach and modulus switching. While bootstrapping is good
in performance, it’s not practical to implement due to its complexity. Modulus switching
is an alternative approach to reducing noise generated. The main idea of modulus
switching is to scale down the ciphertext by a modulus factor after each multiplication
so as to be within an acceptable noise budget.

We describe more about Somewhat Homomorphic Encryption (SHE) in the next sections
as we utilized SHE in our implementation.
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2.2.1 Somewhat Homomorphic Encryption (SHE)

SHE is one type of homomorphic encryption which offers both addition and multiplication
operations on ciphertexts. However, it is limited to functions that are not too complicated,
functions with low-degree polynomials. That said, SHE is preferable nowadays since it is
much faster than FHE, and in most cases, SHE is sufficient to accommodate homomorphic
calculations.

The following explains briefly on the SHE functions, taken from existing article [2]. SHE
procedure starts with determining homomorphic parameters. Several parameters are
required such as λ,N = λ, P = λ2, and Q = λ5 .Generally SHE has several functions
which are :

• KeyGen: This function generates key p, which is a random P -bit odd integer with
security parameter λ as input.

• Encryption: Takes as input the key p and a message(ciphertext) which is encoded
as bit m ∈ 0, 1. To encrypt the bit m:

– Choose m′ as a random N -bit number, such that m′ = m mod 2

– Choose q to be a random Q-bit number

output of the function is ciphertext c = m′ + pq, with m′ is the noise that mask
the plaintext m.

• Decryption: Input of this function is ciphertext c and key p. The output of the
function is decrypted ciphertext mf = (c mod p) mod 2. Here, c mod p is in
the range (−p/2, p/2) with the condition that p divides c − (c mod p) with no
remainder.

• Evaluation: Input of this function is f and a set of ciphertexts Sc = {c1, ..., cn}.
Function f is represented as a circuit C made of XOR and AND gates, which are
then replaced by addition and multiplication gates over integers. The function f

is then transformed as a multivariate polynomial which corresponds to the gates.
The output is c = f ′(c1, ..., cn), or the computation of the ciphertexts through the
function.

The evaluation function shows homomorphic behaviour since there is a map (or function)
between the plaintext and ciphertext spaces that preserves the operations in these two
spaces.

Homormorphic circuit depth is limited in SHE since the noise grows after each operation
and eventually the absolute value of the noise will be large until decryption error occurs.
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2.2.1.1 Brakerski-Fan-Vercauteren (BFV) scheme

Brakerski-Fan-Vercauteren (BFV) [5] scheme is a well-known homomorphic encryption
scheme. It encrypts polynomials instead of bits where the encrypted polynomials can be
evaluated homomorphically.

BFV differentiates plaintext space and ciphertext space as two polynomial rings with
the same polynomial modulus n, but different coefficient modulus (t, q), where t is the
coefficient modulus of plaintext and q is the coefficient modulus of ciphertext. The
polynomial ring notation can be seen as a set of polynomials with integer coefficients
modulo both t or q and (xn + 1).

As SHE scheme, BFV has similar functions used in encryption process such as key
generation, encryption, decryption, evaluation function. Details on BFV functions
relevant for this thesis can be found in Appendix A.

2.3 Federated Learning

Federated Learning (FL) is a machine learning technique that enables multiple parties
(clients) to build and train a common machine learning model without exchanging or
sharing data. By its definition, federated learning is a subset of Multi-Party Computation
(MPC) protocol.

Federated learning process is described as follows:

• Select clients which participate in learning process.

• Each client obtains current global model (weights).

• Each client trains and develops local version of global model.

• Local versions are aggregated and global model is updated.

• The updated global model is distributed back to participating clients.

Federated learning addresses data security and privacy issues since it doesn’t require
access to the dataset of each client, nor does it require the dataset to be distributed. The
local dataset itself doesn’t have to be identically distributed and can be heterogeneous.
This behaviour makes Federated Learning more popular in healthcare applications.
Federated learning enables health institutions to form and train a common model without
transferring sensitive patient data out.

There are several topologies in federated learning [6]:
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1. Centralized: in this setting, a central server is used to collect, aggregate, and
distribute models from participating clients during learning process.

: Central server

: Clients

: Model aggregation

Legend:

Figure 2.1: Centralized federated learning

2. Decentralized: in this setting, participating clients are connected to one or more
peers. The clients coordinate among themselves to obtain a global common model
in parallel.

: Clients

: Model aggregation

Legend:

Figure 2.2: Decentralized federated learning

3. Hierarchical: federated networks consists of several sub-federations, which can be a
mix of Peer to Peer and Aggregation Server federations.

: Federated  networks

Legend:

Figure 2.3: Hierarchical federated learning

4. Hybrid hierarchical: federated networks consists of a mix of hierarchical federated
network and directly connected clients.
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: Federated  networks

: Clients

Legend:

Figure 2.4: Hybrid Hierarchical federated learning

In federated learning models are aggregated by either central server or clients(training
nodes). There are several known model aggregation approaches [7]:

1. Federated Averaging (FedAvg) In FedAvg approach, global model is constructed by
averaging weights received from participating clients.

2. Federated Personalization (FedPer) In FedPer approach, local models are split into
base and personalized layers. Only base layers are sent to server for aggregation,
while personalized layers are not.

3. Federated Match Averaging (FedMA) In FedMA, common global model is con-
structed by matching and averaging hidden elements by layers.

2.4 Image classification with Neural Network

By the time this report is written, most COVID-19 detection machine learning models
are using X-ray imaging and defined in neural network, specifically Convolutional Neural
Network (CNN).

The main idea behind CNN is to reduce image features. The image pixels are read as an
array of pixels ranging from 0 to 255, representing color intensity. This array represents
the image features. The features are then reduced by retaining the most important
features, focusing on the small parts of the image or pixels which are most distinct.

Below are neural network layers forming CNN architecture:
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2.4.1 Convolution

The model architecture starts with convolutional layer which is the most essential
component. This is where image pixels are reduced by keeping only important features
of the image. This is done through convolution operations which divide the image pixels
into small pieces (feature maps) and apply mathematical operation, in order to obtain
the critical or essential elements or pixels within each piece.

2.4.2 Non Linearity

The output of the convolution operation, is then passed to an activation function to
allow non-linearity. ReLu (Rectified Linear Unit) is most used activation function which
replaces negative values from a feature map with zero.

2.4.3 Pooling

The pooling layer is meant to reduce the dimension of input image and therefore reduce
complexity of computation and control overfitting.

2.4.4 Fully Connected Layers

Fully connected layers is the last part of CNN architecture where every neuron in one
layer is connected to a neuron in another (next) layer. Each neuron computes an output
value by applying a function to the input values, which is determined by vector of weights.
In model training, these weights are continuously adjusted.

Input Convolutional  Layers Fully Connected Layers Output

.......

...

Figure 2.5: CNN Architecture

2.5 Serialization

Serialization is the process of converting an object into a stream of bytes to a format
that can be stored. Its primary purpose is to save the state of an object in order to be
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able to recreate it when needed. In python, serialization can be done by using Pickle
library and its file extension is .pickle.

2.6 Related Works

2.6.1 Federated Learning

Data-driven ML models provide unprecedented opportunities for healthcare with the
use of sensitive health data. These models are trained locally to protect sensitive health
data. However, it is difficult to build robust models without diverse and large datasets
which themselves contain the full spectrum of health concerns. Prior proposed works
to overcome these problems include federated learning techniques. For instance, the
studies [6, 8, 9] reviewed the current applications and technical considerations of the
federated learning technique to preserve the sensitive biomedical data. The impact of
federated learning is examined by stakeholders such as patients, clinicians, healthcare
facilities, and manufacturers. In another study, the authors in [10] utilized federated
learning systems for brain tumor segmentation on the BraTS dataset, which consists
of magnetic resonance imaging brain scans. The results show that privacy protection
correlates to a decrease in performance. The same BraTS dataset is used in [11] to
compare three collaborative training techniques, i.e., federated learning, incremental
institutional learning (IIL), and cyclic institutional learning (CIIL). In IIL and CIIL,
institutions train a shared model successively, whereas CIIL adds a cycling loop through
organizations. The results indicate that federated learning achieves similar Dice scores
to models trained by sharing data. It outperforms the IIL and CIIL methods since these
methods suffer from catastrophic forgetting, where previous learned tasks are lost, as
well as complexity.

2.6.2 Homomorphic encryption

Medical data is also protected by encryption techniques such as homomorphic encryption.
In [12], authors propose an online secure multiparty computation by sharing patient
information to hospitals using homomorphic encryption. Bocu et al. [13] proposed a
homomorphic encryption model that is integrated into a personal health information
system utilizing heart rate data. The results indicate that the described technique
successfully addressed the requirements for secure data processing for the 500 patients
with expected storage and network challenges. Another study by Wang et al. [14]
proposed a data division scheme based on homomorphic encryption for wireless sensor
networks. The results show that there is a trade-off between resources and data security.
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In [15], the applicability of homomorphic encryption is shown by measuring the vitals
of the patients with a lightweight encryption scheme. Sensor data such as respiration
and heart rate are encrypted using homomorphic encryption before transmitting to the
non-trusting third party, while encryption takes place only in the medical facility. The
study in [16] developed an IoT based architecture with homomorphic encryption to
combat data loss and spoofing attacks for chronic disease monitoring. Results suggest
that homomorphic encryption provides cost-effective and straightforward protection of
sensitive health information. Blockchain technologies are also utilized in cooperation with
homomorphic encryption to secure medical data. Authors in [17] proposed a practical
pandemic infection tracking using homomorphic encryption and blockchain technologies
in intelligent transportation systems using automatic healthcare monitoring. In another
study, Ali et al. [18] developed a search-able distributed medical database on a blockchain
using homomorphic encryption.

An increased need to secure sensitive information necessarily leads to the use of various
techniques together. In the scope of this thesis, a multiparty computation tool using
federated learning with homomorphic encryption is developed and analyzed.
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Chapter 3

Solution Approach

3.1 Proposed Model

Figure 3.1: Overall Model

In summary, the proposed model applies a centralized federated learning framework with
an encrypted aggregation process. Figure 3.1 above describes the overall proposed model
implemented in this thesis. Each client holds a public and shared key pair which is used
to encrypt and decrypt the model. Firstly, the global model is initialized and distributed
to all participating clients. Clients then train their copy of global model with their own
local dataset. To update the global model, the local model weights are encrypted using
homomorphic encryption and exported, as a serialized files, back to a central server. The
central server imports the serialized files received from participating clients, aggregates
the encrypted weights and updates the global model. The updated global model is then
re-distributed back to the clients in a serialized file which the client decrypts using the
private key.

15
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This thesis proposed a model which utilizes Secure Multi-party Computation (SMPC)
protocol which distributes the machine learning process across multiple parties with a
centralized federated learning framework, a subset of Multi-party Computation (MPC),
without any data sharing or distribution.

3.1.1 Key Pair Generation

At the initial stage, parameters used to generate key pairs were determined. In this thesis,
parameters observed are security level and polynomial modulus. 2.2.1.1The security level
is security level equivalent in AES-bits, 128 or 192 (AES key size), while the polynomial
modulus determines both security and performance of the encryption process. The larger
security level increases security but also increases cost. The larger polynomial modulus
increases the noise ceiling without decreasing the security level [19].

In this thesis, all clients have the same security parameter values. Public and secret key
pairs are then generated by utilizing these parameters. As a result, all clients use the
same key pairs.

3.1.2 Client Initialization

The process started with machine learning model initialization in all participating clients
by initializing the image classification model instance in each client. At this point, all
clients obtained the initial model architecture. The model is untrained and consists of
layers upon layers defined in the CNN model.
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3.1.3 Model Training

Sequence diagram 3.2 describes on detail implementation steps in training at clients:

Figure 3.2: Sequence Diagram: Training at Clients
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The implementation starts with training and validation preparation. X-ray image files
used for training are placed in a specific file directory. The directory is declared and
defined in the implementation, and the X-ray image files are then read and stored in a
dataframe. This is performed by prep_dataframe (M1) function.

The main function of this process is train_clients(M2) which contains nested sub-
functions. Function get_train_data (M4) is the first function to run. This function splits
the dataframe imported evenly based on the number of participating clients. A dataframe
subset is allocated to a different client. The dataframe subsets are then transformed into
training and validation datasets. Data preprocessing is also performed in this function.

Below pseudocode1 describes the algorithm defined in prep_dataframe (M1) function.
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Algorithm 1: Training Dataset Preparation
Input: Training_dataset_path, num_client

1 training_file_path← [listdir(Training_dataset_path)] ; // Get all files in
path

2 label← [subfolder.name] ; // Get subfolder name as class label
3 Training_dataframe← [training_file_path, label]

Training_dataframe.sample() ; // Shuffle dataframe
4 foreach client do
5 index← 0 ; // initialize index as 0
6 subset← int(len(df_train.index)/num_client) ; // get number of

training records for each client
7 image_gen← ImageDataGenerator(rescale = 1./255, validation_split = 0.1)

// setup image generator
8 start_index← index ∗ subset ; // get start index
9 end_index← start + ratio ; // get end index

10 Training_dataframe[index]← Training_dataframe[start : end]
// slice dataframe for a client

11 Xtrain[index]←
image_gen.flow_from_dataframe(Training_dataframe[index], shuffle =′

True′, subset =′ training′)
// generate training dataset

12 Xvalidation[index]←
image_gen.flow_from_dataframe(Training_dataframe[index], shuffle =′

True′, subset =′ validation′)
// generate validation dataset

13 index← index + 1 // increase index
14 end
15 return Xtrain,Xvalidation

The basic idea of the algorithm is quite standard, just like an array slicing algorithm.
The process is done in iteration, from the first client to the nth client. subset is a variable
that is obtained by dividing the number of dataset records by the number of clients. The
first client gets the first subset of dataframe, starting from index zero to the next subset

elements. The start index of the next client is then set as subset multiplied by the index
of the current iteration. In this case, a dataframe subset will not be allocated twice by
doing so.

A dataframe subset contains a list of image files to be used in model training. Each image
file found in the subset is imported as an image pixel array and data preprocessing is
performed to the array. At this point, the training and validation datasets are generated
and ready for usage.

The implementation then continues with the training process. The model training starts
with initializing and replicating the global model to all clients. All clients obtained the
same model version. This is performed by function create_model (M3).
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The training process uses the training dataset as input, while the training validation
process uses the validation dataset as input. Each client trains and obtains a local version
of the global model after the training (M5: model_fit). At the end of the training, only
the best weights, weights that produced the highest training accuracy, are stored and
exported to an external file(M6: save_weights). Model weights are exported merely to
track weight changes and reduce repeating training steps when troubleshooting.

3.1.4 Weight Encryption

Somewhat Homomorphic Encryption (SHE) was implemented to encrypt model weights
at clients. This is due to the fact that SHE allows simple addition and multiplication
operations on encrypted data, which were used in calculating average weights. Weights
are encrypted at clients by reading each weight element in CNN layers and applying the
encryption method using the public key.

Sequence diagram 3.3 below describes implementation of weight encryption at clients.
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Figure 3.3: Sequence Diagram: Weight Encryption at Clients



22 Chapter 3 Solution Approach

The weight encryption process starts with obtaining the public key used for encryption
(M7:get_publickey). In the main method (M8:export_encrypted_clients_weights), the
external file which contains model weights is imported back into the model(M10:load_weights)
and then encrypted using the public key. The weights are then serialized and exported
as a serialized file (M11:export_weights). The serialization is required since encrypted
weights are objects with a specific type, ciphertext, and the object type must be retained
upon import.

The algorithm 2 below summarizes the process of training (3.1.3) and model weights
encryption at clients (3.1.4) discussed previously.

Algorithm 2: Model training in each client
Input: The dataset at client c: Dc = {(x, y)|x ∈ Rm, y ∈ R}mi=0, publickey : Keypub

1 Xtrain, Xtest, ytrain, ytest ← train_test_split(D) ;
2 h← global_model ;
3 h.fit(Xtrain, ytrain) ;
4 W ← ∅ ; // Create an empty matrix for the encrypted layer weights
5 foreach layer ∈ h do
6 JW K← encryptf raction(layer.weights, keypub) ; // Encrypt the layer

weights (layer.weights ∈ Rm) with public key
7 end
8 return JW K ; // The encrypted weight matrix

The pseudocode describes the process as follows, let variable h be the initial global CNN
model and variable Keypub be the generated public key for encryption. The training
dataset is split evenly based on the number of clients. It is then used as input in training
the global CNN model h, and a local version of global model was obtained. Weights of the
model then are encrypted using the public key by applying encryption (encryptf raction)
method to each model weight in each CNN layer. The (encryptf raction) method is used
to encrypt float (decimals) numbers, since data type of model weights is float.

The export and import encrypted weights to serialized files are performed to simulate
the model weights transfer between clients and server.

3.1.5 Model Aggregation

Centralized federated learning is implemented in this thesis. In this case, model weights
are transferred to a centralized server. The server aggregates the model weights and
then updates the global model before finally sending the updated global model back
to clients. The model aggregation in the central server is performed with Federated
Averaging (FedAvg) algorithm. With FedAvg, the global model is updated by computing
the average model weights received from clients.
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Algorithm 3: Model aggregation at the server
Input: public key: Keypub, the number of clients: c, client model weights:

H = {JW Ki}ci=0JW Kaggr ← ∅
1 foreach h ∈ H do
2 foreach JrowK ∈ h do
3 JW Kaggr ← JW Kaggr ⊕ JrowK ; // Homomorphic addition
4 end
5 end
6 foreach JrowK ∈ JW Kaggr do
7 JrowK← JrowK⊗ c−1 ; // Homomorphic multiplication
8 end
9 return JW Kaggr ; // Return the aggregated weight matrix in the

encrypted domain

Algorithm 3 above describes the model weights aggregation function. The function
reads the imported weight elements iteratively by the number of clients and layers. It
then calculates the average of model weights by calculating the sum of weights and
multiplying by 1/(number of clients) instead of dividing by the number of clients. The
multiplication is performed in this implementation as multiplication, and not division,
because it is supported by homomorphic encryption. The addition and multiplication
are done homomorphically, and no decryption is required.
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Figure 3.4: Sequence diagram: Weights Aggregation at Server

The sequence diagram 3.4 describes the implementation of weights aggregation at central
server.

The weight aggregation process starts with clients sending encrypted weights serialized
files to the central server. The central server aggregates the weights received from all
clients by calling the main method aggregate_encrypted_weights (M12). This function
aggregates model weights according to algorithm 3. There are sub-functions called in
this method. Sub-function import_encrypted_weights (M13) imports the encrypted
weights serialized files. The weights are then aggregated by the main function and
finally exported again as serialized file and sent back to clients by calling sub-function
export_weights(M14).
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3.1.6 Weight Decryption

Similar to weight encryption, weight decryption at clients is done by applying the
decryption method on weights elements in each layer but using the secret key.

Upon receiving aggregated weights file from the server, each client imports and decrypts
the aggregated weights received from the server before finally applying the global model.
In this stage, all clients are aligned with the global model.

Algorithm 4 below describes the decryption process at clients.

Algorithm 4: Client decryption
Input: private key: Keypriv, encrypted aggregated weights: JW Kaggr

1 h← global_model ;
2 foreach layer ∈ h do
3 JrowK← JW Kaggr(layer) ; // Get the corresponding row for layer
4 layer ← decryptf raction(JrowK, keypriv) ; // Decrypt the row and update

the layer weights
5 end
6 h.save_model(global_model) ; // Save the aggregated model as

global_model at client

Decryption process is performed by applying decryption (decryptf raction) method to
each model weight, after the encrypted weights are imported from serialized file. The
(decryptf raction) method is used to encrypt float (decimals) numbers, since data type
of model weights are float.

Sequence diagram 3.5 below describes implementation done to decrypt weights at clients.
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Figure 3.5: Import and Decryption at Clients
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The main method decrypt_import_weights(M15), consists of several sub-functions. Sub-
function get_secretkey(M17) obtains the secret key. The aggregated weights are imported
by calling sub-function import_ecnrypted_weights(M18), which then decrypted by
method decrypt_weights(M16). At the end, Sub-function save_model (M20) imported
the decrypted weights to the local model.

In this thesis, aggregated model weights were decrypted for a client, at which prediction
took place and evaluation metrics were generated.

3.1.7 Evaluation Metrics Generation

Evaluation metrics is generated and executed after the model prediction is run for a
client.



28 Chapter 3 Solution Approach



Chapter 4

Experimental Evaluation

4.1 Experimental Setup and Data Set

4.1.1 Dataset

In this thesis, the COVID-19 Radiography dataset from previous works [20, 21] was
used as training, validation and test dataset. The image file size is 299 x 299 pixels
when then resized to 255 X 255 pixels.The dataset contains X-ray lung images with four
different classifications: COVID, Lung opacity, Normal, and Viral Pneumonia. However,
we solely utilized two of them, which are COVID and Normal X-ray images, focusing on
the COVID-19 detection machine learning process.

Below figures show samples of the dataset.

Figure 4.1: COVID-19 positive X-ray images

29
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Figure 4.2: Normal X-ray images

The X-ray lung images were placed into a folder directory which was divided into the
training dataset folder and test dataset folder. Below figure 4.3 shows dataset folder
structure.

Training dataset

Normal

Test dataset

Covid

Normal

Covid

Figure 4.3: Dataset folder structure

Such folder structure was required since we used the standard image preprocessing
method in Keras ImageDataGenerator,flow_from_dataframe). We obtained the first
1000 records from the original dataset for each classification, with 80% of the sample
used for the training dataset (800 records) and the remaining 20% as the test dataset
(200 records). The training dataset was further split with 10% of the dataset as the
training-validation dataset.
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Table 4.1 shows the dataset segregation.

Dataset Rows Label

Training, Validation 800 Negative
800 Positive

Test 200 Negative
200 Positive

Table 4.1: Dataset description

4.1.2 Preprocessing

Data preprocessing performed in this implementation consisted of data augmentation and
rescaling. Data augmentation was applied to the training dataset to provide additional
data variety during training. We applied rescaling to both the training and test dataset
by multiplying each pixel value of each X-ray image in the dataset by 1/255, to transform
the pixel value range from [0,255] to [0,1]. The purpose of rescaling was to treat all
images equally. Scaling every image to the same range [0,1] makes the image contribute
evenly to total loss during model training. High pixel range images will have larger votes
on determining the weights without scaling.

4.1.3 Experimental Setup

In this thesis, we experimented with various numbers of clients (2, 3, 5, and 7 clients). We
run the federated learning process in iteration based on the number of clients and observed
the running time and evaluation metrics to analyze model prediction performance in the
encrypted federated learning framework.

4.1.4 Microsoft SEAL

Microsoft Simple Encrypted Arithmetic Library (SEAL) is a homomorphic encryption
library developed by Microsoft, which was released in 2015. SEAL library implements
both Brakerski/Fan-Vercauteren (BFV) [22, 23] and Cheon-Kim-Kim-Song (CKKS)
[24] homomorphic encryption schemes and provides standard SHE functions starting
from encoding, key generation, encryption, decryption, additive, multiplicative, and
relinearization functions. SEAL was developed in C++ and can be deployed on Windows,
Linux, macOS, and Android [2].
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4.1.5 Pyhthon Libraries

The implementation was developed with Python 3.8.8 and its libraries, specifically Keras,
TensorFlow, NumPy, Pyfhel version 2.3.1, time, and sklearn libraries.

We used Keras and TensorFlow libraries for machine learning processes such as in
preprocessing, training, importing and exporting the model. Keras and Tensorflow are
open-source libraries run in Python. Keras provides image data preprocessing functions
such are ImageDataGenerator and flow_from_dataframe , which was called during the
data preprocessing step.

We used Numpy library to perform array operations on model weights and Pickle library
to export and import weights as serialized files. We used sklearn, metrics module, to
generate evaluation metrics on the prediction result. We used time library to measure the
execution time. Most importantly, we used Pyfhel to perform homomorphic encryption.
Pyfhel [25] is a Python wrapper for SEAL, which provides the same functionalities as
SEAL in Pyhton and requires simpler programming.

4.1.6 Model Infrastructure

Using Keras, we defined CNN infrastructure as shown in below Table 4.2:

Layer (type) Output Shape No. of Parameters
conv2d (Conv2D) (None, 254, 254, 32) 896
max_pooling2d (MaxPooling2D) (None, 127, 127, 32) 0
conv2d_1 (Conv2D) (None, 125, 125, 32) 9248
max_pooling2d_1 (MaxPooling 2D) (None, 62, 62, 32) 0
conv2d_2 (Conv2D) (None, 60, 60, 32) 9248
max_pooling2d_2 (MaxPooling 2D) (None, 30, 30, 32) 0
conv2d_3 (Conv2D) (None, 28, 28, 64) 18496
max_pooling2d_3 (MaxPooling 2D) (None, 14, 14, 64) 0
conv2d_4 (Conv2D) (None, 12, 12, 64) 36928
max_pooling2d_4 (MaxPooling 2D) (None, 6, 6, 64) 0
conv2d_5 (Conv2D) (None, 4, 4, 128) 73856
max_pooling2d_5 (MaxPooling 2D) (None, 2, 2, 128) 0
flatten (Flatten) (None, 512) 0
dense (Dense) (None, 128) 65664
dense_1 (Dense) (None, 64) 8256
dense_2 (Dense) (None, 2) 130
Total params: 222,722
Trainable params: 222,722
Non-trainable params: 0

Table 4.2: CNN image classification model summary in Keras
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4.1.7 Hyperparameters Settings

In the initialization step of Pyfhel object, we generated a homomorphic encryption
context by calling the context generation method, contextGen, using several parameters
as input. These parameters are required for all homomorphic operations(encryption,
decryption, scheme, decoding, mathematical operations).

The first parameter defines which scheme to use in homomorphic encryption. In this case,
the BFV(SHE) scheme was selected. We then experimented with two other parameters,
security level(sec) and polynomial modulus(m) parameters, and observed the impact of
tuning these parameters 1.

At the time of writing, there are two possible values in Pyfhel 2.3.1 library for security
level(sec) parameter, which are 128 and 192. Combination of sec and polynomial
modulus (m) parameters determine length of coefficient modulus, which is modulus in
the ciphertext space (q), as described in below Table 4.3 [19].

Bit-length of default q

m 128-bit security 192-bit security
1024 27 19
2048 54 37
4096 109 75
8192 218 152
16384 438 300
32768 881 600

Table 4.3: Default pairs (n, q) for 128-bit and 192-bit security levels.

Due to hardware limitations, we could only experiment with m values of 1024 and 2048.

4.2 Evaluation Metrics

Accuracy, Precision, Recall, and F1 score (evaluation metrics) were used to evaluate the
model’s performance in COVID-19 prediction. We utilized the evaluation metrics to
observe the relation between the number of clients participating in encrypted federated
learning and its global model prediction performance.

4.2.1 Accuracy

Accuracy measures the percentage of correct predictions by the total number of samples.
Accuracy = Numberofcorrectpredictions

Numberofsamples

1In BFV paper [5], SEAL document [19] and Pyfhel version 3.1.4, polynomial modulus is referred as n
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4.2.2 Precision and Recall

Precision indicates the proportion of positive identification that was actually correct or
belonged to the target class.

Precision = T rueP ositive
T rueP ositive+F alseP ositive

Recall indicates the proportion of actual positive identification was identified correctly.
Recall = T rueP ositive

T rueP ositive+F alseNegative

4.2.3 F1 Score

F1 Score combines precision and recalls into a single number using the following formula.
F1 = 2 ∗ (Recall∗P recision)

Recall+P recision

4.2.4 Hardware Specification

We performed the implementation on a laptop with specifications: 11th Gen Intel(R)
Core i5-1145G7 @2.60GHz 2.61GHz and 16 GB RAM.

4.3 Experimental Results

4.3.1 Evaluation Metrics

The following are the model prediction performance results, measured with evaluation
metrics.

4.3.1.1 Experimentation of plain model

We first experimented COVID-19 detection model with neither encryption nor federated
learning implemented. We observed only one client for this case, which would be a typical
standalone machine learning performed by a client.

Precision Recall F1 Score Accuracy
0.868924 0.840000 0.836801 0.840000

Table 4.4: Prediction result without Federated Learning

Table 4.4 above shows the evaluation metrics of prediction result of plain model.
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4.3.1.2 Experimentation results of plain model with federated learning

We then applied a federated learning framework in iteration with 2,3,5, and 7 number
of clients, without applying homomorphic encryption. We observed model prediction
performance based on evaluation matrices as showed in the below Table 4.5.

Number of clients 2 3 5 7
Precision 0.872128 0.865112 0.859288 0.850277

Recall 0.845000 0.837500 0.835000 0.827500
F1 Score 0.842123 0.834369 0.832164 0.824649
Accuracy 0.845000 0.837500 0.835000 0.827500

Table 4.5: Performance measurements: Federated learning without homomorphic
encryption

4.3.1.3 Experimentation results of encrypted model with federated learning

We continued our experimentation by implementing homomorphic encryption in a
federated learning framework.

Experimentation was performed in iteration with 2,3,5, and 7 number of clients and also
by adjusting hyperparameters in Pyfhel’s context generation method according to section
4.1.7. Hyperparameters values are tuned as below:

• Security level (sec) between values 128 and 192.

• Polynomial modulus (m) between values 1024 and 2048.

Table 4.6, Table 4.7, Table 4.8, and Table 4.9 below are the evaluation metrics generated
based on different hyperparameters settings.

Number of clients 2 3 5 7
Precision 0.853925 0.250000 0.250000 0.250000

Recall 0.830000 0.500000 0.500000 0.500000
F1 Score 0.827078 0.333333 0.333333 0.333333
Accuracy 0.830000 0.500000 0.500000 0.500000

Table 4.6: Performance measurements: Federated learning with encryption sec=128,
m=1024

4.3.1.3.1 Experimentation results of sec=128 and m=1024
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Number of clients 2 3 5 7
Precision 0.250000 0.250000 0.250000 0.250000

Recall 0.500000 0.500000 0.500000 0.500000
F1 Score 0.333333 0.333333 0.333333 0.333333
Accuracy 0.500000 0.500000 0.500000 0.500000

Table 4.7: Performance measurements: Federated learning with encryption sec=192,
m=1024

4.3.1.3.2 Experimentation results of sec=192, m=1024

Number of clients 2 3 5 7
Precision 0.867337 0.857293 0.853925 0.869584

Recall 0.837500 0.840000 0.830000 0.852500
F1 Score 0.834132 0.838040 0.827078 0.850776
Accuracy 0.837500 0.840000 0.830000 0.852500

Table 4.8: Performance measurements: Federated learning with encryption sec=128,
m=2048

4.3.1.3.3 Experimentation results of sec=128 and m=2048

Number of clients 2 3 5 7
Precision 0.866735 0.868924 0.855624 0.86800

Recall 0.840000 0.840000 0.832500 0.84500
F1 Score 0.837030 0.836801 0.829732 0.84254
Accuracy 0.840000 0.840000 0.832500 0.84500

Table 4.9: Performance measurements: Federated learning with encryption
sec=192,m=2048

4.3.1.3.4 Experimentation results of sec=192 and m=2048 The results are also
shown in histograms to provide visual comparison of evaluation metrics which were
obtained with different hyperparameter adjustments.
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Figure 4.4: Precision Scores

Figure 4.4 shows that good Precision scores were recorded when m=2048, while bad
scores were recorded when m=1024, with the exception of federated learning with two
participating clients where the Precision score doesn’t suffer from a smaller m(1024)
value. The histogram also shows that there’s no significant difference on the Precision
scores between sec=128 and sec=192 for the same m value.
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Figure 4.5: Recall Scores

Figure 4.5 shows that good Recall scores were recorded when m=2048, while bad
scores were recorded when m=1024, with the exception of federated learning with two
participating clients where the Recall score doesn’t suffer from a smaller m(1024) value.
The histogram also shows that there’s no significant difference on the Recall scores
between sec=128 and sec=192 for the same m value.
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Figure 4.6: F1 Scores

Figure 4.6 shows that good F1 Scores were recorded when m=2048, while bad scores were
recorded when m=1024, with the exception of federated learning with two participating
clients where the F1 Score doesn’t suffer from a smaller m(1024) value. The histogram
also shows that there’s no significant difference on the F1 scores between sec=128 and
sec=192 for the same m value.
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Figure 4.7: Accuracy Scores

Figure 4.7 shows that good Accuracy scores were recorded when m=2048, while bad
scores were recorded when m=1024 , with the exception of federated learning with two
participating clients where the Accuracy score doesn’t suffer from a smaller m(1024)
value. The histogram also shows that there’s no significant difference on the Accuracy
scores between sec=128 and sec=192 for the same m value.

4.3.2 Execution Time

Apart from measuring the model prediction performance using evaluation metrics, we
also measured the total running time of each experimentation. The total running time
consists of time running in:

• Training the COVID-19 prediction model at clients

• Encrypt weights and export encrypted weights as pickle files for all clients

• Import pickle files

• Aggregate weights

• Export aggregated model weights as a pickle file
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• Import aggregated model weights for one client

• Update model and run prediction for one client

• Generate model evaluation metrics

Table 4.10 and Table 4.11 below show processing time in seconds, with various number
of clients based on parameter m equals to 1024 and m equals to 2048 respectively.

Number of clients Without Encryption Encryption(sec=128) Encryption (sec=192)
2 594.165448 3155.804616 4177.638341
3 647.963712 4826.452512 5010.716965
5 720.175786 4958.373842 5167.173689
7 948.704833 5557.469271 6077.708571

Table 4.10: Execution time in seconds with m=1024

Number of clients Without Encryption Encryption(sec=128) Encryption (sec=192)
2 594.165448 4333.672333 4765.874634
3 647.963712 5124.841524 7504.239611
5 720.175786 6777.249099 10518.012003
7 948.704833 9223.281346 13277.904182

Table 4.11: Execution time in seconds with m=2048

The execution time is also shown as histogram in below Figure 4.8.
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Figure 4.8: Execution time in seconds

From Figure 4.8, we see that there’s significant difference in execution time between
model with hyperparameter sec=128 and sec=192, where it took much longer execution
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time when hyperparameter sec=192. We also see that hyperparameter m=2048 also
caused longer execution time.

Lastly, we also observed that the size of encrypted weights pickle file is around 7GB
for polynomial modulus (m) = 2048, 3.5 GB for m=1024. While the pickle file size for
unencrypted weights is 871 KB.
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Environmental Accounts

From the experimentation results, implementation of homomorphic encryption together
with federated learning increases execution time and harddisk space, which in the end
also increases power consumption.

Power consumption may be justifiable due to the increasing usage of renewable energy
in generating power. The trade-off between environmental impact and the proposed
solution is perhaps not unreasonable, considering the solution offers privacy-preserved
federated learning, which is essential to federated learning process across borders.
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Chapter 6

Discussion

Figure 4.8 provides new insights into the relationships between the different numbers of
clients and execution time. There is a significant difference in execution time between
plain (unencrypted) and encrypted data processes. These exponential differences are
due to the complexity of homomorphic encryption in processing model weights. The
execution time also noticeably increases with increasing parameter (m) value from 1024
to 2048.

For the prediction result, the performances of both encrypted and unencrypted models
are very similar as indicated in Table 4.5, Table 4.8, and Table 4.9, when polynomial
modulus (m) was set to 2048. On the contrary, poor model prediction performance is
recorded when polynomial modulus (m) was set to 1024, as show in Table 4.6 and Table
4.7.

Adjusting the security level parameter (sec) from 128 to 192 did not make much difference
in model prediction performance, though it did increase execution time. By maintaining
the same value in the security level parameter (sec), the model provided a better
prediction result when the polynomial modulus (m) parameter was set to 2048. Reducing
the parameter value to 1024 helped to reduce the execution time but did not maintain
or improve the model prediction performance.

Similar model prediction performances were achieved in each model by increasing the
number of clients. For some cases, results with plain data performed slightly better than
the applied encryption results. For instance, the accuracy results of five clients indicated
that plain versions achieved better results for each evaluation metric namely, Accuracy,
F1, Precision, and Recall.
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Chapter 7

Conclusion and Future Directions

7.1 Conclusion

Privacy-preserving has become an essential practice of healthcare institutions as both the
European Union and the United States mandate it. Federated learning and homomorphic
encryption will play a critical role in maintaining data security and model training. The
proposed model benefits from both techniques as it achieves competitive performance
although there can be a significant trade-off in respect of the execution time when varying
the number of clients. In some cases where privacy-preserving is very crucial, such as in
healthcare as in this instance, this trade-off can be acceptable.

The evaluation metrics, i.e., Accuracy, F1, Precision, and Recall score, reach over 80%
using both encrypted and plain data for each federated learning case which means that
homomorphic encryption, SHE, does not deteriorate model prediction performance.

The slightly lower performance of encrypted model is due to the fact that somewhat
homomorphic encryption does not convert the ciphertext precisely back to its original
plaintext value but rather an approximate value with very small noise.

There is a trade-off between execution time, hard disk space, power consumption, and
preserving privacy. Although homomorphic implementation increases execution time,
hard disk space requirement, and possibly communication traffic and power consumption,
the model privacy is preserved. This protection enables flexibility in central server hosting
in a public cloud (untrusted) environment so that collaborative learning can be done
seamlessly across borders.

Any privacy attacks will cause immense damage to the security and privacy of patient
information. It will hinder the advancement in healthcare using data-driven models.
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Therefore, it is indispensable to take crucial steps to strengthen the safety of the
information and the way data is processed. This study demonstrated that federated
learning with homomorphic encryption could be successfully applied to enhance data-
driven models by eliminating and minimizing the share of sensitive data. This thesis
could be helpful for scientists and researchers working on sensitive healthcare data in
multi-party computation settings.

7.2 Future Direction

This thesis proves the concept of a privacy-preserving of federated learning, where we
utilized one public key in homomorphic encryption for all clients. In this case, there’s
room for improvement where multikey homomorphic encryption is considered. Multikey
homomorphic encryption allows computation on encrypted data with multiple unrelated
keys. It is beneficial since, in real-life scenarios, clients do not necessarily trust each other
to share the same encryption key. Thus it improves the security of the proposed model.



Appendix A

Supplementary information

A.1 Link to Codes Repository

https://github.com/FebriantiW/Homomorphic-Encryption-and-Federated-Learning-based-
Privacy-Preserving-CNN-Training-

A.2 Brakerski-Fan-Vercauteren(BFV) functions

In the early stage, plaintexts are encoded as polynomials. The encoding works by
converting the plaintexts to binary m = an − 1...a2a1a0 then composing polynomials
M = an − 1x + ... + a2x2 + a1x + a0. The unused bits are then removed to simplify the
polynomials.

The plaintext and ciphertext space are denoted by P = Rt = Zt[x]/(xn + 1) and
C = Rq ×Rq where Rq = Zq[x]/(xn + 1), n ∈ Z is the ring dimension, t ∈ Z plaintext
coefficient modulus with 1 < t < q, and q ∈ Z is ciphertext coefficient. n is commonly
set as power of 2 integer. The polynomial ring notation can be seen as set of polynomials
with integer coefficients modulo both t or q and (xn + 1).

Below are BFV functions that are relevant for this thesis, taken from [26]:

• Parameter Generator Apart from mentioned parameter (t, q, n), BFV uses several
random distributions as follows:

1. R2 : key distribution to sample polynomials with integer coefficients −1, 0, 1.
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2. X : a discrete Gaussian distribution with parameters µ, σ over R bounded
by some integer β which are set as (0, 8√

2π
≈ 3.2, ⌊6 · σ⌉ = 19), used for error

sampling.

3. Rq : is a uniform random distribution over Rq

• Key generation This function takes encryption parameters which are generated by
Parameter generator function, as input and returns a set of keys, secret key (Sk),
public key (Pk), and evaluation key (Ek). Sk and Pk is used for encryption and
decryption, while Ek is used for homomorphic operation on ciphertexts.

– Secret key (Sk) is generated as a random polynomial from R2 parameter
mentioned earlier in (1)

– Public key (Pk) : is a pair of polynomials (PK1 = −(a ·SK+e) mod q, PK2 =
a) where a is a random polynomial in Rq and e is a random error polynomial
sampled from X .

• Encryption The encryption function takes public key Pk and plaintext P in
plaintext space P as input and return ciphertext C. Encryption works by selecting
three small random polynomials u from R2 and e1, e2 from X . These random
polynomials then used to encrypt the plain text to be ciphertext C = (C1, C2) in
ciphertext space C as follows:

C1 = (Pk1 · u + e1 + ∆M) mod q (A.1)

C2 = (Pk2 · u + e2) mod q

The parameter ∆ is defined as ∆ = ⌊ q
t ⌋, which is used to scale the message.

• Decryption The decryption function takes Pk and ciphertext C as input and return
plaintext M.

M =
[⌊

t(C1 + C2 · Sk) mod q

q

⌉]
mod t (A.2)

• Homomorphic evaluation

– Additive
The procedure to perform additive operation is quite straight forward.

EvalAdd(C(1), C(2)) = ([C(1)
1 + C(2)

1 ] mod q, [C(1)
2 + C(2)

2 ] mod q) (A.3)

Substituting the previous ciphertext expression, the additive can be expressed
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as:

C(1) = ([Pk1 · u(1) + e
(1)
1 + ∆M(1)]q, [Pk2 · u(1) + e

(1)
2 ] mod q) (A.4)

C(2) = ([Pk1 · u(2) + e
(2)
1 + ∆M(2)]q, [Pk2 · u(2) + e

(2)
2 ] mod q)

C(3) = (C(3)
1 , C(3)

2 ) (A.5)

= ([Pk1 · (u(1) + u(2)) + (e(1)
1 + e

(2)
1 ) + ∆(M(1) + M(2))] mod q,

[Pk2 · (u(1) + u(2)) + (e(1)
2 + e

(2)
2 )] mod q)

= ([Pk1 · u(3) + e
(3)
1 + ∆(M(1) + M(2))] mod q, [Pk2 · u(3) + e

(3)
2 ] mod q)

(A.6)

– Multiplicative
Let the ciphertext is expressed in (Sk).

C(1)(Sk) = ∆M(1) + v1 + q · r1 (A.7)

C(2)(Sk) = ∆M(2) + v2 + q · r2

Multiplying the ciphertexts would be:

(C(1) · C(2))(SK) =(∆M(1) + v1 + q · r1) · (∆M(2) + v2 + q · r2) (A.8)

= ∆2M(1) ·M(2) + ∆(M(1) · v2 + M(2) · v1)+

q(v1 · r2 + v2 · r1) + q ·∆(M(1) · r2 + M(2) · r1)+

v1 · v2 + q2 · r1 · ·r2

(A.9)

In order to get an encryption of [m1, m2]t and avoid large noise , above
expression A.8 must be divided by q/t, or equivalently multiply by t/q. v1 · v2

can also be substituted with [v1v̇2]δ + ∆ṙv and above expression can be
rewritten as:

t

q
(C(1) · C(2))(SK) =∆[M(1) ·M(2)]t + (M(1) · v2 + M(2) · v1)+

t(v1 · r2 + v2 · r1) + rv + (q − [q]t) · (rM + M(1) · r2 + M(2) · r1)+

q · t · r1 · r2 + t

q
[v1 · v2]∆−

[q]t
q

(∆M(1) ·M(2) + M(1) · v2 + M(2) · v1 + rv)

(A.10)
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The final expression after reducing equation A.10 modulo q is:

t

q
(C(1) · C(2))(SK) =∆[M(1) ·M(2)] mod t + (M(1) · v2 + M(2) · v1)+

t(v1 · r2 + v2 · r1) + rv−

[q]t(rM + M(1) · r2 + M(2) · r1) + re

(A.11)

In short, tensor product of ciphertexts, scaled by t/q as follows:

EvalMult(C(1), C(2)) =
([⌊

t(C(1)
1 · C

(2)
1 )

q

⌉]
mod q,

[⌊
t(C(1)

1 · C
(2)
2 + C(1)

2 · C
(2)
1 )

q

⌉]
mod q,

[⌊
t(C(1)

2 · C
(2)
2 )

q

⌉]
mod q

)
(A.12)

It is shown then that ciphertext elements increases from 2 to 3 ring elements
in multiplicative operation.
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