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Hypothesis: Ostwald ripening of gas bubbles is a spontaneous mass transfer process that can impact the storage 
volume of trapped gas in the subsurface. In homogeneous porous media with identical pores, bubbles evolve 
toward an equilibrium state of equal pressure and volume. How the presence of two liquids impacts ripening of 
a bubble population is less known. We hypothesize that the equilibrium bubble sizes depend on the surrounding 
liquid configuration and oil/water capillary pressure.

Method and numerical experiments: We investigate ripening of nitrogen bubbles in homogeneous porous media 
containing decane and water using a level set method that alternately simulates capillary-controlled displacement 
and mass transfer between bubbles to eradicate chemical-potential differences. We explore impacts of initial fluid 
distribution and oil/water capillary pressure on the bubble evolution.

Findings: Ripening in three-phase scenarios in porous media stabilizes gas bubbles to sizes that depend on their 
surrounding liquids. Bubbles in oil decrease in size while bubbles in water increase in size with increasing 
oil/water capillary pressure. Bubbles in oil reach local equilibrium before the three-phase system stabilizes 
globally. A potential implication for field-scale gas storage is that the trapped gas fractions in oil and water vary 
with depth in the oil/water transition zone.
1. Introduction

Subsurface gas storage technologies play an important role in the 
transition toward cleaner energy production [1]. Permanent storage of 
carbon dioxide (CO2) is a means to limit emissions to the atmosphere 
and restrain global warming [2], while underground storage of hydro-

gen and natural gases like methane are means to store energy in the 
short term for subsequent recovery and use [3–5]. Common to both of 
these applications is the occurrence of residual gas trapping in the reser-

voir: After gas has been injected into the porous rock, brine imbibes into 
the pore space occupied by the migrating gas plume and disconnects gas 
ganglia that get trapped by capillary forces. Such residual trapping is a 
mechanism for storing significant amounts of CO2 [6–10], but for tem-

porary storage this is a disadvantage as trapped gas is hard to recover 
later [4,5]. Reuse of depleted hydrocarbon reservoirs for storage leads 
to trapped gas ganglia in the presence of both oil and water. This is an 
attractive option because these reservoirs have existing infrastructure, 
known geology, and well-studied rock material from the oil production 
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phase, while geological traps occupying oil are considered safe stor-

age locations [11,12]. Three-phase flow experiments on water-wet core 
samples also show enhanced gas trapping in the presence of oil and wa-

ter compared with two-phase gas/water systems [13,14], although the 
results depend on the displacement history of oil and water before the 
scheduled gas/water injection cycle [15].

A comprehensive body of works has investigated two-phase resid-

ual trapping in porous rock to understand impacts of initial saturation, 
process history, flow rate, wetting state, porous material and length 
scale [3,7–10,16–20]. However, mass transfers between phases may al-

ter capillary trapped fluid configurations further after imbibition. In 
particular, trapped gas ganglia do not remain stagnant but rather evolve 
over time through diffusive mass transfers toward thermodynamic equi-

librium at which the gas chemical potential (or pressure) is constant in 
time and space [21–27]. This process of coarsening and anti-coarsening 
is called Ostwald ripening, and it is affected by fluid properties, fluid-

solid interactions, pore geometry, and length scales [23,25,26]. Ostwald 
ripening of residual gas bubble distributions has been investigated at 
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pore scale in two-phase systems [e.g., 22,25,26,28]. Despite the oppor-

tunity of enhanced gas trapping in three-phase systems, it is less known 
how mass transfers between gas ganglia will alter residual three-phase 
configurations in porous rock over time. In this work we initiate inves-

tigations of this matter using a numerical model for simulating Ostwald 
ripening of gas bubbles in the presence of oil and water in porous me-

dia.

Ostwald ripening is a slow diffusion process with vastly different 
time scales at pore scale and field scale. Blunt [21] carried out theoreti-

cal field-scale analysis of ripening in a 100 m thick reservoir of trapped 
gas and concluded that the time scale for equilibrium and subsequent 
formation of mobile gas regions is in the range of 106 years. A simi-

lar analysis performed by Xu et al. [27] on ripening due to buoyant 
forces yielded a time scale of 104 years to form a 3 m thick gas cap. 
However, theoretical [21], numerical [22] and experimental [26] stud-

ies have shown that the equilibration occurs within a matter of days at 
the pore scale (albeit strongly depending on gas type [21,25]). Analysis 
of imaged pore-scale gas/water distributions from two-phase experi-

ments in porous rock shows large spatial capillary pressure variation of 
gas ganglia, demonstrating high potential for ripening [29,30]. As mass 
transfer typically decreases exponentially with time, the most signifi-

cant impacts of ripening might happen much earlier than at the time 
of thermodynamic equilibrium [e.g., 22,25,26]. Growth or shrinkage 
of gas ganglia may also lead to capillary instabilities that could trigger 
displacement [22,25].

Microtomography imaging of fluid configurations in porous rock 
shows that the mechanisms for enhanced oil recovery during three-

phase flow are slow drainage through thin continuous oil layers sur-

rounded by gas and water as well as double displacements where gas 
displaces oil ganglia that displaces water [31–34]. Enhanced gas trap-

ping occurs when oil snaps off gas and form gas ganglia during re-

versed double displacements where water displaces oil that displaces 
gas [32–35]. The extent to which trapped gas directly contacts either 
oil, water or both liquids depend on the wetting order of the fluids, 
the ability of oil to spread on the gas/water interface (i.e., the spread-

ing coefficient), and the displacement history [32–36]. Significant gas 
trapping is associated with high gas/liquid interfacial area and three-

phase configurations also show large variation of gas ganglia capillary 
pressures [37,38], both of which facilitate mass transfer. Still, the im-

pact of Ostwald ripening on the storage life of three-phase residual gas 
configurations in porous rock has not been the subject of research in-

vestigations thus far.

A typical numerical model for ripening of gas-bubble distributions 
will simulate two processes: interface readjustment and diffusive mass 
transfer through the intermediate liquid phase. Here, it is convenient 
to model them in alternate steps, with the mass transfer step being the 
rate-determining process [22]. The interface readjustment step calcu-

lates gas-bubble pressures and interface locations for updated bubble 
volumes as a response to mass exchanges in the pore geometry. One 
way to model this feature is by taking predetermined pressure-volume 
relationships for the pertinent geometry as input to the simulation. This 
approach has been used for two-phase configurations in pore-network 
models with idealized pore geometry [22,28]. However, for three fluid 
phases such an approach is less applicable as the shape, pressure, and 
interface locations of a gas bubble depend on the surrounding oil/water 
configuration. Another method is to calculate the gas-bubble pressures 
and interface locations for target bubble volumes by direct numerical 
simulation and then use these pressures to determine future mass trans-

fers [25]. The multiphase level set (MLS) method [39,40] serves this 
purpose as it simulates capillary equilibrium states in complex pore ge-

ometries for two-phase and three-phase fluid systems with prescribed 
fluid pressures or fluid volumes.

Mass transfers during the ripening of gas-bubble distributions typ-

ically decrease exponentially with time [25,26], so it is prudent to 
use adaptive time steps to make simulations computationally efficient 
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[22,28]. Determining suitable adaptive time steps is challenging in real 
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pore geometries since grid resolution and discretization of a continuous 
mass transfer with large time steps can lead to mass transfer cyclicity. 
This means that a discrete amount of mass transferred from one bubble 
to another will be transferred in the reversed direction the next time 
step [25]. Hence, time steps have to be chosen heuristically and within 
suitable ranges. Another issue with using large time steps is that they 
can omit details from the evolution (for example, local energy minima 
and capillary instabilities). Handling these problems is challenging in a 
two-phase pore-scale numerical investigation of ripening in porous me-

dia. They become even more complicated for ripening in a three-phase 
scenario since the time scale for gas diffusion through oil generally is 
different than for gas diffusion through the water.

This work investigates pore-scale Ostwald ripening of gas-bubble 
distributions surrounded by both oil and water in porous media. Ex-

perimental investigations show that in a kinetic environment with gas 
injection and gas bubble nucleation, convective transport diminishes 
the impact of ripening [41]. Herein, we consider stationary fluid con-

figurations with capillary trapped gas to replicate storage scenarios 
after the fluid flow has ceased. We begin by stating the conditions for 
thermodynamic equilibrium in a three-phase configuration in porous 
media, and then we derive analytic expressions to investigate the pos-

sibility of three-phase equilibrium of gas bubbles in oil and water in 
the absence of a solid phase (section 2). To investigate the behaviour 
in porous media, we use a coupled numerical model based on the MLS 
method [39,40] that alternately simulates capillary-controlled displace-

ment toward equilibrium and mass transfer between bubbles governed 
by differences in chemical potential of the gas component (section 3). 
The mass transfer between gas bubbles accounts for all effective gas 
diffusion paths through oil and water and across oil/water interfaces. 
We perform three-phase simulations on a 2D homogeneous pore geom-

etry where all pores are identical (section 4). Ripening of two-phase 
gas/water configurations in such geometries have shown that gas bub-

bles equilibrate to a unique bubble size and pressure irrespective of 
initial configuration when gas bubbles occupy single pores [26,28]. We 
replicate this behaviour with two-phase simulations, and then we per-

form three-phase simulations to show that in the latter configurations, 
the bubble sizes at equilibrium depend on whether they contact oil, wa-

ter, or both liquids. Further simulations show that this behaviour is a 
function of the prevailing oil/water capillary pressure. Analytic calcu-

lations of equilibrium gas bubble volumes surrounded by oil and water 
confirm the simulated results. Finally, section 5 provides the conclu-

sions and suggests scope for future work.

2. Three-phase equilibrium

We consider a closed system that consists of a static porous medium 
with solid grains (𝑠) and pore space saturated with partially miscible 
gas (𝑔), oil (𝑜), and water (𝑤). We assume the system is isothermal, 
and the gas phase is compressible (which has minor impact at reservoir 
pressure) while oil and water are incompressible. Then, for a system 
where volume and amount of material components are constant, ther-

modynamic equilibrium occurs when the Helmholtz free energy 𝐹 is at 
a minimum [42]. The change in Helmholtz energy is:

𝑑𝐹 = −
∑

𝛼=𝑔,𝑜,𝑤
𝑃𝛼𝑑𝑉𝛼 +

∑
𝛼𝛽=𝑔𝑜,𝑜𝑤,𝑔𝑤,𝑔𝑠,𝑜𝑠,𝑤𝑠

𝜎𝛼𝛽𝑑𝐴𝛼𝛽

+
∑

𝛼=𝑔,𝑜,𝑤

∑
𝑖

𝜇𝑖,𝛼𝑑𝑁𝑖,𝛼 +
∑

𝛼𝛽=𝑔𝑜,𝑜𝑤,𝑔𝑤

∑
𝑖

𝜇𝑖,𝛼𝛽𝑑𝑁𝑖,𝛼𝛽 .
(1)

Here, 𝑃𝛼 [Pa] and 𝑉𝛼 [m3] are phase pressure and volume, while 𝜎𝛼𝛽
[Nm−1] and 𝐴𝛼𝛽 [m2] are interfacial tension and interface area, respec-

tively. The number of molecules of component 𝑖 in fluid phase 𝛼 and 
on fluid/fluid interfaces 𝛼𝛽 is 𝑁𝑖,𝛼 and 𝑁𝑖,𝛼𝛽 , respectively. The corre-

sponding chemical potentials are 𝜇𝑖,𝛼 and 𝜇𝑖,𝛼𝛽 . We will further assume 
the system contains one gas component and that this is the only compo-

nent that can be transferred across interfaces; hence we omit subscript 𝑖

on 𝜇 and 𝑁 . Further, in equation (1) we do not consider compositional 
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changes along solid/fluid interfaces, so we assume the wetting state of 
the solid is static.

The change in fluid phase volumes, fluid/solid interfacial areas, and 
the amount of gas molecules satisfy the following relations:∑
𝛼=𝑔,𝑜,𝑤

𝑑𝑉𝛼 = 0,
∑

𝛼𝛽=𝑔𝑠,𝑜𝑠,𝑤𝑠

𝑑𝐴𝛼𝛽 = 0,

∑
𝛼=𝑔,𝑜,𝑤

𝑑𝑁𝛼 +
∑

𝛼𝛽=𝑔𝑜,𝑜𝑤,𝑔𝑤

𝑑𝑁𝛼𝛽 = 0.
(2)

At this stage we also introduce capillary pressure 𝑃𝛼𝛽 and the Young-

Laplace equation:

𝑃𝛼𝛽 = 𝑃𝛼 − 𝑃𝛽 = 𝜎𝛼𝛽𝐶𝛼𝛽 , 𝛼𝛽 = 𝑔𝑜, 𝑜𝑤, 𝑔𝑤, (3)

where 𝐶 [m−1] is interface curvature. The contact angle 𝜃𝛼𝛽 is the an-

gle measured through the denser fluid phase 𝛽 between the tangential 
planes of the solid surface and the 𝛼𝛽 fluid/fluid interface at the 𝛼𝛽𝑠
contact line. Young’s equation relates the contact angle to the interfa-

cial tensions:

𝜎𝛼𝛽 cos𝜃𝛼𝛽 = 𝜎𝛼𝑠 − 𝜎𝛽𝑠, 𝛼𝛽 = 𝑔𝑜, 𝑜𝑤, 𝑔𝑤. (4)

In a three-phase system it follows from equation (3) that the capillary 
pressures are related by 𝑃𝑔𝑤 = 𝑃𝑔𝑜 +𝑃𝑜𝑤. Similarly, equation (4) implies 
that the three-phase contact angles and interfacial tensions satisfy the 
Bartell-Osterhof equation [e.g., 43]:

𝜎𝑔𝑤 cos𝜃𝑔𝑤 = 𝜎𝑔𝑜 cos𝜃𝑔𝑜 + 𝜎𝑜𝑤 cos𝜃𝑜𝑤. (5)

Thus, by combining equations (1)-(5), the two conditions that must be 
satisfied in thermodynamic equilibrium (𝑑𝐹 = 0) are:

𝑃𝑜𝑤𝑑𝑉𝑤 − 𝑃𝑔𝑜𝑑𝑉𝑔 = 𝜎𝑜𝑤 cos𝜃𝑜𝑤𝑑𝐴𝑤𝑠

− 𝜎𝑔𝑜 cos𝜃𝑔𝑜𝑑𝐴𝑔𝑠 −
∑

𝛼𝛽=𝑔𝑜,𝑜𝑤,𝑔𝑤

𝜎𝛼𝛽𝑑𝐴𝛼𝛽 ,
(6)

and

𝜇 = 𝜇𝛼 = 𝜇𝛽 = 𝜇𝛼𝛽 , 𝛼𝛽 = 𝑔𝑜, 𝑜𝑤, 𝑔𝑤. (7)

Equation (6) holds for capillary equilibrium and it has previously been 
used to calculate three-phase capillary entry pressures in pore throats 
[44–46]. The second condition, equation (7), states that the chemical 
potential of the gas component, and hence the partial gas pressure, is 
equal in all fluid phases.

Ostwald ripening of gas bubbles is a spontaneous inter-bubble diffu-

sive mass transfer process, governed by the gas concentration gradient 
in the liquid, by which low-pressure bubbles consume high-pressure 
bubbles to minimize Gibbs free energy [47]. In thermodynamic equi-

librium the gas bubble pressures (and the chemical potentials) must 
become equal. The mass transfer occurs through a liquid phase (𝑙 = 𝑜, 𝑤) 
in which the gas phase (𝑔) is soluble and the concentration of the gas 
in the surrounding liquid is given by Henry’s law:

𝑛𝑔

𝑛𝑙
≈

𝑃𝑔

𝐾
𝑝𝑥

𝑙

=
(𝑃𝑙 + 𝑃𝑔𝑙)

𝐾
𝑝𝑥

𝑙

, (8)

where 𝑛𝑔 [mol] is the number of moles of gas in 𝑛𝑙 moles of liquid and 
𝐾

𝑝𝑥

𝑙
[Pa] is Henry’s volatility in liquid 𝑙.

2.1. Bulk fluid scenario

Here we examine a 2D space filled with oil, water, and two gas 
bubbles: Bubble 1 is surrounded by water, and bubble 2 is surrounded 
by oil (see Fig. 1). Our objective is to analyse whether such a config-

uration is in thermodynamic equilibrium after Ostwald ripening. The 
Young-Laplace equation relates the capillary pressure between gas and 
the surrounding liquid to the bubble interfacial radius:

𝜎𝑔𝑤 𝜎𝑔𝑜
333

𝑃𝑔𝑤 =
𝑅𝑔1

and 𝑃𝑔𝑜 =
𝑅𝑔2

, (9)
Journal of Colloid And Interface Science 647 (2023) 331–343

Fig. 1. Gas bubbles (green) surrounded by oil (red) and water (blue) in the ab-

sence of a solid phase.

where 𝑅𝑔1 and 𝑅𝑔2 [m] are the radii of the gas bubbles surrounded by 
water and oil, respectively. From equation (3) and (9) we get:

𝑃𝑔1 − 𝑃𝑔2 =
𝜎𝑔𝑤

𝑅𝑔1
−

𝜎𝑔𝑜

𝑅𝑔2
− 𝑃𝑜𝑤 =Δ𝑃 . (10)

In a state of thermodynamic equilibrium the two bubbles should have 
equal pressures (i.e., Δ𝑃 = 0), which reduces equation (10) to:

𝑃𝑜𝑤 =
𝜎𝑔𝑤

𝑅𝑔1,𝑒𝑞
−

𝜎𝑔𝑜

𝑅𝑔2,𝑒𝑞
. (11)

We rearrange equation (11) to formulate relationships between the two 
bubble radii:

𝑅𝑔2,𝑒𝑞 =
𝜎𝑔𝑜𝑅𝑔1,𝑒𝑞

𝜎𝑔𝑤 − 𝑃𝑜𝑤𝑅𝑔1,𝑒𝑞
. (12)

In the special case 𝑃𝑜𝑤 = 0, equation (12) reduces to a linear relation-

ship which states that the ratio of the gas-bubble radii is constant and 
equal to the ratio of the two gas/liquid interfacial tensions. For most 
multiphase fluid systems 𝜎𝑔𝑤 > 𝜎𝑔𝑜, implying that the larger bubble re-

sides in water and the smaller bubble resides in oil at such a potential 
equilibrium state.

In the general case with non-zero 𝑃𝑜𝑤, equation (12) shows that 
the bubble radii follow a hyperbola with vertical asymptote at 𝑅𝑔1,𝑒𝑞 =
𝜎𝑔𝑤∕𝑃𝑜𝑤 and horizontal asymptote at 𝑅𝑔2,𝑒𝑞 = −𝜎𝑔𝑜∕𝑃𝑜𝑤. However, the 
radius of the oil/water interface restricts the permissible range of bub-

ble radii further. When 𝑃𝑜𝑤 > 0, there is a radius interval below a 
critical value 𝑅𝑔,𝑐𝑟𝑖𝑡 where the bubble size is still smaller in oil than 
in water. Fig. 2 provides a graphical illustration of this for given 
interfacial tensions and 𝑃𝑜𝑤. Due to the hyperbolic nature of equa-

tion (12) this bubble-size difference diminishes as 𝑅𝑔1,𝑒𝑞 increases. 
Equation (11) shows that the two bubbles become equal in size when 
𝑅𝑔,𝑐𝑟𝑖𝑡 = (𝜎𝑔𝑤 − 𝜎𝑔𝑜)∕𝑃𝑜𝑤 = (𝐶𝑠 + 𝜎𝑜𝑤)∕𝑃𝑜𝑤, where we have introduced 
the oil spreading coefficient 𝐶𝑠 = 𝜎𝑔𝑤 − 𝜎𝑔𝑜 − 𝜎𝑜𝑤. For bubble radii 
above 𝑅𝑔,𝑐𝑟𝑖𝑡, the three-phase system essentially reduces to a two-phase 
gas/water system where the two bubbles have equal radii. For spread-

ing oils (𝐶𝑠 = 0), a thin molecular oil film will then coat the gas bubbles 
so that the two bubble radii are equal to the radius of the oil/water in-

terface, while for non-spreading oils (𝐶𝑠 < 0) the oil film ruptures and 
small oil droplets form on the gas/water interface instead.

For 𝑃𝑜𝑤 < 0, the bubble in water is also larger than the bubble in 
oil, see Fig. 2. However, for a sufficiently large 𝑅𝑔1,𝑒𝑞 the water layer 
breaks, and oil will surround both bubbles completely while the water, 
due to its strong non-spreading behaviour, forms droplets in the oil. At 
this stage, we have essentially a two-phase gas/oil scenario where the 
larger bubble 1 has a lower gas pressure than bubble 2, triggering mass 
transfer from bubble 2 to bubble 1. Eventually, bubble 2 has dissolved 
completely, while the size of bubble 1 has increased correspondingly.

This analysis shows that if an equilibrium state exists in which the 
two bubbles can coexist in a bulk three-phase system, the bubble in wa-
ter will be larger than the bubble in oil. However, this is an unstable 
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Fig. 2. Relationships between bubble radii for a potential coexistence of a gas 
bubble in oil and a gas bubble in water according to equation (12) for 𝑃𝑜𝑤 =
300 Pa (blue), 𝑃𝑜𝑤 = 0 Pa (red), and 𝑃𝑜𝑤 = −300 Pa (green). For 𝑃𝑜𝑤 = 300 Pa, 
we highlight the critical radius 𝑅𝑔,𝑐𝑟𝑖𝑡 (vertical, solid line): To the left of 𝑅𝑔,𝑐𝑟𝑖𝑡, 
𝑅𝑔1,𝑒𝑞 > 𝑅𝑔2,𝑒𝑞 (blue, solid line), while to the right of 𝑅𝑔,𝑐𝑟𝑖𝑡 a two-phase gas/water 
scenario occurs with 𝑅𝑔1,𝑒𝑞 = 𝑅𝑔2,𝑒𝑞 (dashed, blue line). The interfacial tensions 
are 𝜎𝑔𝑤 = 53.22 ×10−3 Nm−1 [48], 𝜎𝑔𝑜 = 11.5 ×10−3 Nm−1 [49], and 𝜎𝑜𝑤 = 43.65 ×
10−3 Nm−1 [50], representing a nitrogen-decane-water fluid system.

state. A small perturbation of the bubble radii away from the radius 
curve given by equation (12) leads to unequal bubble pressures, i.e., 
Δ𝑃 ≠ 0 in equation (10), which will trigger a feedback loop of mass 
transfer that leads to loss of one of the bubbles. For example, the ad-

dition of a small mass to bubble 1, so that 𝑅𝑔1 > 𝑅𝑔1,𝑒𝑞 and Δ𝑃 < 0, 
will trigger mass transfer from bubble 2 to bubble 1. This mass transfer 
will reduce 𝑅𝑔2 and increase 𝑅𝑔1 until the bubble in oil vanishes. Sim-

ilarly, if we instead add a small mass to bubble 2 so that 𝑅𝑔2 > 𝑅𝑔2,𝑒𝑞
and Δ𝑃 > 0, then mass transfers from bubble 1 to bubble 2 which results 
in loss of the bubble in water. Thus, we conclude that for a thermody-

namic equilibrium state achieved after ripening, the gas resides in only 
one of the liquids. This situation is analogous to a two-phase system 
in which a gas bubble distribution in a liquid coarsens due to unequal 
bubble pressures until one large bubble remains [e.g., 25].

The three-phase situation becomes more complex when both liquids 
contain more than one bubble. Then the coarsening is a collective result 
of simultaneous diffusive mass transfers between bubbles in the same 
liquid and between bubbles in oil and water. The time scales of these 
processes will have an impact on which liquid the gas will stabilize 
within in the final equilibrium state.

We have demonstrated that gas-bubble coarsening in a bulk three-

phase system can transfer the gas spontaneously to either oil or water. 
The situation is more complex in porous media because narrow pore 
throats create energy barriers that will alter this monotonic coarsen-

ing. Gas bubbles inside pore geometries yield more complex pressure-

volume behaviour that also depend on the wetting state and the sur-

rounding oil/water configuration. Hence for porous media we antici-

pate that the coexistence of gas bubbles in oil and water persists af-

ter ripening. Such investigations require a numerical pore-scale model 
which we present in the next section.

3. Methods

3.1. Mass transfer approach

The model for ripening of residual gas bubbles in the presence of oil 
and water in porous media relies on the following assumptions: (i) The 
diffusive mass transfer is the rate-determining process, while the inter-

face readjustment occurs instantaneously [22]; (ii) a liquid ganglion (or 
region) in contact with only one gas bubble is in thermodynamic equi-
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librium with it [42]; (iii) the mass transfer between gas bubbles occurs 
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only through bulk liquid regions and due to chemical-potential differ-

ences across the liquid region boundary; (iv) two gas bubbles interact 
with each other only through the liquids [22]; (v) there is no mass ac-

cumulation or loss (dissolution) from gas bubbles to the intermediate 
liquid phases during Ostwald ripening – they only act as mass trans-

fer paths between the bubbles; total gas volume is constant, with no 
flow and no gravity effect (due to small length scales) [26]; and (vii) 
reservoir temperature is above the critical temperature of the gas. The 
last assumption simplifies calculations by ensuring that the chemical 
species is in one phase, i.e., gas or supercritical fluid, and phase change 
calculations are not required.

Based on these assumptions, at constant pressure and temperature, 
the mass transfer rate for a diffusion path 𝑘 in liquid 𝑙 from a bubble 𝑗
to another bubble 𝑖 due to Ostwald ripening is [25]:

𝜕𝑛𝑖,𝑘

𝜕𝑡
= −𝐽𝑙𝐴𝑘Δ𝜇𝑖,𝑗 = −𝐽𝑙𝐴𝑘 × (𝑅𝑇 )

(
ln

𝑓𝑖

𝑓𝑗

)
. (13)

Here, 𝜕𝑛𝑖,𝑘∕𝜕𝑡 [mol s-1] is the mole transfer rate through the diffusive 
transfer path 𝑘, 𝐽𝑙 [mol2 s kg-1 m-4] is the effective phase permeabil-

ity constant for mass transfer through liquid 𝑙, 𝐴𝑘 [m2] is the surface 
area through which the mass transfer occurs, Δ𝜇𝑖,𝑗 is the chemical po-

tential difference between the gas bubbles 𝑖 and 𝑗, 𝑅 [8.314 J mol-1 K-1] 
is the universal gas constant, and 𝑓 is the fugacity of gas in the bub-

ble. The negative sign in equation (13) indicates mass transfer direction 
from higher potential to lower potential. For ideal gases, the chemical 
potential difference can be obtained by replacing fugacity by the bubble 
pressure 𝑃 [42].

The effective phase permeability 𝐽𝑙 can be found from Fick’s first 
law of diffusion and Henry’s law as [26]:

𝐽𝑙 ≈

(
𝜌𝑙𝑀𝑔

𝑍𝜌𝑔𝑀𝑙𝑉𝑚
2 ×

𝐷𝑙

𝐾
𝑝𝑥

𝑙

× 1
𝑙

)
, (14)

where 𝑀𝛼 [kg mol-1] and 𝜌𝛼 [kg m-3] are the molecular weight and den-

sity of phase 𝛼, 𝑍 is the gas compressibility factor, 𝑉𝑚 [m3 mol-1] is the 
molar volume of gas, 𝐷𝑙 [m2 s-1] is the diffusion coefficient of gas in liq-

uid 𝑙, and 𝑙 [m] is the effective mass transfer distance between a specific 
bubble and its neighbour. Equation (14) differs slightly from the expres-

sion presented by Xu et al. [26] as we model mass transfer governed by 
differences in chemical potentials rather than pressures. In case of real 
gases, we calculate the fugacity of gas bubbles in equation (13) and gas 
compressibility factor in equation (14) using Peng-Robinson equation of 
state. Typically reservoir pressure is several orders of magnitude larger 
than the local gas/liquid capillary pressure variations. Singh et al. [25]

showed that these variations have a negligible impact on the calculation 
of the compressibility factor. Hence, in this work, we use the reservoir 
pressure to calculate a common gas compressibility factor for all the gas 
bubbles.

In our model, we simulate the Ostwald ripening as alternate steps 
of constant-pressure diffusive mass transfer followed by fluid/fluid in-

terface readjustment (see Singh et al. [25] for details and flowchart 
of two-phase simulations). The mass transfer step aims at eliminat-

ing chemical potential differences between gas bubbles (equation (7)), 
while the interface readjustment step evolves the interfaces to main-

tain capillary equilibrium (equation (6)). The latter step uses the MLS 
method [39,40] which calculates the interface positions as well as the 
pressures, volumes and surface areas of the gas bubbles during the 
ripening process.

3.2. Multiphase level set method for capillary-controlled displacement

The MLS method uses one level set function 𝜙𝛼 for each fluid phase 
𝛼. These functions describe signed distances to the phase boundaries, 
such that 𝜙𝛼 < 0 inside phase 𝛼, 𝜙𝛼 > 0 on the outside, and 𝜙𝛼 = 0 on the 
phase boundaries. Similarly, a static level set function 𝜓 describes the 
pore geometry with respect to pore walls (𝜓 = 0), solid space (𝜓 < 0) 

and pore space (𝜓 > 0). To each fluid phase we also assign a surface 
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tension 𝛾𝛼 and a solid/fluid intersection angle 𝜁𝛼 which is measured 
through phase 𝛼 and used to form contact angles on the pore walls. 
These are related to the fluid/fluid interfacial tensions 𝜎𝛼𝛽 and contact 
angles 𝜃𝛼𝛽 by the following relations [39]:

𝜎𝛼𝛽 = 𝛾𝛼 + 𝛾𝛽 ,

cos𝜃𝛼𝛽 =
𝛾𝛽 cos 𝜁𝛽 − 𝛾𝛼 cos 𝜁𝛼

𝛾𝛽 + 𝛾𝛼
.

(15)

Here we follow Helland et al. [39] and set 𝜁𝑤 = 𝜃𝑜𝑤, 𝜁𝑜 = 180◦ − 𝜃𝑜𝑤, 
𝜁𝑔 = 180◦, consistent with equation (5).

The evolution equations for the fluid level set functions 𝜙𝛼 use a 
Heaviside step function 𝐻 that separates the velocity term for capillary-

controlled fluid displacement in the pore space and the velocity term for 
contact angle formation on the pore walls (which is extended into the 
solid space for increased accuracy) [39,40]:

𝜕𝜙𝛼

𝜕𝜏
+𝐻(𝜓)

(
𝑃𝛼 − 𝛾𝛼𝜅𝛼

) |∇𝜙𝛼|
+ 𝐻(−𝜓)

Δ𝑥
𝑆(𝜓)𝛾𝛼

(
∇𝜙𝛼 ⋅∇𝜓 − cos 𝜁𝛼|∇𝜙𝛼||∇𝜓|)= 0 ,

where 𝛼 = 𝑔, 𝑜,𝑤.

(16)

Here, 𝜏 is a fictitious iteration time, 𝑃𝛼 is the phase pressure, 𝜅𝛼 = ∇ ⋅
(∇𝜙𝛼∕|∇𝜙𝛼|) is the scalar curvature field of 𝜙𝛼 , 𝑆(⋅) is a sign function, 
and Δ𝑥 is the grid spacing.

Equation (16) shows that the evolution equations for the three level 
set functions 𝜙𝛼 , 𝛼 = 𝑔, 𝑜, 𝑤, are uncoupled. This means that the inter-

section of different level set functions 𝜙𝛼 and 𝜙𝛽 generally occurs at 
nonzero contours, which will create overlap or void regions around the 
𝛼𝛽 fluid/fluid interfaces. To solve this problem, we update all three 
𝜙𝛼 by subtracting the average of the two smallest 𝜙𝛼 from all 𝜙𝛼

in every grid cell after each iteration with equation (16) [51]. This 
projection step moves the intersections of all 𝜙𝛼 to zero contours so 
that the interfaces between phases 𝛼 and 𝛽 are uniquely described by 
𝜙𝛼 = 𝜙𝛽 = 0 [39,40]. With the projection step included, equation (16)

satisfies Young-Laplace equation (3) in the pore space and Young’s 
equation (4) on the pore walls at equilibrium (that is, when 𝜕𝜙𝛼∕𝜕𝜏 = 0
for all 𝛼 = 𝑔, 𝑜, 𝑤).

Fluid phases that are allowed to invade or exit the computational 
domain are denoted continuous phases and assigned constant phase 
pressures 𝑃𝛼 . However, the MLS method allows for conserving discon-

nected phase volumes of any selected phases [40]. This is done by 
calculating phase pressures for all conserved ganglia at the beginning 
of every iteration step for use in equation (16). The effect of these pres-

sures is to prohibit volume growth or shrinkage of the ganglia in the 
normal direction along their boundary. For each conserved phase 𝛼, the 
method makes a partitioning of the computational domain Ω that en-

closes each conserved ganglion of that phase. The pressure of ganglion 
𝑖 of phase 𝛼 is defined and calculated as [52]:

𝑃𝛼,𝑖(𝜏) =
𝑉

(0)
𝛼,𝑖

− 𝑉
(𝜏)
𝛼,𝑖

𝐴
(𝜏)
𝛼,𝑖
Δ𝜏

. (17)

Here, 𝑉 (0)
𝛼,𝑖

is the initial ganglion volume, while 𝑉 (𝜏)
𝛼,𝑖

and 𝐴(𝜏)
𝛼,𝑖

are the 
ganglion volume and surface area calculated at every iteration time 
step 𝜏 according to:

𝑉
(𝜏)
𝛼,𝑖

= ∫
Ω𝛼,𝑖

𝐻𝜖(𝜓)𝐻𝜖(−𝜙𝛼)𝑑𝑉 , (18)

and

𝐴
(𝜏)
𝛼,𝑖

= ∫
Ω𝛼,𝑖

𝐻𝜖(𝜓)𝛿𝜖(𝜙𝛼)|∇𝜙𝛼|𝑑𝑉 , (19)

respectively. Here, Ω𝛼,𝑖 represents the region enclosing domain 𝑖 of 
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phase 𝛼, 𝐻𝜖 is a smoothed Heaviside function, 𝛿𝜖 is a smoothed delta 
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function, and 𝜖 = 1.5 ×Δ𝑥 is the smoothening parameter. Kindly refer to 
Jettestuen et al. [40] for details on calculations and implementations.

In the MLS method, we approximate normal and advective velocity 
terms using a weighted essentially non-oscillatory (WENO) scheme with 
appropriate upwinding techniques, while we approximate area and cur-

vature terms with central differences. The iteration-time discretization 
uses a third-order Runge-Kutta method with a time step determined 
from a standard Courant–Friedrichs–Lewy (CFL) condition [53]. Peri-

odically, we reinitialize the level set functions 𝜙𝛼 to signed distance 
functions by solving [53]:

𝜕𝜙𝛼

𝜕𝜏
+𝑆(𝜙𝛼)(|∇𝜙𝛼|− 1) = 0, (20)

using the same numerical techniques. For the MLS evolution, conver-

gence occurs when the difference of 𝜙𝛼 between the two last reinitializa-

tions (denoted by 𝑚 and 𝑛), within a small band (defined by 𝑏) around 
the zero contours in the pore space, is less than a specified tolerance 
value:

max
{∑

Ω𝐻𝜖(𝜓 + 𝜖)𝐻𝜖(𝜙𝑛
𝛼
+ 𝜆)𝐻𝜖(−𝜙𝑛

𝛼
+ 𝜆)|𝜙𝑛

𝛼
−𝜙𝑚

𝛼
|∑

Ω𝐻𝜖(𝜓 + 𝜖)𝐻𝜖(𝜙𝑛
𝛼
+ 𝜆)𝐻𝜖(−𝜙𝑛

𝛼
+ 𝜆)

}
< 𝑐Δ𝑥 , where 𝛼 = 𝑔, 𝑜,𝑤 .

(21)

Here 𝜆 = 𝑏 × 𝜖 is the width of the convergence band. In this work, we 
use 𝑏 = 5, 𝑐 = 0.001, and a reinitialization interval of 10 MLS iterations.

3.3. Combined model for ripening in three-phase systems

Equations (13) and (14) provide a method to calculate mass trans-

fer between two bubbles separated by a liquid phase, while equations 
(16) to (19) provide pressure, volume, and surface area for all phases in 
the system at capillary equilibrium for each physical time step. These 
sets of equations must be linked together to create the complete model. 
To this end, we create a list of neighbour pairs such that each element 
of the pair belongs to a different phase: We use these to generate a 
list of effective diffusive mass transfer paths (restricted by assumptions 
(iii) and (iv) in section 3.1) between each pair of bubbles in the sys-

tem. These mass transfer paths can involve multiple intermediate oil 
and water regions that link two gas bubbles, so we ensure that each 
such path is unique. We also calculate the minimum fluid/fluid inter-

facial area traversed through each path 𝑘, denoted 𝐴𝑘,min. For example, 
a path connecting two gas bubbles, G1 and G2, through an intermedi-

ate water region, W, and an intermediate oil region, O, separated by an 
oil/water interface will consist of three neighbour pairs: bubble 1 and 
water (𝐺1.𝑊 ), water and oil (𝑊 .𝑂), and oil and bubble 2 (𝑂.𝐺2). So, 
this path traverses through three interface areas: the gas/water inter-

face area (𝐴𝐺1.𝑊 ), the oil/water interface area (𝐴𝑊 .𝑂), and the gas/oil 
interface area (𝐴𝑂.𝐺2). Then, 𝐴𝑘,min = min(𝐴𝐺1.𝑊 , 𝐴𝑊 .𝑂, 𝐴𝑂.𝐺2).

Here we make two additional assumptions to calculate the phase 
permeability for each path using equation (14). First, we assume that 
the mass interaction area in equation (13) can be approximated by 
𝐴𝑘,min. Second, we assume that the lower phase permeability of 𝐽𝑜 and 
𝐽𝑤 approximates the phase permeability for a mass transfer path con-

taining both oil and water. This second assumption should be adequate 
in cases where the ratio of high to low phase permeability is very large 
compared to the distance covered by each liquid on the mass transfer 
path or when 𝐽𝑜 ≈ 𝐽𝑤. However, we acknowledge that these two as-

sumptions could lead to an overestimation of the equilibrium time in 
three-phase Ostwald ripening scenarios.

In general, retardation of mass transfer across fluid/fluid interfaces 
can occur due to the presence of concentration films on either side of 
the interface, as described by two-film theory and penetration theory 
[54]. The mass transfer across these films is also diffusive in nature 
and can contribute as a rate-limiting factor. Such cases require phase 
permeabilities that incorporate film resistance against the mass trans-

fer at fluid/fluid interfaces to account for the retardation. Likely, this 

could lead to slower time evolution, yet with insignificant impacts on 
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the final equilibrium fluid configuration since these film effects act at 
all fluid/fluid interfaces in the system. Here, we exclude such thin film 
effects at the interfaces (consistent with other works [e.g., 22,26]) and 
use the phase permeability of gas in the individual bulk liquids as ex-

plained above.

We calculate the mass transfer Δ𝑛𝑖,𝑘 between gas bubbles 𝑖 and 𝑗
through a diffusive mass transfer path 𝑘 for a particular time step Δ𝑡 [s] 
by converting equation (13) to a finite difference equation:

Δ𝑛𝑖,𝑘 = −𝐽𝑙𝐴𝑘,min × (𝑅𝑇 )
(
ln

𝑓𝑖

𝑓𝑗

)
Δ𝑡, (22)

where 𝐽𝑙 = 𝐽𝑜 for oil paths, 𝐽𝑙 = 𝐽𝑤 for water paths, and 𝐽𝑙 =min(𝐽𝑜, 𝐽𝑤)
for paths containing both oil and water. Mass loss (or gain) for each 
bubble is calculated by aggregating mass transfers over all the mass 
transfer paths linking it to other bubbles. After the mass transfer calcu-

lations from a time step Δ𝑡, the volumes of the gas bubbles are updated 
to reflect their new mass, and then the MLS method provides the new 
gas bubble pressures and equilibrium interface positions. We repeat the 
complete process until the system reaches thermodynamic equilibrium.

In a three-phase scenario, the phase permeability of gas in the two 
liquids can be vastly different, which requires an adaptive time step-

ping in equation (22) to accommodate changes that can occur at two 
different orders of time scales. Here, we limit the time step by setting a 
threshold for the maximum gas-bubble volume change (for bubbles los-

ing mass), 𝑉𝑡ℎ∕𝑡𝑐𝑓 , and fixing the minimum volume of a bubble that is 
tracked in the simulation, 𝑉𝑓𝑙𝑜𝑜𝑟. 𝑡𝑐𝑓 is a step control factor (set to one 
initially) that we use to control adaptive time stepping. In this work we 
use 𝑉𝑡ℎ = 10(Δ𝑥)2 and 𝑉𝑓𝑙𝑜𝑜𝑟 = 4(Δ𝑥)2 in the presented 2D simulations.

We simulate the ripening as a two-step process, so we carry out 
two convergence checks: one for the MLS evolution (equation (21)) and 
another for the complete system. The whole system converges when 
the maximum pressure difference between all bubbles in the system is 
lower than a threshold value:

max
𝑖
{𝑃𝑔,𝑖(𝑡)} −min

𝑖
{𝑃𝑔,𝑖(𝑡)} < 𝜀 , (23)

where 𝜀 is an error threshold that we set to 𝜀 = 5 Pa in this work. 
Convergence according to equation (23) will terminate the ripening 
simulation at a thermodynamic equilibrium state that satisfies equa-

tions (6) and (7).

Mass transfer cyclicity is a critical issue that can occur during simu-

lations of ripening [25]. Since our method works on arbitrary pore ge-

ometries, we cannot control such mass transfers by a priori techniques. 
Thus, in our model, we continuously check for cyclic mass transfer by 
looking for a change in mass transfer direction between any two bub-

bles from the previous to the current time step. Once we detect reversed 
mass transfer, we increase the control factor 𝑡𝑐𝑓 alternately by a factor 
of two and three for each time iteration with cyclic mass transfer. When 
the cyclicity has disappeared due to the time step reduction, we carry 
out three additional time iterations using the last determined 𝑡𝑐𝑓 . If the 
cyclicity remains absent, we reset the step control factor (𝑡𝑐𝑓 = 1), or 
else we continue reducing the time step further to remove the cyclicity. 
We use a lower bound for the time step to ensure the maximum volume 
loss of a bubble is at least half a grid-cell volume. Cyclic mass trans-

fer only occurs when the bubble pressures are very close, so its impact 
is typically minimal. By reducing the time steps, we further decrease 
this impact until it is negligible. Intuitively, the cyclic mass transfer is 
related to 𝑉𝑡ℎ, and a very high threshold can significantly impact the 
cyclicity observed in the results.

Three-phase scenarios require special handling of mass transfer 
cyclicity because gas diffusion through oil and water occurs at differ-

ent time scales. When 𝐽𝑜 > 𝐽𝑤, mass transfer between gas bubbles in 
oil may dominate the initial ripening period. In this regime the time step 
is small, limited by the volume change of a bubble surrounded by diffu-

sion paths through oil. In late stages of the ripening most bubbles in oil 
are close to equilibrium (that is, their pressure differences are small), 
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while significant mass transfers still occur between bubbles surrounded 
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by water. These bubbles could provide time steps that are larger than 
in the initial stage because 𝐽𝑜 > 𝐽𝑤. It is possible that these time steps 
trigger an increase of a previously negligible cyclicity between bubbles 
surrounded by oil because the mass transfer through oil is faster. Simi-

lar observations can be made for situations where 𝐽𝑤 > 𝐽𝑜. We manage 
such scenarios by setting Δ𝑛𝑖,𝑘 = 0 in equation (22) for all bubble pairs 
that satisfy equation (23). This eliminates negligible cyclicity and pre-

vents cyclicity from growing due to the different time scales involved.

The complete model is implemented within the SAMRAI framework 
that enables parallel simulations and structured adaptive mesh refine-

ment using patch-based data structures [55–57].

4. Results and discussion

We simulate Ostwald ripening of gas bubbles in the presence of 
oil and water in porous media using a 2D homogeneous and regular 
pore geometry with dimensions 315Δ𝑥 × 515Δ𝑥 and grid-cell length 
Δ𝑥 = 2 μm. The solid phase consists of circular grains with diameters 
165 μm and centers aligned on a square regular network, see Fig. 3(a). 
The distance between adjacent grain centers is 200 μm. We define a pore 
as the void space enclosed within a square formed by four neighbouring 
grain center positions. The volume of a pore is 𝑉𝑝 = 18.6 ×103 μm2 (vol-

ume in 2D is area), and the total pore space comprises 15 equal pores. In 
this pore geometry, we study a nitrogen (N2)-decane-water fluid system 
where water is the wetting phase, oil (decane) the intermediate-wetting 
phase, and gas (N2) the non-wetting phase. A gas bubble located in a 
pore can start interacting with the pore walls when it is larger in size 
than the maximal inscribed circle which has volume 0.59𝑉𝑝 and radius 
58.9 μm. For the simulations we populate the pore geometry with eight 
gas bubbles of varying size (but with volumes larger than 0.59𝑉𝑝) dis-

tributed in every other pore in a diagonal pattern, as shown in Fig. 3(a). 
We use eight bubbles to highlight their individual evolution of pressure 
and volume in a plot. As an approximation to the effective length of 
the diffusion paths through liquid, from the interface of one bubble to 
the interface of its nearest bubble, we use the distance along the me-

dial axis of the pore space between the arcs of two maximal inscribed 
circles placed in the bubble positions. This length is 𝑙 = 282 μm.

The environment pressure and temperature are 15 MPa and 373.15
K. The interfacial tensions for the fluid pairs are 𝜎𝑔𝑤 = 53.22 ×10−3 Nm-1

[48], 𝜎𝑔𝑜 = 11.5 ×10−3 Nm-1 [49], and 𝜎𝑜𝑤 = 43.65 ×10−3 Nm-1 [50]. For 
the decane/water contact angle we use 𝜃𝑜𝑤 = 40◦, which is within the 
range reported by Alhosani et al. [34], and then we calculate N2/water 
and N2/decane contact angles to be 𝜃𝑔𝑤 = 35.7◦ and 𝜃𝑔𝑜 = 31.6◦, respec-

tively, using the relations provided by van Dijke and Sorbie [43] that 
satisfy equation (5).

Henry’s volatility for N2 in water and oil are 𝐾𝑝𝑥
𝑤 = 2.08 × 1010 Pa 

[58] and 𝐾𝑝𝑥
𝑜 = 8.16 × 107 Pa [59]. The diffusion coefficients for N2 in 

the two liquids are 𝐷𝑤 = 6.62 ×10−9 m2 s-1 [60] and 𝐷𝑜 = 7.73 ×10−9 m2

s-1 [61]. The molar mass 𝑀𝛼 and density 𝜌𝛼 of the three fluids are 
𝑀𝑔 = 28.01 g mol-1 and 𝜌𝑔 = 128.04 kg m-3, 𝑀𝑜 = 14.23 g mol-1 and 𝜌𝑜 =
677.13 kg m-3, and 𝑀𝑤 = 18 g mol-1 and 𝜌𝑤 = 962.02 kg m-3 [62]. Based 
on these values the phase permeability of gas (given in equation (14)) 
in oil and water are 𝐽𝑜 = 1.29 ×10−5 mol2 s kg-1 m-4 and 𝐽𝑤 = 4.87 ×10−7
mol2 s kg-1 m-4.

4.1. Two-phase scenario in porous media

We start by studying Ostwald ripening in a two-phase system where 
gas bubbles are surrounded by water in the pore space. In the MLS cal-

culations of the interface motion, equation (16), the water behaves as 
a continuous phase with a prescribed and constant pressure, while we 
calculate the gas pressure from equation (17) to ensure volume conser-

vation of each bubble.

Fig. 3 shows that the gas bubbles have different volumes and pres-

sures in the initial capillary equilibrium state before ripening. The ini-
tial difference in bubble pressure leads to mass transfer between the 
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Fig. 3. Ripening of N2 bubbles surrounded by water in the 2D porous medium. (a) Fluid configurations before (top) and after (bottom) ripening (gas bubbles are 
in green, water in blue, and solid grains in brown). The dimensions on the axes refer to the number of grid cells (×102) in each direction. (b) Top: Evolution of the 
difference between bubble pressures and their average pressure over time. Bottom: Evolution of bubble volumes over time.
bubbles such that the absolute pressure difference (and hence the chem-

ical potential difference) between all gas bubbles evolves to zero. Since 
the driving force decreases with evolution, changes in bubble pressures 
and bubble volumes diminish exponentially with time. The bubbles 
reach equilibrium at 4.83 × 103 h (≈ 201 days). Note that, when bub-

bles occupy single pores in this homogeneous medium, the equilibrium 
condition of equal bubble pressures implies equal bubble volumes [26]. 
In our simulations the equilibrium bubble volume is approximately 
13.57 × 103 μm2.

In Fig. 3 (b), the pressure evolution of bubble 8 (located at the 
bottom, right corner of the sample) shows a non-smooth variation com-

pared to the other bubbles. In our model, we assume wetting films on 
the solid surface do not contribute to diffusive mass transfer, which 
implies that the mass transfer only occurs between neighbouring bub-

bles through diffusion paths in bulk liquid regions (see assumption (iii), 
section 3.1). This makes the ripening evolution of a bubble dependent 
on the states of its neighbouring bubbles which creates a non-uniform 
evolution behaviour. Another factor contributing to the evolution of 
bubble pressures is the non-linear relation between gas/liquid interface 
curvature (and hence bubble pressure) and bubble volume in the pore 
geometry. As bubble 8 is the largest in the system, its interfaces are lo-

cated far into the pore throats. During bubble shrinkage, the curvature 
change rate increases as the gas/liquid interface retracts from the pore 
throat, but it starts to decrease before the interface loses contact with 
the solid surface (and the bubble would redistribute to a circle in the 
pore).

We have carried out a similar two-phase simulation where oil re-

placed water, see results in Supplementary information S.1. In this case 
the range of bubble pressures during the ripening is smaller because 
𝜎𝑔𝑜 < 𝜎𝑔𝑤, and the equilibrium occurs at an earlier time since 𝐽𝑜 < 𝐽𝑤. In 
the gas/oil system the equilibrium time is 5.70 ×102 h (≈ 24 days) which 
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is one order of magnitude lower than the time scale for the gas/water 
system. However, both simulations follow the same general trend and 
obtain the same equilibrium bubble volume. The contact angles 𝜃𝑔𝑤 and 
𝜃𝑔𝑜 are close in values and do not contribute to any significant differ-

ences in the fluid configurations.

4.2. Three-phase scenario in porous media

In the three-phase scenarios for gas bubble ripening, we assume the 
locations of the N2 bubbles are the same as before, but we distribute 
the oil and water phases in two halves of the pore space. The initial 
fluid configuration contains bubbles trapped in oil, bubbles trapped in 
water, and bubbles trapped between the oil and water. This arrange-

ment yields a foundation to investigate different mass transfer scenarios 
between a bubble and its set of neighbouring bubbles as their mass 
transfers occur through diffusion paths containing one and two liquid 
phases. Further, the mass transfer between two diagonal bubble neigh-

bours occurs through two different paths. To prevent spatial bias, we 
create four sets of bubble distributions and for each set we also inter-

change the locations of oil and water, leading to eight distinct initial 
fluid phase distributions. Here we present simulation results of ripening 
for two of these fluid configurations where the gas bubble distribution 
is the same for switched oil and water locations, see Fig. 4 (a) and 
(b). Supplementary information S.2 presents results for the six other 
initial fluid distributions as well as tabulated bubble volumes for the 
initial and final state in each simulation. First, we assume oil and water 
are continuous phases assigned constant and equal pressures (that is, 
𝑃𝑜𝑤 = 0 Pa), while equation (17) determines the gas bubble pressures. 
We also simulate a scenario where residual oil is trapped in the center 
of the pore geometry (see Fig. 4 (c)). In this case, we specify the wa-

ter pressure and calculate the pressures of both the oil ganglion and the 
gas bubbles with equation (17) to conserve their volumes during MLS 

evolution.
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Fig. 4. Fluid configurations before (top) and after (bottom) ripening of N2 bubbles in the presence of oil and water in the 2D porous medium (gas bubbles in green, 
oil in red, water in blue, and solid grains in brown). (a, b) Continuous oil and water at switched locations for the same gas bubble distribution. (c) Trapped oil and 
continuous water. The dimensions on the axes refer to the number of grid cells (×102) in each direction.
Fig. 5 shows the evolution of bubble pressures and volumes dur-

ing ripening for the fluid configurations shown in Fig. 4. The evolution 
times to equilibrium are different in each simulation but they are all of 
the order 103 h. These differences in time are a result of slightly dif-

ferent locations of the interfaces between the bubbles and the liquids 
in the various fluid configurations, which impacts the bubble pressures 
and the mass interaction areas 𝐴𝑘,min of the diffusion paths. The bubble 
evolution in Fig. 5 exhibits several interesting features. Generally, bub-

bles separated by oil have lower initial pressures than bubbles separated 
by water because 𝜎𝑔𝑤 > 𝜎𝑔𝑜. In this homogeneous pore geometry, the in-

terface curvatures of equally sized bubbles separated by oil and water 
are not vastly different since the contact angles 𝜃𝑔𝑜 and 𝜃𝑔𝑤 are close in 
values. Scenarios with larger variation in bubble size, or with gas bub-

bles trapped in more irregular pore geometries, can create less distinct 
bubble pressure disparities with respect to the surrounding liquid.

Fig. 5 highlights the different time scales for evolution of bubbles 
in the two liquids that arise because the gas permeability is higher in 
oil than in water (𝐽𝑜 > 𝐽𝑤). First, the bubbles separated by oil equili-

brate internally (local oil regime), and then this group of bubbles obtains 
a mutual equilibrium with the other bubbles separated by water (global 
water regime). In the local regime, the dominating mass transfers occur 
between gas bubbles surrounded by oil, while in the global regime the 
mass transfers occur between bubbles in oil and bubbles in water, and 
internally between bubbles in water. The phase permeabilities govern 
the presence and duration of these distinct regimes: The high permeabil-

ity (𝐽𝑜) determines the time scale for equilibration in the local regime 
while the low permeability (𝐽𝑤) determines the time scale for achieving 
thermodynamic equilibrium of the whole system in the global regime. 
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A larger difference in phase permeabilities renders the separation be-
tween the two regimes more visible. Finally, Fig. 5 (e) and (f) show that 
the presence of trapped oil surrounded by gas bubbles reduces the time 
taken by these bubbles to reach equilibrium internally.

As opposed to the two-phase gas/liquid cases (section 4.1), the 
three-phase ripening simulations in this homogeneous porous medium 
show that the equilibrium volumes of the gas bubbles depend on their 
surrounding liquid. Fig. 5 (b) and (d) show that bubbles surrounded 
by oil attain the largest size (volume of 16.48 × 103 μm2), bubbles sur-

rounded by water the smallest size (volume of 9.82 × 103 μm2), while 
bubbles surrounded by both liquids attain a medium size (volume of 
14.81 × 103 μm2). In an equilibrium state with equal bubble pressures 
(and 𝑃𝑜𝑤 = 0 Pa), the distinct bubble sizes in the two liquids must dif-

fer to balance the difference in the gas/liquid interfacial tensions. The 
behaviour of ripening in porous media differs from that in bulk liquid, 
where all the gas stabilizes in one of the liquids (section 2.1). In bulk liq-

uids, the bubble pressure decreases with increasing bubble size, whereas 
in porous media, bubble growth (within single pores) leads to increased 
bubble pressures as the gas/liquid interfaces move towards narrow pore 
throats. Hence, a gas/oil interface with lower interfacial tension invades 
farther into a pore throat to maintain the bubble pressure compared 
with a gas/water interface with higher interfacial tension. In the next 
section, we investigate how the oil/water capillary pressure impacts this 
behaviour.

The volume curves in Fig. 5 (b) and (d) also show that the 
intermediate-sized equilibrium volume attained by the two bubbles sur-

rounded by oil on three sides and water on one side is closer to the 
volume of bubbles in oil than the volume of bubbles in water. Further, 
Fig. 5 (f) shows that the equilibrium volume of gas bubbles contacting 

oil on one side and water on three sides (volume of 13.63 × 103 μm2) 
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Fig. 5. Evolution of the difference between bubble pressures and their average pressure (left column) and evolution of bubble volumes (right column) for N2 bubbles 
in the presence of oil and water in the 2D porous medium. Simulation results for (a, b) oil on left side and water on right side of the pore geometry (Fig. 4 (a)), (c, d) 
water on left side and oil on right side (Fig. 4 (b)), and (e, f) residual oil trapped in centre of the pore geometry (Fig. 4 (c)).
is barely higher than the volume of the four bubbles surrounded by 
water (volume of 13.49 × 103 μm2). From these results we infer that a 
progressively increasing gas/water interfacial area at the expense of a 
decreasing gas/oil interfacial area will lower the equilibrium volume of 
the gas bubbles.

We obtain the same equilibrium volume of gas bubbles in oil and 
water in Fig. 5 (b) and (d) although the initial gas volumes in the two 
liquids differ slightly with switched oil and water locations in the pore 
geometry, see Fig. 4 (a) and (b). A larger porous domain with main-

tained fractions of gas volume and number of bubbles surrounded by 
the different liquids will not alter the equilibrium volumes and pres-

sure of the gas bubbles. However, skewed distributions of gas volume 
fractions in the two liquids will generally give different results that also 
could involve complete dissolution of some bubbles in one liquid while 
bubbles in the other liquid could grow beyond the volume of a single 
pore.

4.3. Impact of oil/water capillary pressure on gas bubble ripening in porous 
media

Positive oil/water capillary pressure characterizes water-wet reser-

voirs. Here, we investigate the impact of 𝑃𝑜𝑤 on gas bubble ripening 
by conducting simulations for five positive 𝑃𝑜𝑤 on the same initial fluid 
configuration used in Fig. 4 (a). In the simulations we specify different 
but constant phase pressures for oil and water, while we calculate gas-

bubble pressures from equation (17). Otherwise, all other simulation 
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parameters are the same as in the last section. Fig. 6 depicts the initial 
and final configurations from ripening simulations with 𝑃𝑜𝑤 = 100 Pa 
and 𝑃𝑜𝑤 = 1 kPa. As expected, the oil/water interfaces reside farther 
into the pore throats for the case with higher 𝑃𝑜𝑤; this also impacts the 
shape of the two gas bubbles in contact with both liquids in the initial 
capillary equilibrium state.

Fig. 7 shows the pressure and volume evolution of the gas bub-

bles from the simulations with 𝑃𝑜𝑤 = 100 Pa and 𝑃𝑜𝑤 = 1 kPa. Supple-

mentary information S.3 presents similar results from simulations with 
𝑃𝑜𝑤 = 200 Pa, 𝑃𝑜𝑤 = 400 Pa and 𝑃𝑜𝑤 = 500 Pa that underpin the observed 
trends. For low 𝑃𝑜𝑤, pressure differences arise between bubbles in oil 
and water in the initial state because 𝜎𝑔𝑤 > 𝜎𝑔𝑜. Higher 𝑃𝑜𝑤 (obtained 
by increasing 𝑃𝑜 at constant 𝑃𝑤) reduces these pressure differences be-

cause the pressures of the bubbles surrounded by oil become higher.

The ripening takes shorter time with increasing 𝑃𝑜𝑤. Fig. 7 shows 
that thermodynamic equilibrium occurs after 3.88 × 103 h (≈ 162 days 
for 𝑃𝑜𝑤 = 100 Pa) and 1.95 × 103 h (≈ 81 days for 𝑃𝑜𝑤 = 1 kPa). This 
variance occurs because the final equilibrium volumes of bubbles sur-

rounded by the different liquids also depend on 𝑃𝑜𝑤, which leads to 
smaller total amount of transferred mass during the evolution for higher 
𝑃𝑜𝑤. As 𝑃𝑜𝑤 increases, the thermodynamic equilibrium states display a 
continuously decreasing margin by which bubbles in oil are larger com-

pared to those in water, from 6.67 × 103 μm2 for 𝑃𝑜𝑤 = 0 (Fig. 5 (b)) to 
−1.78 × 103 μm2 for 𝑃𝑜𝑤 = 1 kPa (Fig. 7). Interestingly, at 𝑃𝑜𝑤 = 1 kPa 
the equilibrium volume for gas bubbles surrounded by water is larger 
than for gas bubbles surrounded by oil, as opposed to the cases with 

lower 𝑃𝑜𝑤.
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Fig. 6. Configurations before (top) and after (bottom) ripening of N2 bubbles in 
the presence of oil and water in the 2D porous medium for (a) 𝑃𝑜𝑤 = 100 Pa and 
(b) 𝑃𝑜𝑤 = 1 kPa. Bubbles are in green, oil in red, water in blue, and solid grains 
in brown. The dimensions on the axes refer to the number of grid cells (×102) in 
each direction.

We highlight this effect in Fig. 8 (a), which shows how the equilib-

rium volumes for the groups of bubbles surrounded by either or both 
liquids vary with 𝑃𝑜𝑤 based on six three-phase simulations (including 
the case with 𝑃𝑜𝑤 = 0 Pa from Fig. 5 (b)). The equilibrium volumes 
of gas bubbles with fixed numbers of gas/oil and gas/water interfaces 
follow distinct, almost linear curves as a function of 𝑃𝑜𝑤. The bubble 
volume in oil decreases, and the bubble volume in water increases with 
higher 𝑃𝑜𝑤. For low 𝑃𝑜𝑤, the bubbles in oil are larger than those in wa-

ter, but at a sufficiently high 𝑃𝑜𝑤, the bubbles in water become larger 
than those in oil. Hence, the response to the raised initial pressure 
level for bubbles in oil compared to bubbles in water, due to increased 
oil/water capillary pressure is to reduce the bubble size in oil and in-

crease the bubble size in water at thermodynamic equilibrium. This 
is also a consequence of the behaviour of bubble expansion in porous 
media, which leads to higher bubble pressure as narrow pore throats 
confine the growth. The equilibrium volume of gas bubbles depends on 
the interfacial tension between gas and surrounding liquids, the frac-

tion of gas/oil and gas/water interface area of the bubbles, and the 
oil/water capillary pressure. Further work will explore how irregular 
pore geometries and wetting state impacts these results.

We validate the final states from our simulations using analytic 
pressure-volume relations previously developed for bubbles in two-

phase fluid systems in a similar pore geometry [63]. Here, we adopt 
this analytic framework to determine simultaneously the two volumes 
of a gas bubble surrounded by water and a gas bubble surrounded by 
oil under the constraint of equal gas bubble pressures at prescribed 𝑃𝑜𝑤. 
Supplementary information S.4 describes our solution procedure. With 
this approach we construct isocurves for constant 𝑃𝑜𝑤 that describe the 
relations between the two bubble volumes, see Fig. 8 (b). These curves 
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determine the analytic bubble volumes for the converged bubble pres-
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sure in the simulations. We calculate the volume of bubbles in contact 
with both liquids by comparing the analytic solutions for the bubble 
volumes surrounded by a single liquid. To evaluate the accuracy of sim-

ulated bubble volumes we calculate the root mean square error for each 
simulation as follows:

𝐸𝑅𝑀𝑆 [%] =

√√√√ ∑
𝑗=𝑤,𝑜,𝑜𝑤

(
𝑉𝑔(𝑗)an. − 𝑉𝑔(𝑗)sim.

𝑉𝑔(𝑗)an.

)2

× 100 (24)

where 𝑉𝑔(𝑗)an. and 𝑉𝑔(𝑗)sim. are the analytic and simulated volumes of 
gas bubbles in contact with liquids 𝑗. Fig. 8 shows that the simulated 
results are in good agreement with the analytic results. The highest 
𝐸𝑅𝑀𝑆 is 2.4% which occurs for the simulation with 𝑃𝑜𝑤 = 100 Pa.

5. Conclusions

This work has investigated how the presence of both oil and wa-

ter impacts Ostwald ripening of gas bubbles in a homogeneous porous 
medium with identical pores. To this end, we present a numerical model 
for ripening in three-phase systems that couples the multiphase level 
set method for capillary-controlled displacement [39,40] with calcu-

lations of mass transfer between bubbles to eradicate differences in 
the chemical potential of the gas component. The method extends the 
level-set approach for Ostwald ripening in two-phase systems [25] to 
three-phase fluid configurations where mass transfer between bubbles 
occurs through oil and water and across oil/water interfaces.

Two-phase simulations show that gas bubbles occupying single pores 
evolve toward a state of thermodynamic equilibrium where they all 
have equal volume [26,28]. However, for three-phase fluid systems in 
homogeneous porous media, our results show that ripening stabilizes 
gas bubbles in oil to one size and bubbles in water to another size, while 
bubbles surrounded by both oil and water attain intermediate sizes. The 
disparity of these bubble volumes depends on the two gas/liquid inter-

facial tensions, the fractions of bubble interface area with oil and water, 
and the oil/water capillary pressure. Variation of the initial bubble sizes 
in the two liquids (for the same total gas volume) does not impact the 
equilibrium state after ripening.

Bubble volumes in oil decrease, and bubble volumes in water in-

crease as functions of oil/water capillary pressure. Further, bubbles in 
oil are larger than bubbles in water at low oil/water capillary pressure, 
whereas for high oil/water capillary pressure it is the opposite. Ana-

lytic bubble volume calculations at equilibrium in this pore geometry 
confirm these trends and validate the numerical results.

The time it takes to reach equilibrium depends on oil/water capillary 
pressure, phase permeability of gas in the surrounding liquids, and the 
bubble distribution in the pore geometry. The effect of increasing the 
oil/water capillary pressure is to reduce the difference in equilibrium 
size of the bubbles in the two liquids and hence the amount of mass 
transfer, leading to a shorter evolution time. Higher gas permeability in 
oil than in water leads to a regime where gas bubbles in oil reach local 
equilibrium first, followed by a global regime with equilibration of the 
whole three-phase system.

These findings show a rich ripening behaviour in three-phase sys-

tems (even in homogeneous porous media) with striking differences to 
the ripening behaviour in two-phase systems [22,25,26,28,64]. Three-

phase ripening can form larger gas ganglia in one of the liquids. As large 
ganglia are more prone to gas mobilization, this increases the possibility 
for gas displacement and reduction of trapped gas saturation in subsur-

face gas storage applications. Hence, we cannot use two-phase ripening 
observations to predict residual volume distributions after three-phase 
ripening.

The findings may have important implications for understanding 
capillary-gravity equilibrium of gas bubble configurations at the reser-

voir scale [21,27]. For a migrating gas (or supercritical CO2) plume 
in an oil reservoir, our results suggest that, in the oil/water transition 

zone where oil/water capillary pressure varies with depth, the volume 
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Fig. 7. Evolution of the difference between bubble pressures and their average pressure (left column) and evolution of bubble volumes (right column) for N2 bubbles 
in the presence of oil and water in the 2D porous medium. (a) and (b) 𝑃𝑜𝑤 = 100 Pa, and (c) and (d) 𝑃𝑜𝑤 = 1 kPa.

Fig. 8. Relationships between equilibrium volumes of N2 bubbles after ripening in the presence of oil and water in the 2D porous medium. (a) Bubble volumes as a 
function of 𝑃𝑜𝑤 from six simulations (open circles), analytic results (crosses), and fitted linear curves (dashed lines), for bubbles surrounded by oil (green), water (blue), 
and both oil and water (red). (b) Bubble volume in water as a function of bubble volume in oil for six constant 𝑃𝑜𝑤 based on analytic solutions constrained by equal 
bubble pressures (solid curves). Data points from the simulated results (open circles) and corresponding analytic results (crosses) are also shown together with the line 
that corresponds to equal bubble volumes in oil and water (dashed line).
fractions of trapped gas within each of the oil and water phases also 
vary with depth. Hence, three-phase ripening investigations could po-

tentially provide a basis for developing refined trapping models [65,66], 
that can differentiate the amount of trapped gas surrounded by the dif-

ferent liquids, for use in reservoir simulation of storage processes.

Although the presented numerical pore-scale model can handle arbi-

trary pore geometries and fluid configurations, the focus here has been 
on simulating a nitrogen-decane-water fluid system in an idealized ge-

ometry. Future work should investigate three-phase ripening scenarios 
with skewed initial distributions of gas bubbles trapped within oil and 
water, where gas ganglia can grow over multiple pores or dissolve com-

pletely (as previously explored for two-phase scenarios [25,64]). It is 
also important to consider heterogeneous media and 3D pore geome-

tries, and to replicate the displacement history in the reservoir as initial 
condition for the ripening investigations. Microfluidic experiments of 
three-phase ripening scenarios could also provide input parameters to 
models and serve model validation.

Finally, gas storage in a subsurface reservoir can occur for a variety 
of miscibility conditions and wetting states, and future works should 
assess the impact of these factors on ripening evolution. Two-phase in-
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vestigations show that the evolution time of ripening depends strongly 
on the gas type [21,25], while the nature of the gas bubble evolution re-

mains the same [25]. However, in a three-phase scenario, the gas type 
impacts the gas/liquid interfacial tensions and the wetting behaviour 
of the three fluids [e.g., 34], in addition to the time scales. Hence for 
three-phase ripening investigations it is important to use the correct gas 
under the appropriate reservoir conditions for the gas storage applica-

tion.
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