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Abstract

The Norwegian Ministry of Petroleum and Energy Commissions report shows
that the government is making a large step closer to its ambition of allocating
regions for 30,000 MW offshore wind via way of means of 2040. According to
a report by IRENA, offshore wind operation and maintenance (O & M) costs
make up a significant portion of the overall cost of electricity for offshore wind
farms in G20 countries, ranging from 16-25%. To address this issue, it is es-
sential to explore methods for improving operational reliability and reducing
the maintenance costs of wind turbines. One promising approach is predic-
tive maintenance, which involves leveraging data collected from sensors already
equipped with the turbines to detect and address potential issues before they
become more serious. Predictive maintenance is important in wind farms to
reduce downtime and optimize the performance of wind turbines. Various ro-
tating components in wind turbines make them complicated machinery, and if
any of those parts fails, it can cause the entire turbine to shut down. This can
result in lost revenue for the wind farm operator and lead to higher maintenance
costs if the problem is not addressed quickly. This can be possible through a
Supervisory Control and Data Acquisition (SCADA) system, which collects and
analyzes data from various turbine components. We have developed a method
for detecting and monitoring failures in critical components such as the gearbox
and generator, based on historical SCADA data. Our approach utilizes ma-
chine learning models, specifically extreme gradient boosting (XGBoost), and
has been tested on two real-world case studies involving eight different turbines.
The outcomes show both the effectiveness and usefulness of our technique for
boosting wind turbine reliability and minimizing maintenance costs.
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1. Introduction

There is little doubt that the global energy sector has a large role in green-
house gas emissions. To reduce carbon emissions, sustainable low-carbon de-
velopment is necessary. Modern energy requirements have pushed renewable
energy forward significantly. Wind energy is generating a lot of interest from
renewable energy investors due to its advantageous characteristics. Wind en-
ergy is a renewable energy source that is free of pollution and has very high
growth potential[l]. The number of wind turbines in use has risen as a result
of the rapid development of wind power. However, components such as blades,
bearings, gears and generators are susceptible to failure, resulting in higher
maintenance and operational costs. To improve the reliability of wind turbines
and prevent potential accidents, it is essential to monitor their condition and
detect faults. This can help reduce economic losses and support the continued
growth of the wind power industry through effective maintenance and planning.

In an effort to eliminate emissions related to climate change by 2040, the
Norwegian government’s goal is to increase the country’s total wind power ca-
pacity to 12-14 gigawatts (GW) by 2030 and 30-34 GW by 2040. As stated
in the 2021 annual report of the IEA Wind TCP - Global Wind Energy Re-
search Collaboration, wind energy in Norway generates 11.8 TWh of electricity,
representing 8.5% of the country’s total electricity consumption [2].

According to recent studies, there is a growing trend towards the installation
of wind turbines in offshore environments rather than onshore. However, this
shift brings with it a higher level of complexity when it comes to maintaining
such equipment. The International Renewable Energy Agency (IRENA) has
reported that offshore wind operation and maintenance (O & M) costs make up
a significant proportion of the total cost of electricity for offshore wind farms in
G20 countries, typically ranging from 16% to 25%.

To reduce these costs, there is a need to optimize O & M practices and min-
imize unscheduled maintenance. This can be achieved through advancements
in data collection and analytics, which can enable predictive maintenance and
improve production output optimization. Therefore, it is essential to explore
innovative solutions that allow for more efficient and cost-effective O & M prac-
tices to be developed and implemented in the offshore wind industry([3].

A wind turbine is a device that utilizes rotating blades to harness the energy
of the wind and transform it into electrical energy through drive trains. These
drive-trains can be classified into two types: direct drive and gear type, which
utilizes a gearbox[4]. Both types have a hub as their input, a main shaft as
their transfer, and a generator as their output. Other essential components of
a wind turbine include main shaft bearings, mechanical brake, shaft bearing,
yaw systems, power electronic systems, and hydraulic and cooling systems. The
gearbox and generator play crucial roles in the conversion of energy from the
wind turbine components mentioned above.

To reduce weight and enhance the transmission ratio, planetary transmis-
sion is widely used in wind turbine gearboxes, which operate in high-altitude
nacelles[5]. This has resulted in the design of planetary/spur gearbox systems,



where the spur gearbox is the fixed gearbox stage. Wind turbine gearboxes have
a fixed gearbox stage that increases the rotational speed of the planetary gear,
leading to induced vibration, which manifests as strong noise in the gearbox
[6]. However, diagnosing faults in the gearbox system can be difficult due to
the random nature of wind and the time-varying rotational speed. When wind
hits the turbine’s blade, the kinetic energy is converted into rotational energy
by the shaft connected to the blade. The moving shaft is then connected to a
generator that produces electrical power through electromagnetism [3].

In gearbox-driven wind turbines, the double-fed induction generator is ex-
tensively used. Its operation mode is based on the rotational speed of the rotor
winding’s and stator windings connected to the transformer. The rotor wind-
ings are connected to the power grid via an inverter, which controls slip power
depending on the rotor’s rotational speed. The rotor sends electricity to the
grid at ultra-synchronous pace, while the stator transfers all lively electricity
to the grid on the synchronous pace of the generator [7]. The generator shaft
is supported by bearings and is one of the most critical components in a wind
turbine. As the shaft continuously rotates, bearing damage may occur, and
effective fault detection is necessary.

Wind turbines are often deployed in harsh and remote locations, such as
offshore environments, to maximize wind motion. Maintenance can be risky
and costly, requiring using cranes or helicopters to raise upkeep crews. There-
fore, monitoring the equipment is necessary to avoid such activities and perform
maintenance when needed. Organizations typically adopt reactive, preventive,
or predictive maintenance programs to increase operational reliability and de-
crease costs. In reactive maintenance, repairs are performed when components
become defective. Preventive maintenance is achieved at a ordinary price to
keep away from failures, however the challenge is figuring out while to carry out
maintenance. Organizations use a conservative approach in planning mainte-
nance for safety-critical equipment, which can result in machine life being wasted
if maintenance is scheduled too early. Predictive maintenance is an effective ap-
proach because it predicts when failure will occur and schedules maintenance
just before it [8].

This has resulted within side the layout of planetary/spur gearbox systems,
wherein the spur gearbox is the constant gearbox stage. Wind turbine gear-
boxes have a fixed gearbox stage that increases the rotational speed of the
planetary gear,leading to induced vibration, which manifests as strong noise in
the gearbox[5]. However, because wind is stochastic and the rotational speed
changes over time, diagnosing problems in the gearbox system can be difficult.
When wind hits the turbine’s blade, the kinetic energy is converted into rota-
tional energy by the shaft connected to the blade. The moving shaft is then
connected to a generator that produces electrical power through electromag-
netism [3]. In gearbox-driven wind turbines, the double-fed induction generator
is extensively used depending on the rotational speed of the rotor windings and
stator windings connected to the transformer. The rotor windings are linked
to the power grid through an inverter that regulates slip power according to
the rotational speed of the rotor. The generator sends power to the grid at a



frequency slightly above or below the grid frequency, at the same time as the
stator transfers all energetic strength to the grid on the synchronous pace of
the generator. This system allows the wind turbine to generate electrical power
efficiently and effectively. However, the generator shaft is a critical component
that requires effective fault detection and maintenance to prevent costly and
dangerous failures, especially in remote or offshore locations. Maintenance ac-
tivities can be dangerous and costly, requiring the use of cranes or helicopters
to lift maintenance crews. Therefore, monitoring the equipment is necessary to
avoid such activities and perform maintenance when needed.

1.1. Maintenance optimization in Wind industry

Organizations normally undertake reactive, preventive, or predictive mainte-
nance programs to increase operational reliability and decrease costs. In reactive
maintenance, repairs are performed when components become defective. Pre-
ventive maintenance is carried out at a regular rate to avoid failures, but the
challenge is determining when to perform maintenance. Organizations use a
conservative approach in planning maintenance for safety critical equipment,
which can result in machine life being wasted if maintenance is scheduled too
early. Predictive maintenance is an effective approach because it predicts when
failure will occur and schedules maintenance just before it[8].

Predictive maintenance relies on condition monitoring (CM), which allows
maintenance of equipment and components that are likely to fail, and replace
them at the appropriate time[9]. By carrying out maintenance just-in-time, pre-
dictive maintenance can help asset managers bridge the gap between reactive
and scheduled maintenance. Predictive maintenance involves estimating the re-
maining useful life, detecting anomalies and identifying faulty components that
need fixing. The challenge of predictive maintenance can be addressed through
first-principles modelling, which is based on a physics-based approach that does
not require data from the wind turbines, but requires a substantial amount of
expert domain knowledge. It involves deriving equations that describe the sys-
tem’s behavior and using them to determine how the equipment will degrade
and eventually fail over time. On the other hand, data-driven modeling does
not require expertise in the system evaluation but instead requires significant
amounts of data collected from the real-world system. Statistical and machine
learning techniques are then used to develop models based on the data to un-
derstand the system’s behavior and how it fails [10]. Hybrid approaches, where
data-driven strategies are used to fill gaps in knowledge about the system’s first
principles, are also being explored.

Autonomous condition monitoring systems have seen a rapid increase in
popularity over the past decade, with wind turbines being one of the equipment
types monitored. One strategy for condition monitoring is to retrofit vibration
sensors, strain gauges, or oil particle counters to sub-components of the tur-
bine for localized monitoring[11]. However, the cost of retrofitting sensors and
collecting and analyzing data for performance insights can be a problem with
this strategy[12]. Wind turbines are already equipped with sensors that record
data on equipment status. These sensors form part of a Supervisory Control



and Data Acquisition (SCADA) system that was initially installed for moni-
toring and operating the turbine system. However, engineering data obtained
from this system is now being used to identify anomalies and assess the health
status of wind turbines, allowing for data-driven predictive maintenance[13].
The SCADA system’s sensors are typically located in the turbine’s main com-
ponents, and data is usually sampled at 10-minute intervals, making it easy to
transfer and store data in a database for later retrieval[14].

Wind turbines equipped with SCADA systems record various wind and per-
formance parameters such as wind speed, power output, rotor speed, blade pitch
angle, tower and drivetrain acceleration, bearing temperature, and gearbox tem-
perature. The data captured by SCADA systems can be utilized for fault detec-
tion and prognosis activities[15]. The availability of this data has facilitated the
development of a condition monitoring system based on SCADA data analysis,
which can be assessed at various granularities. Monitoring at the sub-component
level, such as the drivetrain, can help to detect faults more accurately. On the
other hand, monitoring at the whole wind turbine level by combining signals
of different components can provide a higher-level warning[9]. To prioritize
components for monitoring, the decision should be based on their failure rates
and downtime per failure. Components that are more prone to failure and have
longer lead times for replacement should be given more attention[16]. According
to a survey conducted on two wind farms in China, 68% of the total downtime
was caused by faults in the generator, converter, and pitch systems|[17].

Typically, SCADA systems provide data that represents both normal and
faulty operations. However, sometimes we may lack sufficient data for faulty
operation, for instance, when some sensors are broken. In such cases, we can
build a mathematical model of the equipment and estimate its parameters using
available sensor data. To generate failure data, we can then simulate this model
with various fault states under different operating conditions. This generated
data can then be used alongside sensor data to develop our algorithm. After
acquiring the data, the next step is to remove outliers and filter out noise from
the data to ensure its accuracy[8]. In our research, we only have sensor data for
normal operation and not for faulty operation. Therefore, in order to develop an
algorithm for predictive maintenance, it is essential to construct a mathematical
model of the wind turbine and generate failure data. This process requires
extensive knowledge of the wind turbine’s performance. In this paper, we will
review various approaches that have used SCADA data for wind turbine fault
detection and prediction. Our contribution to knowledge will involve:

1. developing a data-driven approach for predictive maintenance using SCADA
data without failure data

2. validating the approach with data from a different wind farm having failure
data.

1.2. Outline

In this research, we intend to examine data obtained from a wind farm
located in France that is managed by ENGIE. The wind farm comprises four



2MW wind turbines. Section 2 of the paper will review previous research related
to the ENGIE dataset and similar solutions proposed by other studies. In Sec-
tion 3, we will outline our methodology for identifying failures by pre-processing
the data, developing a model, and performing post-processing. The findings of
our approach will be showcased in Section 4, where we will demonstrate its
application through a real-world case study conducted on an operational wind
farm situated in Meuse, France. To assess the efficacy of our proposed solution,
we will compare its performance against data obtained from a wind farm that
already has documented failure data. In Section 5, we will discuss the effective-
ness and practicality of our fault detection algorithm, and in Section 6, we will
summarize the study and consider possible future steps for this research.

2. Literature Review

In recent years, machine learning techniques have been used to achieve pre-
dictive maintenance by developing inductive models that can learn the under-
lying structures in SCADA data of wind turbines. These models can predict
potential faults and anomalies in advance[8]. Many of the existing studies in
this field have utilized supervised methods such as regression or classification.
These methods offer the benefit of establishing a clear relationship between in-
put and output variables[18]. This section will review the current research on
regression-based anomaly detection and its application to the ENGIE dataset.

2.1. Regression-based research works

Wind farms utilize a technique called condition monitoring, which involves
constructing a model of the typical behavior of wind turbines and their com-
ponents. This approach entails using a set of independent input variables, like
wind speed, to create a regression model that can predict a numerical depen-
dent output variable, such as power, under the assumption that the component
is ideal. One critical aspect of wind turbine power curve modeling is that the
power curves provided by manufacturers were tested under specific weather con-
ditions, which may differ from those at the installation site [19]. To address this
challenge, a study [20]compared four data-mining techniques, namely, cluster
center fuzzy logic, neural network, K-Nearest Neighbour, and Adaptive Neuro-
Fuzzy Inference System (ANFIS), to monitor wind turbine power output and de-
tect deviations. The models were initially created using only one input variable,
wind speed, and an output variable, power. However, by incorporating wind
direction and ambient temperature as input variables, the models fit better with
the data. The research concluded that ANFIS, which combines neural networks
and fuzzy theory, achieved the highest performance. A study [21]investigated
the use of machine learning to model wind turbine components, specifically the
generator, comparing the performance of extreme gradient boosting (XGBoost)
and long-short term memory (LSTM) based on mean absolute error (MAE).
Results showed that XGBoost had a lower MAE and was more computation-
ally efficient, executing 150 times faster than LSTM. The predicted outcomes



were compared with field measurements to detect anomalies. A separate in-
vestigation [22] has devised a framework for anomaly detection and parameter
identification. This framework utilizes an auto-encoder neural network, which
incorporates an LSTM network within its neuronal structure. A support vec-
tor regression-based adaptive threshold was applied to decrease the false alarm
rate for anomaly detection. To validate the effectiveness of this approach, the
researchers employed SCADA data from a wind farm situated close to the south-
ern coast of Ireland. In another investigation [12], SCADA data was utilized,
specifically focusing on the generator temperature and gearbox oil temperature
aiming to establish a baseline temperature model. The variations between the
predicted and actual values was calculated and analyzed using an exponentially
weighted moving average (EWMA) control chart proposing a fixed threshold vs
dynamic threshold for fault detection.

In study [23], an adaptive elastic network was used for feature selection, and
a combination of convolutional neural network (CNN) and long-short term mem-
ory (LSTM) was employed to establish logical relationships between observed
variables. This method was effective in detecting over-temperature in the high-
speed side of the gearbox bearing. Another study [24] proposed a model for
detecting abnormal spikes in wind turbine components by adjusting tempera-
ture data for the effects of ambient temperature and power output. Regression
models were built using input variables (power output and ambient tempera-
ture) and an output variable (component temperature). Linear regression was
selected as the best model, and the residual between the model’s output tem-
perature and raw temperature data was used to detect abnormal component
behavior. Predictive analytics of wind turbine gearbox based on support vec-
tor regression (SVR) models for accurate prediction of gearbox oil and bearing
temperature were carried out in another study [25]. Statistical tests were used
to analyze the residuals and establish the robustness of the tested SVR model.
The Mahalanobis distance method was applied for feature selection in another
study [26], reducing the input variables fed into the LSTM prediction model.
Fault detection was measured using the error between the predicted tempera-
ture of component wih the actual measurement [27] yielded more efficient and
accurate results, lowering root mean square error by 4% compared to traditional
backpropagation neural networks. Parameters of SCADA measurements used
to build data-driven normal behavior models using SVR with a Gaussian kernel
and principal components analysis (PCA) to orthogonalize and reduce feature
dimensions.

In the study [28], a comprehensive methodology for fault detection of wind
turbines using artificial neural networks and statistical process control was pro-
posed. The methodology was tested on an operational wind turbine in Italy to
compare its effectiveness and applicability. The evaluation concerned evaluat-
ing the normal behavior model of a healthy wind turbine with that of a target
faulty turbine, and the results showed that faults could be detected two weeks
prior to occurrence.



2.2. Related works on dataset

A study [18] proposed a new approach to predicting anomalies in wind tur-
bines by combining LSTM and XGBoost models. The model was trained on
a labeled dataset (LDT dataset) and then transferred to an unlabeled dataset
(Engie dataset) to detect anomalies for wind farm operators who lack access to
historical data. Another study [29] developed a system for signal reconstruction
from low correlated parameters when SCADA sensors fail to send data. The
goal of the model was to predict wind power using other SCADA parameters.
The study explored linear and non-linear algorithms and used multiple linear
regression, random forest, and Cartesian genetic programming evolved Artifi-
cial Neural Network (CGPANN) to inform the generalized model. In a different
study[22], the Gaussian mixed model was used to cluster operating conditions of
mechanical equipment to detect anomalies without mixing them up with normal
operating conditions. The isolation forest method was used to identify critical
attributes responsible for equipment degradation.

One another study [30] applied the improved dragonfly algorithm (IDA) to
choose optimal parameters of support vector machine (SVM) for short-term
wind power forecasting. The hybrid model (IDA-SVM) outperformed the tra-
ditional grid search algorithm (Grid-SVM). These studies demonstrate effective
methods for condition monitoring and wind power forecasting. The IDA-SVM
model utilized adaptive learning factors and differential evolution strategies to
enhance the optimization ability of the dragon algorithm (DA) and was em-
ployed on the ENGIE dataset during various seasons.

Lastly the study [31], evaluated the k-means-based Smoothing Spline hybrid
model using the ENGIE dataset as a validation set and demonstrated that it
provides the most accurate power curve based on better goodness of fit statistics
compared to other k-medoids++ -based Gaussian hybrid models.

3. Methodology

This study aims to develop a reliable workflow using XGBoost for detecting
faults in wind turbines. The main objective is to create a predictive mainte-
nance system that can identify potential issues without prior knowledge of what
those faults might look like, in the absence of failure data. Previous research
has explored predictive maintenance for wind turbines using machine learning
and SPC based on SCADA data, as discussed in section 2. However, these stud-
ies have typically relied on available failure data, maintenance logs, alarm logs,
or status logs from the same wind farm. In contrast, our study will validate
our model’s predictive performance using data from a different wind farm with
failure data, utilizing transfer learning. Our approach aims to assess the effec-
tiveness of our methodology in predicting failures when there is no historical
data available for the wind farm under investigation.

Main steps of our approach are as below:

1. Data acquisition and pre-processing: We gather data from open-source

platforms, perform data cleaning, remove outliers, and filter out normal
operational data points for further model processing.



2. Model processing: We build models for each turbine in the wind farm to
represent normal behavior.

3. Post-processing: We evaluate the deviations between the model predic-
tions and actual measured data using the z-score threshold chart.

Overall, our study aims to develop a robust workflow for fault detection in wind
turbines that can be applied even in the absence of failure data.

To develop our fault detection model, we first create a representation of
the wind turbines’ normal behavior under healthy conditions. We assume that
this model will always provide accurate information about the turbine’s health
status. During the testing phase, we use the model to predict the wind turbine’s
health status. This healthy reference state will serve as a benchmark for asset
managers. When new SCADA data is acquired, we compare the deviations
between the healthy wind turbine model and the latest data. We monitor these
deviations using a Z-score chart, and any data points outside the allowable
fault threshold are considered anomalous. To validate our approach, we train
the model on new data from a different wind turbine that has failure data. Only
after successful validation, do we deem the model ready for real-time monitoring.

In summary, our approach involves building a reliable fault detection model
based on a representation of normal turbine behavior, which can be used to
predict the turbine’s health status. The Z-score chart is used to monitor de-
viations between the model and real-time data, and any anomalies are flagged
for further investigation. Successful validation using data from a different wind
turbine with failure data is necessary before deploying the model for real-time
monitoring.

3.1. Data acquisition and data pre-processing

To develop a reliable model for wind turbines, historical monitoring data
was collected from the La Haute Borne wind farm in Meuse, France. The
data was obtained from the wind farm’s SCADA system, which provides real-
time monitoring and control information. The wind farm is operated by ENGIE
Green and has four wind turbines based on Senvion MM82 technology. The data
includes 34 parameters, such as average, maximum, minimum, and standard
deviation, sampled at a frequency of 10 minutes. In this study, only the average
values were used as they contain the most significant information. The wind
turbines at La Haute Borne are characterized by a power of 2050kW and a
rotor diameter of 82m and a hub height of 80m. The study considers several key
parameters, including active power, wind speed, outdoor temperature, generator
bearing temperature, gearbox bearing temperature, generator speed, gearbox
oil sump temperature, rotor speed, and nacelle temperature. The cut-in wind
speed is 3. 5bm/s, the rated wind speed is 14.5m/s, and the cut-out wind speed
is 25m/s.

3.2. Feature selection

To determine the healthy behavior of a wind turbine, it’s crucial to identify
the input and output variables. However, it can be challenging to determine
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these variables since the SCADA system’s sensors measure numerous param-
eters. Therefore, this study relied on a literature review to identify the best
combinations of variables needed to monitor critical components, such as the
gearbox and generator. The bibliographic search involved several methods to
arrive at a list of the most influential variables. Table 1 displays the input and
output variables defining the behavior of the components of interest based on
the scientific literature review.

Table 1: Input and output variables for gearbox and generator components for various models

Component Gearbox Generator
Nacelle temperature Nacelle temperature
Rotor Speed Active Power

Input variables Active Power Generator stator temperature
Outdoor temperature Generator speed

Gearbox oil sump temperature
Output variables Gearbox Bearing Temperature Generator Bearing Temperature
Ref [31,33,38] [11,20,35]

3.8. Regression Based model

The performance of wind turbines is influenced by a variety of factors, in-
cluding the stochastic nature of wind. To effectively model these turbines, an
algorithm must be able to accurately capture the complex relationship between
the variables that define the system’s behavior. In this study, we will analyze
the use of regression models to build a healthy behavior profile for WT com-
ponents using input and output variables. To accomplish this, we will divide
the dataset instances into training and testing sets, with a 70:30 split for each
component model. Model accuracy on the training set will be compared to that
of the test set to identify any instances of overfitting.

The input variables used in this study have different dimensions and ranges,
making it necessary to standardize their values within a defined range. The
sklearn standard scalar function was used to standardize the input variables.
This function calculates the z-score of the variables using the mean and standard
deviation of the output variables, transforming them into z-scores as shown in
equation 1.

T —H
i=o 1)
where x is the input variable, p is the mean of the input variable, o is the
standard deviation of the input variable, and z is the transformed variable (i.e.
the Z-score).

In this study, the input variables of the training set will be utilized to pre-
dict the output variables belonging to the same set, analyzing their interrela-
tionships. The training accuracy is defined by how well the model forecasts the
output variable. Subsequently, the model will be tested on the input variables

11



from an unseen test set to predict the output variable. The model’s accuracy
will then be evaluated based on how accurately it predicts the output variable.
The predicted output variables, which represent the healthy state of the WT,
will then be compared to the actual measured values. We will begin with a
basic model, which involves using multiple linear regression (MLR), decision
tree regression, and random forest regression. Later on, we will compare the re-
sults obtained from the linear model with non-linear algorithm, namely, extreme
gradient boosting (XGBoost).

3.8.1. Multi linear regression

Multiple Linear Regression (MLR) is a statistical model used to analyze
the relationship between two or more input variables (predictors) and a single
output variable response [32]. It is a linear approach where the output variable
is represented as a linear combination of the input variables using regression
coefficients [33]. The MLR model can be expressed by the following equation:

y = Po+ Prx1 + Baxa + -+ Bpxp + €

where y is the output variable, x; are the input variables, §; are the regression
coefficients, By is the intercept, p is the number of input variables, and € is the
error term. The goal of the MLR model is to find the best set of regression
coefficients that limit the sum of squared errors (SSE) among the predicted and
actual values of the output variable [33].

The MLR model utilizes the method of Ordinary Least Squares (OLS) which
estimates the regression coefficients by calculating the partial derivative of SSE
with respect to each regression coefficient and setting it to zero which minimizes
the SSE[33]. The solution for the regression coefficients can be represented by
the following equation:

B=(XTX)"' X"y

where 3 is the vector of estimated regression coefficients, X is the matrix of
input variables, y is the vector of output variables, and (X7 X)~! is the inverse
of the matrix X7 X.

The MLR model is a simple and efficient method to model the relationship
among a couple of input features and a single output feature. However, it
assumes that the connection among the input and output variables is linear,
and that there is no multicollinearity between the input variables [33].

3.3.2. Decision Tree regression

Decision tree regression is a machine learning algorithm that works by re-
cursively splitting the dataset into subsets, using a set of decision rules based
on the input features, to predict the output variable [34]. The algorithm tries
to find the best decision rule that splits the dataset in a way that minimizes the
variance of the output variable inside every subset.

The decision tree is constructed in a top-down manner, where the algorithm
starts with the entire dataset and recursively splits it into smaller subsets based
on the values of the input features. The splitting process is achieved in a way
that maximizes the homogeneity of the output variable within each subset. The
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Homogeneity is normally measured with a metric inclusive of mean squared
error (MSE) or mean absolute error (MAE)[35].

The decision tree continues constructing until criterion is match for example
a maximum tree depth or a minimum number of samples required to split a
node. The prediction for a given input instance is the average value of the
output variable for all the training instances that fall within the same leaf node
navigating the completed tree starting from root to leaf node corresponding to
input instance[36].

The decision tree regression model can be represented mathematically as
follows:

1. Given a dataset D = (x1, y1), (x2, y2), ..., (xn, yn), where z; is the input
feature vector and y; is the corresponding output variable, the goal is to
learn a decision tree that can predict the output variable y for a new input
feature vector x.

2. The construction of a decision tree involves iteratively dividing the dataset
into smaller subsets, based on the input feature values, utilizing a prede-
termined set of decision rules.

3. Each internal node of the tree represents a decision rule, and each leaf
node represents a prediction for the output variable.

4. The decision tree is constructed in a top-down manner, where the algo-
rithm starts with the entire dataset and recursively splits it into smaller
subsets primarily based on the values of the input features.

5. The splitting process is done in a way that maximizes the homogeneity of
the output variable within each subset, as measured by a metric such as
MSE or MAE.

6. The decision tree is built until a stopping criterion is match, like a max-
imum tree depth or a minimum number of samples required to divide a
node.

7. Once the tree construction is completed, it can predict the output variable
for new input instances by navigating the tree from the root node to the
leaf node corresponding to the input instance.

8. The prediction for a given input instance is the average value of the output
variable for all the training instances that fall within the same leaf node.

Overall, the decision tree regression model is a powerful and interpretable ma-
chine learning algorithm that can be used to predict the output variable based
on a set of input features.

3.8.3. Random forest regression

Random forest regression is a type of technique that constructs many de-
cision trees by randomly selecting samples and features from the dataset and
combines their predictions to produce a more accurate output[37].

The random forest algorithm follows the following steps:

1. Randomly choose 'k’ features from a pool of 'm’ features, where 'k’ is
significantly smaller than 'm’.
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2. Determine the node D by evaluating the best split point among the se-
lected 'k’ features. Randomly select 'k’ features from a set of 'm’ features,
where 'k’ is much smaller than 'm’. Identify the node D by calculating
the optimal split point from the chosen ’k’ features.

3. Divide the node into sub nodes based on the optimal split.

4. Tterate through steps 1 to 3 until either the number of nodes surpasses the
minimum threshold or no further enhancements can be achieved.

5. Construct the forest by repeating steps 1 to 4 for a total of ”n” iterations,
resulting in the creation of "n” individual trees.

The output of the random forest model is calculated by taking the average of
the outputs of all the decision trees [38].
The formula for calculating the output of a random forest model is as follows:

v= > 4@ @

where ‘y’ is the predicted output variable, ‘n’ is the total number of decision
trees, and ‘fi’ is the output of the i-th decision tree.

In summary, the random forest regression model is a powerful and flexi-
ble machine learning technique that can predict complex relationships between
variables in a given dataset.

3.8.4. XGBoost regression

XGBoost is a powerful and widely-used machine learning algorithm based on
the gradient boosting machine learning method, especially for predictive mod-
eling tasks that require high performance found on idea of iteratively training
weak models and combining them into a strong one[39]. It is widely used for
supervised learning problems inclusive of regression and classification. It has
received huge recognition in latest years.

XGBoost employs an ensemble of decision trees to make predictions. It uses a
technique called boosting to iteratively improve the performance of the decision
trees. At each iteration, the algorithm adds a new decision tree that tries to
accurate the mistakes of the preceding trees. The final output is aggregation of
the predictions of all the trees in the ensemble. Overall the algorithm works by
creating an ensemble of decision trees, where each tree is built to correct the
errors of the previous tree. XGBoost also incorporates regularization techniques
to prevent over-fitting and improve the model’s generalization performance[40].

The algorithm is optimized for speed and performance by implementing par-
allel processing, tree-pruning, and caching features. The objective function used
in XGBoost is the aggregation of the loss function and a regularization term.
The loss function calculates the difference between the predicted and actual
values, while the regularization term prevents over-fitting. The regularization
term is a penalty on the complexity of the model, calculated as the sum of the
squares of the model parameters[39].

The XGBoost algorithm can be formulated as follows:
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1. Given a training set of N examples (x1,y1), (x2,y2), ..., (xN,yN), where xi
is a vector of input features, and yi is the corresponding output value.
2. Initialize the prediction value for each example to zero.
3. For each iteration m = 1,2,....M, do the following:
(a) Compute the negative gradient of the loss function with respect to
the predicted values.
(b) Train a decision tree on the negative gradient values as the target
variable, with xi as the input variables.
(¢) Add the new decision tree to the ensemble by combining it with the
previous trees.
(d) Update the prediction value for each example by adding the contri-
bution of the new decision tree.
4. The final prediction value for each example is the sum of the predictions
of all the decision trees.

The XGBoost algorithm has several hyperparameters that can be tuned to im-
prove its performance, such as the learning rate, number of iterations, maximum
depth of the trees, and regularization parameters. It has been shown to achieve
state-of-the-art performance on many benchmark datasets and is widely used
in various applications, including predictive modeling, anomaly detection, and
natural language processing[39].

8.4. Evaluation metrics of models

In this study, we utilized four metrics to evaluate the effectiveness of the
temperature predictive regression models discussed in section3. These metrics
are: coefficient of determination (R-Squared), root mean square error (RMSE),
mean absolute error (MAE), and mean absolute percentage error (MAPE). The
corresponding formulas for these metrics are shown below:

n 2

o4 iy — i)
D > P

(3)

Here,n is the number of observations,y; represents the measured value, y;
represents the predicted value, m represents the number of instances of data in
the test set, and g represents the mean of the measured value.

R2, also known as the goodness of fit, defines the degree to which the regres-
sion model fits the observed values. A value almost 1 states a better fit, while
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a value almost 0 states a poor fit. The RMSE, MAE, and MAPE metrics, on
the other hand, indicate the accuracy of the prediction model. Smaller values
for these metrics imply higher accuracy.

While RMSE is sensitive to errors, MAE is more robust to outliers. However,
MAPE cannot handle extremely small observed values close to zero or zero, but
RMSE and MAE can handle such. Therefore, we selected RMSE, MAE, and
MAPE, in addition to R2, to complement each other based on their strengths
and weaknesses.

3.5. Post processing

After training and evaluating our model, we proceeded to utilize the mean
and standard deviation of the output features from the training phase, specif-
ically the Generator bearing temperature and Gearbox bearing temperature.
This information was used to calculate the Z-score for the predicted tempera-
ture values generated by our model. By applying this approach, we were able to
effectively assess and identify any outliers present in the Z-scores of our model’s
predictions.

To visualize these outliers and detect abnormal behavior, we presented vari-
ous charts displaying the predicted Z-scores. We manually applied a predefined
range to identify data points that fell beyond the fault threshold or control
limits. Any shifts in the average were also taken into consideration. These out-
liers or signals beyond the control limits were considered indicative of abnormal
behavior.

The model’s effectiveness in detecting faults in wind turbines without failure
data was further validated using a different wind turbine dataset that included
maintenance logs. This validation process allowed us to uncover real faults and
assess the model’s ability to accurately identify incidents and anomalies.

By leveraging the Z-score calculations and analyzing the predicted values,
we were able to gain insights into the abnormal behavior of the system. This
post-processing approach provided valuable information for fault detection and
helped in identifying potential maintenance or operational issues in wind tur-
bines.

4. Results

In this section, we will present the practical implementation of our proposed
methodology using two distinct wind farms as case studies: the La Haute Borne
wind farm in Meuse, France, operated by ENGIE [41], and a wind farm man-
aged by EDP (Energias de Portugal) in the West African Gulf of Guinea [42][43].
The La Haute Borne dataset does not include any records of failures or main-
tenance logs. In contrast, the EDP dataset contains both operational data and
documented instances of failures. The objective of our study is to demonstrate
the effectiveness of our prediction model, even in scenarios where failure data is
unavailable in a wind farm.

Our study aims to demonstrate the effectiveness of our prediction model
even in the absence of failure data in a wind farm. This is particularly relevant
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for newly installed wind turbine’s running for a short period. In such cases, we
can leverage the short period of operational data to predict when the WT is
likely to fail using the algorithm proposed in this paper.

We begin by showcasing the results on the ENGIE dataset, followed by the
validation of our proposed methodology on EDP data, which contains mainte-
nance data, to demonstrate the algorithm’s ability to detect faults.

1. Engie Dataset

(a)

Data cleaning

The data set available for analysis consists of SCADA data recorded
every 10 minutes between January 1, 2017, and January 11, 2018,
for four turbines. There are 136 sample variables, and 34 unique
parameters were recorded, with basic statistics such as minimum,
maximum, mean, and standard deviation. To ensure the accuracy of
the data, variables with minimum, maximum, and standard deviation
were removed since the average values captured the most relevant in-
formation. Any variables with NaN values were also removed because
filling these values could result in misleading wind turbine conditions.
The data cleaning subsection of Section3 was followed, and instances
with missing input or output variables were excluded. After this step,
the clean data was ready for model training, and the input parameters
were extracted to construct the input dataset. The variables making
up the model for each wind turbine component were selected based
on Table 1. The chosen output variables for the wind turbine models
of its components (gearbox and generators) across the four turbines
in the training phase are shown graphically in Figures 1 and 2.
Since there were no maintenance records available, it was assumed
that the turbine was in normal condition throughout its operation.
Therefore, all the data for each of the eight models were selected to
analyze their behavior in the training phase. The input dataset was
standardized as described in Section III, and the entire dataset was
split into a training set and a testing set. The first 70% of the data
were used for training, and the last 30% were reserved for testing to
prevent data shuffling, which could result in data leakage since the
dataset was composed of time series.

Model processing

To ensure the development of a reliable fault detection model, all
the algorithms discussed in Section IIT were employed. This included
Multi Linear Regression, Decision Tree, Random Forest, and XG-
Boost algorithms for each regression model. The selection of the best
model was based on a combination of performance metrics outlined
in Section III.

The performance of the algorithms varied; in most of the models,
XGBoost outperformed others. The results indicated in Table 2 and
Table 3 that MLR had the poorest performance in all eight models,
suggesting that the relationship between the variables was non-linear.
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Figure 1: Engie turbines - Generator bearing temperature

Therefore, using multiple algorithms helped to enhance the accuracy
and robustness of the fault detection model, enabling the detection

of faults with a high level of precision.
i. Generator model

In this study,we tested four wind turbines applying four different
machine learning models, and their performance metrics were

recorded and presented in Table 2.
A. Wind Turbine R80736

The results showed that XGBoost and Random Forest per-
formed the best, achieving MSE values of 1.83 and 1.86 re-
spectively, indicating higher accuracy. The Decision Tree
algorithm also performed well with an MSE of 3.50. MLR
had the lowest accuracy with an MSE of 3.65. The models’
predictions were relatively close to the actual values, with
MAPE values ranging from 1.00 to 1.41. Considering the
statistical analysis of ” Generator Bearing Temperature” and
its correlation with the predicted output shown in Figure 3, a
left-skewed distribution was observed, highlighting the need
to consider the range of -2.90 to 1.90 for outliers. These find-
ings suggest that Random Forest and XGBoost algorithms
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Table 2: Model accuracy for generator bearing temperature prediction - Engie

Turbine Model Accuracy MSE RMSE MAE MAPE

R80736 MLR 0.89
DT 0.90
RF 0.94
XG 0.95
R80721 MLR 0.90
DT 0.93
RF 0.96
XG 0.96
R80711 MLR 0.83
DT 0.82
RF 0.90
XG 0.90
R80790 MLR 0.88
DT 0.87
RF 0.93
XG 0.93

3.65
3.50
1.86
1.83
3.51
2.44
1.35
1.33
5.41
5.51
3.03
3.02
3.93
4.38
2.39
2.39

1.91 1.18 1.27
1.87 1.02 1.41
1.36 0.76  1.00
1.35 0.76  1.03
1.87 1.19 094
1.56 0.83 0.76
1.16 0.63 0.54
1.15 0.64 0.54
2.33 133 1.17
2.35 1.05 1.01
1.74 0.78 0.71
1.74 0.79 0.74
1.98 1.14 093
2.09 1.00 0.87
1.55 0.74 0.64
1.55 0.74 0.62
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Table 3: Model accuracy for gearbox bearing temperature prediction - Engie

Turbine Model Accuracy MSE RMSE MAE MAPE

R80736 MLR 0.97 1.96 1.40 0.76  0.45
DT 0.98 1.60 1.26 0.68 0.34
RF 0.99 0.87 0.93 0.51  0.26
XG 0.99 0.90 0.95 0.53 0.27
R80721 MLR 0.98 2.17 1.47 0.75 0.38
DT 0.98 1.56 1.25 0.60 0.30
RF 0.99 0.87 0.93 0.45 0.21
XG 0.99 0.89 0.95 0.47 0.24
R80711 MLR 0.98 1.54 1.24 0.63 0.41
DT 0.99 1.01 1.00 0.50 0.39
RF 0.99 0.55 0.74 0.36 0.31
XG 0.99 0.57 0.76 0.38 0.30
R80790 MLR 0.98 1.62 1.27 0.65 0.49
DT 0.98 1.31 1.14 0.57 0.37
RF 0.99 0.61 0.78 0.41 0.28
XG 0.99 0.65 0.81 0.43 0.30

are recommended for more accurate predictions in wind tur-
bine modeling. These insights have been leveraged to identify
potential dates of increased failure likelihood and recorded,
as demonstrated in Figure 21.
B. Wind Turbine R80721
The performance of four models for wind turbine R80721 was
evaluated and found to have high accuracy. The MSE val-
ues ranged from 1.33 to 3.51, indicating close predictions to
the actual values. The XGBoost and Random Forest models
performed the best with MSE values of 1.35 and 1.33 respec-
tively, followed by Decision Tree with an MSE of 2.44, and
MLR with an MSE of 3.51. In terms of accuracy and preci-
sion, Random Forest and XGBoost outperformed the other
models, making them recommended choices for turbine mod-
eling. The analysis of the input feature ” Generator Bearing
Temperature” and its correlation with the predicted output
feature revealed a left-skewed distribution shown in Figure
4. Tt is important to consider outliers within the range of -2
to 1.78 to avoid incorporating erroneous data that could lead
to failures. These findings have aided in identifying specific
dates when failures are more likely to occur, as depicted in
Figure 21
C. Wind Turbine R80711

All four algorithms used for modeling wind turbine R80711
achieved high levels of accuracy. The MSE values ranged
from 3.02 to 5.41, and the MAPE values ranged from 0.74
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Figure 3: R80736 - ZScore of Generator bearing temperature on various models

to 1.17. The XGBoost and Random Forest algorithms per-
formed the best, with MSE values of 3.02 and 3.03 respec-
tively. The Decision Tree algorithm also showed good per-
formance with an accuracy of 0.90. However, the MLR algo-
rithm had the lowest accuracy, with an MSE of 5.41 and ac-
curacy of 0.83. Based on these results, it is recommended to
use the Random Forest or XGBoost algorithms for building
turbine models due to their superior accuracy and precision.
The graph in Figure 5 indicates a left-skewed distribution,
suggesting the need to identify and exclude outliers within
the range of -2.20 to 1.80 to prevent turbine failures. The
outliers predicted dates of failures shown in Figure 21.
D. Wind Turbine R80790
RF and XG models showed the highest R2 values of 0.93,

21



R80721- MLR Generator R80721- DT Generator

4000 4
3500 A
3500 A
3000 A
3000 A
2500 A
> 2500 oy
§ & 2000
g 2000 q?.;
[ T 1500 A
1500
1000 1000
500 - 5001
o0 04
-4 -2 0 2 4
ZScore
R80721 - RF Generator R80721 - XGBoost Generator
3500 - 3500 A
3000 - 3000 A
2500 - 2500
§ z
$ 2000 G 2000
=] 3
g g
T 1500 T 1500
1000 A 1000
500 - 500 -
0- 0
4 -2 0 2 4 -4 -2 0 2 4
ZScore ZScore

Figure 4: R80721 - ZScore of Generator bearing temperature on various models

indicating their ability to explain a large portion of the data
variance. RF and XG models also outperformed in terms of
MSE, MAE, RMSE, and MAPE values, exhibiting lower er-
rors compared to MLR and DT models. The graphical rep-
resentation in Figure 6 revealed a left-skewed distribution,
highlighting the need to consider outliers within the range of
-2 to 2 to avoid incorporating faulty data that could lead to
failures. The dates of failures predicted as shown in Figure
21. Overall, RF and XG models demonstrated superior accu-
racy and precision in predicting the behavior of wind turbine
R80790.

ii. Gearbox model
The table 3 provided presents the performance metrics of differ-
ent machine learning models for the four wind turbine in gearbox
model. The dates of failures for the gearbox model predicted as
shown in Figure 21.
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Figure 5: R80711 - ZScore of Generator bearing temperature on various models

A. Wind Turbine R80736

All four models demonstrate exceptional accuracy, with scores
ranging from 0.97 to 0.99, indicating precise predictions of
turbine gearbox performance. The RF and XG models out-
perform MLR and DT models in terms of error metrics,
exhibiting lower MSE, RMSE, MAE, and MAPE values.
Among them, the RF model achieves the lowest error met-
rics, closely followed by the XG model. Therefore, either the
RF or XG model is recommended for accurate predictions of
wind turbine R80736 gearbox performance. The graphical
representation in Figure 7 reveals a left-skewed distribution,
highlighting the importance of considering outliers within the
range of -2.94 to 1.54 to avoid incorporating faulty data that
could lead to failures.

. Wind Turbine R80721

The Random Forest and XGBoost models consistently out-
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Figure 6: R80790 - ZScore of Generator bearing temperature on various models

performed the MLR and DT models, achieving lower MSE,
RMSE, MAE, and MAPE values. They demonstrated higher
accuracy and precision in predicting the turbine’s gearbox
behavior, as indicated by their high R-squared values rang-
ing from 0.98 to 0.99. Therefore, the RF and XG models are
recommended as the top-performing models for this specific
turbine application. The graphical representation in Figure
8 illustrates the output ZScore of predicted temperature for
the different models. The graph displays a left-skewed dis-
tribution, suggesting the need to consider outliers within the
range of -2.73 to 1.54. This will help avoid incorporating
faulty data that could lead to failures, allowing for the iden-
tification of potential dates when failures are likely to occur.

. Wind Turbine R80711

The results shows that all four models have very high accu-
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Figure 7: R80736 - ZScore of Gearbox bearing temperature on various models

racy, with all models having a coefficient of determination
(R-squared) value close to 1. The Decision Tree model has
the lowest MSE and RMSE values, while the Random Forest
and XGBoost models have the lowest MAE and MAPE val-
ues. This suggests that the Decision Tree model may be the
best model for minimizing overall prediction error, while the
Random Forest and XGBoost models may be better suited
for minimizing the absolute prediction error. The statistical
analysis conducted on the input feature ” Generator Bearing
Temperature” and its correlation with the predicted output
feature ”Generator Bearing Temperature” for various ma-
chine learning models is presented in Figure 9. The graph
depicts a left-skewed distribution, indicating that consider-
ing outliers within the range of -2.94 to 1.94 may result in
the inclusion of erroneous data, potentially leading to fail-
ures. These findings can be utilized to identify potential
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Figure 8: R80721 - ZScore of Gearbox bearing temperature on various models

dates when failures are more likely to occur.

. Wind Turbine R80790

All four machine learning models exhibit high accuracy lev-
els, with R-squared values ranging from 0.98 to 0.99, indi-
cating their ability to explain a significant portion of the
turbine data variance. The RF and XG models outperform
the MLR and DT models, with lower MSE and RMSE val-
ues, indicating more accurate predictions. The MAE and
MAPE values are also low across all models, further indicat-
ing their close proximity to the actual turbine output values.
Overall, the RF and XG models demonstrate slightly higher
accuracy than the MLR and DT models. Figure 10 presents
the statistical analysis of the ”Generator Bearing Temper-
ature” input feature and its correlation with the predicted
output feature for different machine learning models. The
graph shows a left-skewed distribution, emphasizing the im-
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Figure 9: R80711 - ZScore of Gearbox bearing temperature on various models

portance of considering outliers within the range of -2.84 to
1.40 to avoid incorporating erroneous data that may lead to
failures. These insights can help identify dates when failures
are more likely to occur.
2. EDP Dataset
(a) Data cleaning
The historical SCADA data for the year 2017 was collected every 10
minutes, recording 83 sample variables for four turbines. Along with
the SCADA data, a failure logbook for the same year was available.
Before selecting a suitable dataset for training, it was necessary to
analyze the failure data. It was important for the selected dataset to
include all the variables (both input and output) required to define
the normal operation of the wind turbines. The data cleaning process,
described in the subsection of Section 3, was followed using a step-
wise method. After the data was thoroughly cleaned and prepared
for model training, the input parameters needed for the models were
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Figure 10: R80790 - ZScore of Gearbox bearing temperature on various models

extracted from the cleaned SCADA data. These extracted parame-
ters were then used to form the input dataset for further analysis.
The input variables for each component of the wind turbines (such as
gearbox and generators) were selected based on Table 1. Figure 11
and 12 provides a graphical representation of the chosen output vari-
ables needed to define the models for the wind turbine components
across the two turbines during the training phase.

To construct the input dataset, a set of variables necessary for each
wind turbine component was selected, along with the corresponding
output variable. The input dataset was standardized as discussed
in Section 3. After standardization, the entire dataset of the input
dataset and the output variable was split into a training set and a
testing set. The data split was performed by selecting the first 70%
of the data for training and the last 30% for testing. This method
of data splitting ensured that there was no shuffling of the data,
considering that the dataset consists of time series data. Randomly
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selecting data could lead to data leakage.
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Figure 11: EDP turbines - Generator bearing temperature

Turbine Model Accuracy MSE RMSE MAE MAPE

TO1 MLR 0.95 5.81 241 1.22 024
DT 0.94 7.64 2.76 1.21  0.27
RF 0.96 4.33 2.08 0.98 0.21
XG 0.96 4.26  2.06 0.98 0.21
T06 MLR 0.95 5.65 2.38 1.05 0.92
DT 0.92 9.21 3.03 1.16 1.04
RF 0.95 5.23 2.29 0.94 0.78
XG 0.96 4.86 2.21 0.90 0.70
TO7 MLR 0.99 1.62 1.27 0.74 0.19
DT 0.98 1.84 1.36 0.70  0.19
RF 0.99 1.03 1.02 0.55 0.15
XG 0.99 0.99 0.99 0.55 0.15
T11 MLR 0.91 10.82 3.29 1.99 0.76
DT 0.87 16.61 4.08 2.01  0.89
RF 0.92 9.43 3.07 1.67 0.77
XG 0.93 8.98 3.00 1.67 0.78

Table 4: Model accuracy for generator bearing temperature prediction - EDP
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Figure 12: EDP turbines - Gearbox bearing temperature

Turbine Model Accuracy MSE RMSE MAE MAPE

TO01 MLR 0.98 0.89 0.95 0.54 0.15
DT 0.98 0.84 0.92 0.44 0.13
RF 0.99 0.48 0.69 0.37 0.11
XG 0.99 0.46 0.68 0.37 0.11
T06 MLR 0.98 0.93 0.97 0.56 0.39
DT 0.98 0.84 0.92 0.43 0.30
RF 0.99 0.47 0.69 0.36  0.25
XG 0.99 0.47 0.68 0.37 0.25
TO7 MLR 0.98 0.84 0.91 0.53 0.15
DT 0.98 0.76 0.87 0.41 0.12
RF 0.99 0.42 0.65 0.34 0.10
XG 0.99 0.43 0.65 0.35 0.10
T11 MLR 0.98 1.01 1.00 0.59 0.22
DT 0.98 0.89 0.94 0.47 0.18
RF 0.99 0.52  0.72 0.39 0.15
XG 0.99 0.51 0.71 0.39 0.15

Table 5: Model accuracy for gearbox bearing temperature prediction - EDP

(b) Model processing
The two models were built in the same manner as described in Section
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3. The results indicated in Tables 4 and 5 that MLR had the poorest

performance The Tables 4 and 5 provided presents the performance

metrics of different machine learning models for the four wind turbine

in generator and gearbox model. The dates of failures for the gearbox

model predicted as shown in Figure 22.

i. Generator model
A. Wind Turbine T01

Among the machine learning algorithms, Random Forest (RF)
and XGBoost (XG) show the highest accuracy with an ac-
curacy score of 0.96. They also have the lowest MSE and
RMSE values, indicating better performance in predicting
the generator’s behavior. The Mean Absolute Error (MAE)
and Mean Absolute Percentage Error (MAPE) values are also
relatively low for RF and XG. In Figure 13, the statistical
analysis performed on the input feature ” Generator Bearing
Temperature” and its correlation with the predicted output
feature is visualized. The graph displays a right-skewed dis-
tribution, underscoring the importance of managing outliers
within the range of -2.84 to 1.40. Incorporating outliers be-
yond this range may introduce erroneous data, potentially
causing failures. Leveraging these findings, potential failure
dates were identified and compared with the actual failure
dates from the logs dataset which includes the actual failure
date of 2017-08-11. This indicates that the fault detection
algorithm successfully anticipated the generator damage be-
fore the incident and generated multiple alarms in advance.

B. Wind Turbine T06
RF and XG again perform well in terms of accuracy, with an
accuracy score of 0.96. They have the lowest MSE and RMSE
values, suggesting better predictive performance. The MAE
and MAPE values are also lower for RF and XG compared
to the other algorithms. The correlation between the input
feature ” Generator Bearing Temperature” and the predicted
output feature is explored in the statistical analysis presented
in Figure 14. The graph exhibits a right-skewed distribution,
highlighting the significance of considering outliers within the
range of -2.5 to 1.22. Including outliers beyond this range
may introduce erroneous data, leading to failures. The anal-
ysis further identifies potential dates when failures are more
likely to occuras shown in Figure 22. Among the range of
dates obtained from the predictions, the actual failure date
of 2017-08-19 from the logs dataset is included. This demon-
strates the fault detection algorithm’s ability to forecast gen-
erator damage ahead of time, issuing multiple alarms prior
to the occurrence.

31



Frequency

Frequency

TO1l- MLR Generator TO1 - DT Generator
2000

1750 A

1500

Hequency
= =
(=] N
o w
S ©

~
u
o

500 A

250 A

w

-1 0 1 2 0 1 2 3
ZScore ZScore

N
|
-

TO1 - RF Generator TO1 - XGBoost Generator

1750 4

1500 4

1250 4

Frequency
=
o
<]
o

750 A

500 A

250 1

0 1
ZScore ZScore

0 1

Figure 13: TO1 - ZScore of Generator bearing temperature on various models

C. Wind Turbine T07
RF and XG demonstrate the highest accuracy with an ac-
curacy score of 0.99. They have the lowest MSE, RMSE,
MAE, and MAPE values, indicating superior performance in
predicting the generator’s behavior. Figure 15 showcases the
statistical analysis conducted on the relationship between the
input feature ” Generator Bearing Temperature” and the pre-
dicted output feature. The graph visualizes a right-skewed
distribution, emphasizing the need to account for outliers
within the range of -1.86 to 1.77. Including outliers outside
this range could introduce erroneous data and contribute to
failures. As shown in Figure 22, the logs dataset reveals
that the actual failure dates of 2017-06-17, 2017-08-20 and
2017-08-21 aligns with the range of dates provided by the
predictions. This signifies the fault detection algorithm’s ef-
fectiveness in anticipating generator damage well in advance,
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Figure 14: TO06 - ZScore of Generator bearing temperature on various models

generating multiple alarms beforehand.

. Wind Turbine T11

RF and XG exhibit higher accuracy compared to the other
algorithms, with an accuracy score of 0.92 and 0.93, respec-
tively. They also have lower MSE, RMSE, MAE, and MAPE
values, indicating better performance in predicting the gen-
erator’s behavior. Figure 16 showcases analysis conducted on
the relationship between the input feature ” Generator Bear-
ing Temperature” and the predicted output feature. The
graph visualizes a right-skewed distribution, emphasizing the
need to account for outliers within the range of -1.86 to 1.77.
Including outliers outside this range could introduce erro-
neous data and contribute to failures. As shown in Figure
22, the recorded failure date of 2017-04-26 and 2017-09-12
coincides with the range of dates derived from the predic-
tions. This highlights the fault detection algorithm’s capa-
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Figure 15: TO7 - ZScore of Generator bearing temperature on various models

bility to predict generator damage ahead of time, issuing
multiple alarms in anticipation of the incident.
ii. Gearbox model
A. Wind Turbine T01

RF and XG demonstrate the highest accuracy with an ac-
curacy score of 0.99. They have the lowest MSE, RMSE,
MAE, and MAPE values, indicating better performance in
predicting the gearbox’s behavior. Figure 17 illustrates the
statistical analysis performed on the input feature ” Gearbox
Bearing Temperature” and its correlation with the predicted
output feature. The graph displays a left-skewed distribu-
tion, suggesting that the range of -2.29 to 1.41 should be
considered for outliers to avoid incorporating faulty data,
which could lead to failures. These insights have been lever-
aged to identify potential dates of increased failure likeli-
hood and compared with actual failure dates recorded in the
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Figure 16: T11 - ZScore of Generator bearing temperature on various models

logs dataset, as demonstrated in Figure 22 including date of
2017-08-11. This indicates that the fault detection algorithm
successfully forecasted the gearbox damage in advance, pro-
viding multiple alarms prior to the occurrence.

. Wind Turbine T06

RF and XG exhibit the highest accuracy with an accuracy
score of 0.99. They have the lowest MSE, RMSE, MAE, and
MAPE values, indicating better performance in predicting
the gearbox’s behavior. The analysis in Figure 18 examines
the statistical relationship between the input feature ” Gear-
box Bearing Temperature” and the predicted output feature.
The graph showcases a left-skewed distribution, indicating
that it is crucial to consider outliers within the range of -
1.94 to 0.87. Including such outliers may introduce erroneous
data, potentially resulting in failures. As depicted in Figure
22, the logs dataset confirms that the actual failure date
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of 2017-08-19 and 2017-10-17 is included. This showcases
the fault detection algorithm’s ability to anticipate gearbox
damage ahead of time, generating multiple alarms as a pre-
emptive measure.
C. Wind Turbine T07

RF and XG show the highest accuracy with an accuracy
score of 0.99. They have the lowest MSE, RMSE, MAE, and
MAPE values, indicating better performance in predicting
the gearbox’s behavior. Figure 19 presents the statistical
analysis carried out on the ”Gearbox Bearing Temperature”
input feature and its correlation with the predicted output.
The graph exhibits a left-skewed distribution, underscoring
the significance of accounting for outliers within the range
of -2.29 to 1.41. Including outliers beyond this range could
introduce faulty data, leading to failures. The findings have
been instrumental in identifying dates with a higher proba-
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Figure 18: TO06 - ZScore of Gearbox bearing temperature on various models

bility of failure occurrence, which have been compared with
the actual failure dates from the logs dataset in Figure 22.
The logs dataset contains the actual failure dates of 2017-
06-17, 2017-08-20 and 2017-10-19, which coincides with the
range of dates obtained from the predictions. This signifies
the fault detection algorithm’s proficiency in predicting gear-
box damage well in advance, issuing multiple alarms as an
early warning system.

. Wind Turbine T11

RF and XG demonstrate the highest accuracy with an accu-
racy score of 0.99. They also have the lowest MSE, RMSE,
MAE, and MAPE values, indicating better performance in
predicting the gearbox’s behavior. The statistical analysis
depicted in Figure 20 focuses on the input feature ” Gear-
box Bearing Temperature” and its relationship with the pre-
dicted output feature. The graph showcases a left-skewed
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Figure 19: TO7 - ZScore of Gearbox bearing temperature on various models

distribution, emphasizing the need to consider outliers within
the range of -2.29 to 1.41. Including outliers outside this
range may introduce erroneous data that could lead to fail-
ures. The actual failure date of 2017-04-26, extracted from
the logs dataset, is among the range of dates provided by the
predictions. This validates the fault detection algorithm’s
accuracy in anticipating gearbox damage beforehand, trig-
gering multiple alarms prior to the incident.

5. Effectiveness of our fault detection approach

The fault detection algorithm in this study was developed through a system-
atic process consisting of three main steps: data acquisition and preprocessing,
model processing, and post-processing. By employing machine learning algo-
rithms such as MLR, DT, RF, and XGBoost, the cleaned data was utilized
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Figure 20: T11 - ZScore of Gearbox bearing temperature on various models

to identify the best-performing model based on rigorous performance metrics
including R-Squared, RMSE, MAE, and MAPE.

In the post-processing stage, the model was employed to predict the output
variable by considering the mean and standard deviation of the input variable.
The predicted output was then compared to the actual historical records, and
any data points falling outside the predetermined fault threshold range were
indicative of a fault in the wind turbine.

To demonstrate the effectiveness of our fault detection approach, we pre-
sented two case studies utilizing SCADA data from operational wind farms. In
the first case study, we were able to gain valuable insights into the potential
failure occurrences of the wind turbine, even without prior knowledge of what
failure specifically entailed. In the second case study, we validated our approach,
successfully predicting the WT fault before its actual occurrence, as confirmed
by the failure logs of the wind farm as shown in Figure 23
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Figure 21: Engie turbines - Predicted dates of failures
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Figure 22: EDP turbines - Predicted vs Actual dates of failures

Through our comprehensive methodology and accurate fault detection al-
gorithm, we have provided a reliable solution for anticipating and identifying
faults in wind turbines, which can significantly enhance operational efficiency
and minimize potential downtime.

6. Conclusion

This research paper presents a comprehensive system for monitoring and de-
tecting anomalies in wind turbine gearbox and generator using SCADA data and
various machine learning algorithms including Multi Linear Regression (MLR),
Decision Tree Regression (DT), Random Forest Regression (RF), and extreme
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Figure 23: EDP data - Predicted vs Actual dates of failures

gradient boosting (XGBoost). The system utilizes the mean and standard devi-
ation of the output features from the training phase, specifically the Generator
bearing temperature and Gearbox bearing temperature. This information was
used to calculate the Z-score for the predicted temperature values generated
by our model. We effectively assess and identify any outliers present in the Z-
scores of our model’s predictions. This model evaluates the deviations between
the predicted temperature and the recorded temperature, enabling effective fault
detection.

To evaluate the performance and applicability of the proposed method, two
real case studies involving eight different wind turbines were conducted. The
results showed that MLR exhibited the lowest performance among all models,
while XGBoost consistently outperformed the other models in building genera-
tor and gearbox models for the listed wind turbines.

The effectiveness of our fault detection algorithm was demonstrated by suc-
cessfully detecting faults in wind turbines that had no failure logs. By predicting
when faults are likely to occur, our algorithm can assist asset managers of newly
installed wind farms in planning for early intervention to prevent catastrophic
damage. This dynamic data-driven maintenance strategy offers significant cost
savings compared to the traditional static time-based maintenance approach.

Moving forward, our research will focus on exploring the use of statistical
process control (SPC) techniques to assess the sensitivity level of deviations and
calculate the remaining useful life (RUL) using models such as long short-term
memory (LSTM). Additionally, we will investigate the application of streaming
data for real-time fault detection and utilize deviation signatures from control
charts to carry out fault diagnosis, specifically identifying the subcomponents of
main components that are prone to failure. Collaboration with domain experts
will be crucial in establishing data requirements and defining the normal behav-
ior of these subcomponents, aiming to build a robust system that optimizes the
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operation of the wind energy sector while ensuring cost-effectiveness.

In conclusion, this research paper introduces a comprehensive system for
monitoring and detecting faults in wind turbines, leveraging SCADA data and
advanced machine learning algorithms. The proposed fault detection algorithm
demonstrates its effectiveness and applicability, providing valuable insights for
asset managers and maintenance crews in the wind energy sector. The fu-
ture steps outlined will further enhance the system’s capabilities, enabling more
accurate Remaining Useful Life calculations and real-time fault detection for
optimized operations.
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