
A Systematic Review of Fairness, Accountability, Transparency and

Ethics in Information Retrieval

NOLWENN BERNARD, University of Stavanger, Norway

KRISZTIAN BALOG, University of Stavanger, Norway

We live in an information society that strongly relies on information retrieval systems, such as search engines and con-

versational assistants. Consequently, the trustworthiness of these systems is of critical importance, and has attracted a

signiicant research attention in recent years. In this work, we perform a systematic literature review of the ield of fairness,

accountability, transparency, and ethics in information retrieval. In particular, we investigate the deinitions, approaches,

and evaluation methodologies proposed to build trustworthy information retrieval systems. This review reveals the lack of

standard deinitions, arguably due to the multi-dimensional nature of the diferent notions. In terms of approaches, most

of the work focuses on building either a fair or a transparent information retrieval system. As for evaluation, fairness is

often assessed by means of automatic evaluation, while accountability and transparency are most commonly evaluated using

audits and user studies. Based on the surveyed literature, we develop taxonomies of requirements for the diferent notions,

and further use these taxonomies to propose practical deinitions to quantify the degree to which an information retrieval

system satisies a given notion. Finally, we discuss challenges that have yet to be solved for information retrieval systems to

be trustworthy.
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Additional Key Words and Phrases: Information Retrieval; Ethics; Fairness; Accountability; Transparency

1 INTRODUCTION

We live in an information society where we have grown to crucially depend on automated tools, such as search
engines and conversational agents, that facilitate access to information. The research and development of these
tools is the subject of the ield of information retrieval (IR), which is deined as being concerned with łinding
material (usually documents) of an unstructured nature (usually text) that satisies an information need from
within large collections (usually stored on computers)ž [65]. IR systems are one of the most advanced and most
widespread form of artiicial intelligence (AI)Ðthey aim to understand the meaning behind the user’s query
and respond appropriately. Speciically, in this work, we keep a narrow focus, where an IR system is deined
to be one that receives a textual query expressing an information need and returns a ranked list of relevant
items from a collection. At their core, IR systems boil down to the problem of ranking items based on their
estimated relevance to the query. In the basic IR setting, it is further assumed that the system has no background
information or historical behavior data about its user, i.e., this ranking is non-personalized. Early IR systems
relied on ranking functions that capture the goodness of a match between a query and a document using various
heuristics (e.g., TF-IDF weighting) [31]. The desire to combine multiple signals in the ranking function in a
non-heuristic fashion has led to the development of learning-to-rank approaches in the 2000s [61]. There, various
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intuitions of what makes a good match are captured in hand-crafted features and machine learning is employed
to learn the optimal combination of these features based on training examples. Most recently, deep learning has
transformed the ield of IR as well, and an array of neural IR approaches have emerged that eliminate the need
for manual feature design [71]. Looking back at several decades of progress, we can observe how the ield has
moved to more and more advanced forms of AI, which has consequently led to more and more efective systems.
At the same time, these systems are becoming less and less transparent and increasingly more ‘black box,’ where
even system designers may not fully understand how certain results are obtained. Of speciic concern recently is
the reliance on ever larger neural language models, which can produce output that is luent and coherent in its
own right, yet inaccurate [9]. Given the widespread use of information access systems, and our reliance on them
as a society, their trustworthiness is of fundamental importance. It is essential to recognize that regardless of the
continuous advancements in user interfaces and functionality, modern information access systems still address
an IR ranking problem at their core. These systems employ multi-step processing pipelines, starting with initial
stage retrieval, and encompass various applications such as search engines [104], recommender systems [2], and
conversational assistants [60]. Thus, IR systems can impact users individually as well as society society at large.
For example, Kay et al. [52] shows that users’ perception of gender proportion in occupations can evolve after
being exposed to manipulated search results. Thus, balancing gender proportion in search results might tackle
stereotype exaggeration. In this work, we associate the notions of fairness, accountability, transparency, and
ethics as requirements for an IR system to be trustworthy.
The challenges of fairness, accountability, transparency, and ethics (referred to as FATE henceforth) are not

speciic to information retrievalÐthey are shared by several sub-ields of artiicial intelligence. These topics
have been receiving a rapidly growing attention from the research community in the last years, as illustrated
by the increasing number of publications. For example, the number of submissions to the ACM Conference on
Fairness, Accountability, and Transparency (FAccT)1 increased by around 350% between 2018 and 2021. The need
for safe and fair use of AI has also been recognized in regulatory attempts such as the General Data Protection
Regulation (GDPR)2 and the Artiicial Intelligence Act [78] in the European Union, the California Consumer
Privacy Act (CCPA) in the United States,3 or the Artiicial Intelligence and Data Act Bill in Canada.4 Concurrently,
it is important to notice that FATE notions through the lens of IR are diferent from the FATE notions used to
study machine learning (ML) in general. When people use information retrieval systems, they become the main
driver of a human-machine interaction that happens in real time. There is an unusually large freedom to ask
the system about virtually anything and get an answer. This is unlike many other ML applications (e.g., image
classiication or text clustering) where people are less directly afected by the system’s predictions and where it
is easier to introduce additional safeguards against mistakes and errors.

This work presents a systematic literature review [53] on the notions of fairness, accountability, transparency, and
ethics in IR systems. While ours is not the irst attempt to survey this ield, there are two essential characteristics
that diferentiate it from existing overviews [7, 30]. First, our survey follows a systematic review protocol to
provide a comprehensive synthesis of the available publications on FATE focusing on the core problem of ranking
in IR from 1980 to the present day, as opposed to centering around the broader topic of information access [30].
By following a systematic approach, we also avoid a potential researcher bias. We initially retrieved 2,049 papers
following a structured search process and selected 75 of them for inclusion in our review based on well-deined
criteria. The complete list of papers considered and their annotations are made publicly available to support
reproducibility. Second, our scope is not limited to a single FATE notion but considers all of them in depth. We
also look at the interplay and possible tensions between the diferent notions. The objective of this survey is to

1https://facctconference.org/
2https://gdpr-info.eu
3https://www.oag.ca.gov/privacy/ccpa
4https://www.parl.ca/DocumentViewer/en/44-1/bill/C-27/irst-reading
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provide a general overview of the development regarding FATE in IR over the last decades, from their deinitions
and implementation to their evaluation. As part of this, we aim to bring clarity to the diferent dimensions and
aspects related to the FATE notions in IR, synthesize key research results, and identify open challenges. Our main
indings include the following:

• The diferent FATE notions do not have clear deinitions. Therefore, we identify dimensions from the
literature that contribute to the development of taxonomies of requirements for each notion. Having precise
taxonomies aids the standardization and operationalization of these notions.

• Speciically, for fairness, transparency, and accountability, we identify three main dimensions and some
related sub-dimensions. However, we can hardly single out dimensions for ethics. Indeed, ethics is concerned
with other considerations such as privacy and safety which are distinct.

• Most of the work in the ield has focused on either fairness or transparency. A signiicant number of
studies on fairness or transparency tend be model agnostic and applied on the output of the retrieval
algorithm. Although fairness can be considered at the individual and group levels, we notice that individual
fairness remains largely unexplored. Furthermore, we observe that accountability is mostly mentioned in
regulations rather than in the descriptions of the proposed algorithms or systems.

• Some tension and interplay can happen between diferent notions as well as within a given notion’s
dimensions. For example, a tension exists between individual and group fairness, i.e., optimizing one does
not always imply the optimization of the other. Moreover, transparency can reduce the interpretability of
the system if it is not adapted to the cognitive load of the users.

Based on the results of the literature review, we also identify remaining challenges, thereby providing directions
for future research. The responsibility of diferent actors, development of regulations, and new evaluation methods
are few examples.

In summary, the main contributions of this work are threefold. First, we perform a systematic literature review
of FATE notions in IR systems from 1980 until now, and provide a broad and reasoned overview of the state
of the art. Second, we take a step towards a standard formalization of the notions of fairness, accountability,
transparency, and ethics based on the outcome of the review. Finally, we discuss open challenges related to the
diferent notions of FATE in addition to raising the question of how to build IR systems that combines all of them.

2 SYSTEMATIC REVIEW PLANNING

A systematic literature review (also referred as systematic review) is a type of study that follows a well-deined
methodology to curate, analyze, and synthesize relevant literature on a speciic research question. Describing
the methodology used makes the process transparent and supports reproducibility. In this work, we follow the
guidelines presented by Kitchenham and Charters [53], and divide the systematic literature review in three main
phases: planning, conducting, and reporting the review. In this section, we present the goals and the research
questions that we seek to answer. Moreover, the search strategy is speciied including the source databases and
explicit selection criteria for inclusion and exclusion.
As mentioned above, the ield of FATE in IR is attracting attention, however existing survey papers tend to

either focus on a speciic aspect of FATE or study a limited selection of papers. This systematic literature review
aims to provide a comprehensive overview of the existing work in the ield as well as its evolution over the last
40 years.

2.1 Research uestions

This work ought to help researchers in the ield of IR to have a general idea of what has already been investigated
over the last decades with regards to FATE. To get started, we need to understand how each FATE notion is deined
in the context of IR and what are its associated characteristics. Once the deinitions are established, we look at
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the operationalization of these notions to build a trustworthy (i.e., fair, accountable, transparent, and ethical)
IR system. Next, we move on to the evaluation of FATE notions that help to compare the diferent approaches
proposed to create a trustworthy system. Finally, the conclusions reached in diferent studies and workshops to
gain a better understanding of the ield from both a technical and a societal point of view. Consequently, the
following research questions are identiied for the systematic review:

RQ1: What are the deinitions and characteristics of fairness, accountability, transparency, and ethics in IR?
RQ2: How to build a fair, accountable, transparent, and ethical IR system?
RQ3: How are FATE notions evaluated?
RQ4: What conclusions emerge from foundational and empirical studies as well as from discussions at workshops?

Grounded on the indings of the review, we develop taxonomies based on the diferent dimensions (and
sub-dimensions) identiied for each FATE notion, along with remaining open challenges in the ield.

2.2 Databases

Gusenbauer and Haddaway [43] provide a detailed analysis of 28 academic search systems to help researchers
to select the most adequate scholarly databases when performing systematic reviews. Based on their analysis,
the topic of this review, and additional considerations (i.e., university subscription to publisher, search engine
options), we select four source databases, listed in Table 1. For the purpose of this review, we consider that the
majority of the literature related to the ield of information retrieval is indexed in these databases. Our irst
source is the ACM Digital Library, which covers a large number of computer science conferences and journals,
including the proceedings of the FAccT conference (which is one of the most relevant venues for the subject),
thereby making it a perfect source for this review. IEEE Xplore Digital Library is complementary to ACM Digital
Library as it also indexes papers from computer science conferences and journals. The last two sources index
multidisciplinary literature, which can be useful in this review as even if the main topic is information retrieval
and more globally computer science, some work done in sociology or psychology might be of interest. For this
review, we focus on peer-reviewed papers that assume some external quality assurance. Therefore, sources like
Google Scholar5 and arXiv6 that allow the addition of non-reviewed papers were not considered to conduct the
review. Generally, it can be assumed that the highest quality papers are covered by the selected databases and
additional sources (either curated or archival) would only yield duplicates of these.

Table 1. Source databases for the review.

Source URL

ACM Digital Library https://dl.acm.org

IEEE Xplore Digital Library http://ieeexplore.ieee.org

Scopus https://scopus.com

Web of Science Core Collection https://www.webofscience.com/wos/woscc/basic-search

2.3 Selection Criteria

Two sets of criteria are used to ilter primary studies retrieved after querying the selected databases. The irst
set contains six inclusion criteria, while the second set is comprised of six exclusion criteria, which are detailed
below.

5https://scholar.google.com/
6https://arxiv.org/search/math
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Inclusion criteria.

IC1 The paper proposes a deinition of one or several FATE notions with regards to IR.
IC2 The paper proposes an approach (e.g., ranking algorithm or framework) to build a trustworthy IR system.
IC3 The paper proposes a method to evaluate one or several FATE notions.
IC4 The paper presents a study that investigates the foundations of FATE in IR systems.
IC5 The paper summarises the outcomes of a workshop or a tutorial on FATE in IR systems.
IC6 The paper summarises a user study, a use case, or an audit of FATE in IR systems.

Using the diferent inclusion criteria, we can identify diferent types of primary studies. IC1 refers toDefinition
papers in which authors present their thoughts on the deinition of FATE notions. Papers selected using IC2 are
classiied as Approach, while the papers describing an Evaluation method for FATE concepts are labeled with
IC3. Finally, Foundation,Workshop, Tutorial are identiied with IC4, IC5, and Audit, User study papers
correspond to IC6.
In addition to the inclusion criteria, we also have exclusion criteria to help reine the selection of primary

studies. For this review, a limited time range was deined to focus on the last 40 years, hence all papers outside of
it will be removed from the pool (EC2). In case the full text of a paper is not available in the databases, we look
for it on the Web, especially using scholarly search engines and paper repositories (i.e., Google Scholar, arXiv,
Semantic Scholar7) and authors’ websites. If the full text is still unavailable the paper will be excluded. IR is a
vast ield that includes a variety of approaches to answer information needs. However for this study, we decided
to narrow the search area by focusing only on systems that receive a query expressing an information need and
return a ranked list of relevant items without personalization (EC6). Moreover, papers stating that the proposed
system has FATE abilities but do not give details on how and to which extent are not considered (EC5). Examples
of papers excluded with regards to EC5 include tutorial descriptions [29, 87] and the approach proposed by Wu
et al. [107]. In that paper, the authors łbelieve that this work contributes to improving ranking performance and
providing more explainability for document rankingž but details on how the explanability is improved are not
given.

Exclusion criteria.

EC1 The paper is not written in English.
EC2 The paper is not in the date range of January 1, 1980 to April 19, 2022.
EC3 The full-text version of the paper is not accessible.
EC4 An extended version of the paper has been published, which subsumes its contents.
EC5 There is a statement in the paper saying that the concepts of FATE are not developed.
EC6 The IR system proposed in the paper does not match with our deinition of an IR system (e.g., recommender

systems).

3 SYSTEMATIC REVIEW EXECUTION

After the planning phase comes the execution of a search query against the selected databases. In this section, we
explain how we built a search query tailored for the topic studied in this work. Next, we provide a description of
the procedure used to identify the relevant primary studies.

3.1 Search uery

In this review, there are two main aspects: FATE and IR. In order for a study to be relevant, both aspects need to
be present. Consequently, each aspect corresponds to a component of a conjunctive (łANDž) search query. The
former aspect can be divided in four distinct terms: fairness, accountability, transparency, and ethics. Indeed,

7https://www.semanticscholar.org
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Table 2. Search query terms and their associated supplementary terms.

Terms Supplementary terms

fairness fair

transparency transparent, explainable, explanation

accountability accountable

ethic ethical

information retrieval ranking algorithm, search engine

it is rare to ind studies covering all aspects at once, hence the terms are combined with OR. For each notion,
we identify supplementary terms such as stems and synonyms that are often mentioned when studying FATE.
For example, the term łexplanationž is often associated to the notion of transparency, therefore it is included
in the search query. Following the deinition of IR used in this review we consider ranking algorithms and
search engines as supplementary terms. Table 2 summarizes the ive main terms of the search query and their
supplementary terms. Consequently, the inal query is built as follow:

((fairness OR fair) OR (transparency OR transparent OR explainable OR explanation) OR (accountability OR
accountable) OR (ethic OR ethical)) AND ("information retrieval" OR "ranking algorithm" OR "search engine")

The diferent databases have their own query syntax, thus the search query is customised accordingly before
its execution. For each database, the search query is exclusively looking for the diferent terms in the title and/or
the abstract of the indexed studies.

3.2 Study Selection

The search query was executed on each database on April 19, 2022 and 2,049 studies were retrieved (excluding
495 duplicates). Figure 1 illustrates the selection process via a PRISMA low diagram [76]. This diagram includes
the number of studies retrieved for each databases, as well as the number of matching studies per criterion at
each step of the screening procedure.
The studies are iltered using a two-step procedure (Screening section in Figure 1) in order to keep only the

ones that are considered relevant in this review. The irst step consists of the analysis of the title, abstract, and
keywords, if present, for all the 2,049 studies retrieved. In case the information provided by these ields indicates
that the paper matches one inclusion criterion, it is kept for the second step of the iltering procedure. Conversely,
the study will be removed from the pool if it matches the exclusion criterion EC2. Moreover, the selected studies
are classiied based on the inclusion criteria they matched. In the second step, the full text of the studies still in
the pool is retrieved and examined. More speciically, we verify whether the study truly matches an inclusion
criterion and validate or change its classiication accordingly. Additionally, we check which study should remain
in the pool based the exclusion criteria. Each study is assessed by a single researcher (the irst author of the
paper) who followed the described procedure to the letter. The annotated studies are made publicly available.8

After executing the irst step of the procedure, 149 studies remained in the pool. From the original pool, 29
studies were not considered because of their publication date (i.e., matched EC2), as well as 2 studies violating
IEEE publication principles. During the second step, a total of 62 studies are removed due to exclusion criteria.
There are few studies such as [73, 82, 85] that match multiple inclusion criteria. Following the iltering procedure,
the inal pool contains a total of 75 primary studies. Table 3 shows the complete list of studies that are examined
in this review.

8https://bit.ly/3RkQoym
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Fig. 1. PRISMA flow diagram of the selection process.

4 SYSTEMATIC REVIEW RESULTS

This section summarizes the analysis of the 75 studies selected in regards to our research questions. We irst
present an overview of the ield and its evolution over time, then address each of the research questions in turn
in Sections 4.1ś4.4.
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Table 3. Selected studies per criteria.

Criteria References

Definition (IC1) [16, 45, 82]

Approach (IC2) [1, 4, 6, 8, 15, 17ś19, 21, 23, 32, 35, 37, 42, 47, 48, 51, 57, 68, 69, 73, 74, 85, 89ś

91, 93, 94, 96, 99ś101, 103, 110ś113]

Evaluation (IC3) [1, 4, 26, 37ś39, 54, 55, 66, 79, 85, 88, 109]

Foundation (IC4) [27, 49, 56, 62, 63, 82, 97]

Workshop, Tutorial (IC5) [75, 80, 81, 115]

Audit, User Study (IC6) [13, 24, 25, 33, 34, 59, 64, 70, 72, 73, 77, 84, 86, 92, 95, 106, 116]
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Fig. 2. Annual number of publications on FATE in IR from 1980 to April 2022.

On Figure 2, we can observe that before 2016 the publications in the ield were very scarce. After that year, we
see a signiicant rise in the number of studies, which illustrates the recent attention received by the ield. We note
that this peak is consistent with the development of machine learning approaches in IR, including, among others,
the introduction of the Transformers model in 2017 [98]. These approaches are generally considered as black
boxes that might have undesired or harmful behavior (e.g., amplifying biases) [9, 22]. Thus, it appears that the
scientiic community is looking into gaining insights to better understand of the inner workings of these models
and to correct their undesired behavior. It is noteworthy that the diferent notions of FATE did not receive the
same attention. Indeed, looking at the word could of the top 15 keywords extracted from the metadata of the
selected studies (Figure 4), we can observe that fairness is the predominant notion ahead of transparency.
Figure 3 shows the number of studies per inclusion criteria published within 5-year periods. We can see

that most of the work focuses on the development of approaches to build trustworthy IR systems, followed by
evaluation methods, metrics, and audits and user studies. Indeed, looking at the last ive years, we note that most
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Fig. 3. Number of studies by inclusion criteria within 5-year periods.

Fig. 4. Word cloud of top 15 keywords extracted from studies metadata.

of the studies involved in the peak observed before (Figure 2) are approaches. Interestingly, there are very few
studies addressing the deinitions of the main concepts in the ield.
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4.1 RQ1: What are the definitions and characteristics of fairness, transparency, accountability, and

ethics in IR?

For this irst research question, we analyze Definition studies. For each study, we extract the deinition and
dimensions associated with FATE notions (i.e., fairness, accountability, transparency, and ethics). As a starting
point, we look up the standard dictionary deinition9 of each notion, to give us an idea of what a user might
expect:

Fairness: łthe quality of treating people equally or in a way that is reasonable.ž
Accountability: łthe fact of being responsible for your decisions or actions and expected to explain them when

you are asked.ž
Transparency: łthe quality of something, such as a situation or an argument, that makes it easy to understand.ž
Ethics: łmoral principles that control or inluence a person’s behaviour.ž

The study by Hajibayova [45] is the only one that provides a deinition for three notions: fairness, accountability,
and transparency. Interestingly, Hajibayova [45] shifts from the traditional perspective that a system should be
neutral to a human perspective and argues that it reinforces the ethical norms and standards in the information
environment. Accountability is deined as the ability to justify why an information is retrievable and accessible
or not, with mention to the related standards, policies, or regulations. Fairness in that case is associated with the
idea that both free and copyrighted information should be retrievable and accessible, but be used responsibly.
Transparency is deined as the ability of a system to provide and maintain an understandable viewsÐfor all
stakeholdersÐof its standards, policies, and the provenance of the information.
Two other studies [16, 82] deine notions in the context of ranking. Both studies state that there are several

competing deinitions of fairness, consistent with the elusiveness of this concept. In the machine learning and
data mining communities fairness is commonly associated with the absence of discrimination (sometimes referred
to as bias). Statistical discrimination due to diferent factors can be observed in data-driven IR systems. Castillo
[16] examines the notions of fairness and transparency, while Pitoura et al. [82] focus only on the former. Castillo
[16] concludes that a fair ranking has at least three characteristics:

• Ensure individual fairness (i.e., consistent treatment of similar items).
• Prevent representational harms towards a group using a proper representation of items.
• Prevent distributive/allocative harms towards a group using an adequate number of items in the ranking
for each group.

Here, we ind that two types of fairness emerge, i.e., individual and group fairness, depending on the granularity
level of the work. Those are also reported by Pitoura et al. [82], who go further and reine the diferent types of
fairness by proposing a more detailed taxonomy (Table 4). For example, fairness can be studied from the item
producers side or not only in one ranking but on a sequence of rankings. Castillo [16] explains why having a
transparent system is important by listing associated characteristics:

• Ensure alignment between system and users objectives.
• Communicate technical, specialized information in an understandable way to all stakeholders.
• Make trade-of visible.
• Support ethical compliance.
• Allow testing of claims about the system.

To summarize, we observe that the deinition of accountability is close to the standard dictionary deinition.
However, for transparency and fairness, the standard deinitions are found to be too vague from a technical point
of view, therefore various studies have presented reinements (that are still in line with the spirit of the standard
deinitions). The notion of transparency relates to the ability of a system to describe its inner workings, in order

9https://www.oxfordlearnersdictionaries.com
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Table 4. Taxonomy of fairness requirements, based on Pitoura et al. [82].

Dimensions Sub-dimensions Description

Level
Individual Ensure similar treatment of similar entities (i.e., user or item).
Group Ensure similar treatment of entities belonging to a group. The af-

iliation to the group is based on the value of a protected attribute
(e.g., ethnicity, gender, age).

Side
Consumer/User Ensure that similar users or group of users receive similar ranking.
Producer/Item Ensure that similar items or group of items are ranked in a similar

way.

Output Multiplicity
Single Output Fairness is studied on only one output.
Multiple Outputs Fairness is studied on a sequence of outputs as a whole.

to communicate efectively with diferent stakeholders and to give them a better understanding of its output.
Furthermore, it appears that there is not a one-size-its-all deinition for fairness. Indeed, studies propose diferent
deinitions depending on the application context. For example, fairness is not deined the same if we consider a
single search results page (SERP) or a sequence of SERPs in the context of web search. Another example, in the
context of candidate job ranking, is if we consider candidates individually or as a group (e.g, women and men).
Among the studies, Pitoura et al. [82] propose the most complete exploration of fairness. Therefore, we shall use
their taxonomy in the following sections to distinguish between the type of fairness studied. Finally, we notice
that none of the Definition studies focuses on the notion of ethics.

4.2 RQ2: How to build a fair, transparent, accountable, and ethical IR system?

To answer the second research question, we analyze Approach studies. We follow the principles from grounded
theory [40] to inductively derive insights from the data directly. A set of codes used to label the presented
approaches is inferred from Approach studies, with the aim to capture key characteristics of the approaches.
Table 5 presents the 17 codes with their description, which can be grouped into 5 main categories:

(1) Fairness. This category is used to characterized the notion of fairness studied. Here, wemake the connection
with the taxonomy proposed in [82]. With these codes, we can illustrate the diversity of deinitions studied
in the literature (see Figure 5).

(2) Explanation Level. The understanding of a system can occur at several levels, in other words the how
and why of system. For example, some might be interested in the inner-workings of a search engine, while
others prefer to understand why a speciic output was produced.

(3) Explanation Presentation. The communication of the explanations should be as eicient and easily
understandable as possible. Hence, explanations can take diferent forms: visual, textual, and structured
(e.g., table).

(4) Position in the IR process. The introduction of FATE in an IR system can occur at diferent stages: before,
during, or after the retrieval process.

(5) Type. Commonly, there are two types of approaches to solve a problem: a general one that can be applied
to solve the problem in diferent application domains, and a speciic one which is tailored for one particular
domain. Additionally, a signiicant number of approaches consider the integration of FATE in an IR system
as an optimization problem between relevance/utility and some FATE-related constraint(s).

The analysis of the characteristics approaches and the notion they study lead to the following observations. First,
we notice that approaches generally focus either on fairness or transparency, through explanations. Second, a
majority of the presented approaches are applied after the retrieval process, which correlates with the model
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Table 5. Codes developed to characterize approaches.

Label Description

Fairness

Group Ensures consistent treatment of entities belonging to a group. Entities are grouped based on one or
several protected attributes (e.g., race, gender, location).

Consumer/User Ensures that similar users or group of users receive similar ranking. For example, if political
orientation is the protected attribute, every democrat should have the similar results when looking
for information about gun regulations.

Producer/Item Ensures that similar items or groups of items are ranked in a similar way. For example, if gender is
the protected attribute of a candidate, it should not impact the inal ranking of candidates for a job.

Single Output Fairness is studied on only one output.
Multiple Outputs Fairness is studied on a sequence of outputs as a whole. This implies that a singular output in the

sequence can exhibit unfair behaviour, while the whole sequence is considered fair.

Explanation Level
Global Describes how the system works overall.
Local Describes the relationship between a speciic input (i.e., query) and output (i.e., search results).
Causal Describes the relationship between the inner-workings of a system (i.e., the cause) and a speciic

output (i.e., the efect).

Explanation Presentation
Visual Provides visual explanations (e.g., widget, graph) to understand the inner-workings and/or output

of the approach.
Textual Provides textual explanations using natural language to understand the inner-workings and/or

output of the approach.
Structured Provides explanation organized in a structured way (e.g., tuple, table).

Position in the IR process
Pre-process The approach is used before the retrieval process to apply some transformations on the data (e.g.,

mitigate bias).
In-process The approach modiies the retrieval process to take into consideration at least one FATE notion.
Post-process The approach modiies the output of the retrieval process to take into account at least one FATE

notion.

Type
Model Agnostic The approach does not depend on the information retrieval model.
Model Speciic The approach does depend on the information retrieval model.
Optimization Problem The approach solves an optimization problem between utility and at least one constraint associated

to one FATE notion.

agnostic characteristic. Indeed, the majority of retrieval processes return either a list or set of top-ranked results,
hence having an approach that takes this structure as input makes it easier to generalize. Next, we share insights
on approaches to build a fair or transparent system.

Building a fair IR system. As reported in the previous section, fairness has multiple deinitions based on diferent
characteristics. Thus, here we analyze the proposed approaches with regards to the characteristics that are taken
into consideration for the creation of a fair IR system. First, we see that all the studies focus on the group level
rather than the individual one. Group fairness is particularly studied when the retrievable items are people
(e.g., [18, 32, 94]). Moreover, the presented approaches examine fairness on single output except, for [96] where a
sequence of outputs is examined. Thus, the aim is to have a system that is fair on average, with the possibility that
some outputs are unfair. Another observation is the dominance of item-side fairness over user-side. According
to Wang and Joachims [103] both sides should be studied in online platforms, because a system should treat fairly
users in terms of services as well as items in terms of exposure. Hence, they propose an algorithm to optimize
consumer and producer fairness at the same time. Several approaches formalize the problem of creating a fair
system as an optimization problem. In other words, fairness is considered as a constraint (e.g., [17, 111]) and the
goal is to ind an output with the highest utility and fairness.

Building a transparent IR system. As stated before, explanations are a means to achieve transparency. There
are two important characteristics for an explanation: (1) the level it describes and (2) the presentation form
used for communication with stakeholders. For the former, we observe that the majority of approaches provide
local explanations, which help a user to understand why the system returns a speciic results. For example,
Singh and Anand [89] provide an explanation for each document in the search results list to understand why
the document is relevant given the terms it contains. In another example, Muramatsu and Pratt [73] show the
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Fig. 5. Code occurrences in Approach studies.

transformations applied to the query for retrieval, which can help users understand the output produced and
reine their queries. Nevertheless, we also identify two other explanation levels that provide diferent kinds of
insights into the inner workings of systems. Belkin [8] works in a conversational setting, where the purpose
of explanations is to provide insights on the abilities of the system and strategy to answer information need.
An approach based on the concept of causality is presented in [68, 69], where both the inner-workings of the
system and the output to a speciic query are considered. The presentation of explanations often depends on
the domain of application and the user interface. Indeed, in a conversational context one could favor textual
explanations, like Belkin [8], while for search engines, the user interface ofers more possibilities for rich visual
representations. In fact, visual explanations are the most commonly used presentation form [35, 57], followed
by structured representation [6, 101], and approaches that mix diferent presentation forms [51, 110]. Within
Approach studies, only one work [100] does not use explanations to create a transparent IR system. Vilares et al.
[100] state that their system is more transparent than the original one proposed in [67], because it is created
with freely available resources. The advantage of using open-source resources allows every user to access and
scrutinize the inner-workings of the system. This, however, is a new interpretation of transparency. Unlike the
other systems proposed, the transparency is achieved łexternallyž through the documentation and openness of
the system rather than łinternallyž with the production of explanations.

In summary, none of the Approach studies proposes a solution to create a system that is fair, transparent,
accountable, and ethical at the same time. However, some insights on the creation of a fair or transparent system
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Table 6. Evaluation datasets per domain.

Domain Number of Evaluation Examples of dataset

Web search 4 ClueWeb09a, MSLR [83]

Movie 4 MovieLens [46], IMDBb

Justice 6 COMPAS [5]

Education 5 LSAC [105]

Publication 4 TREC 2019 Fair Ranking Track [11]

News 3 Robust04c, TREC Common Core Trackd, TREC AQUAINT [41]

Credit 5 German Credit [28]

Retail 3 Amazon product [58]

Employment 2 Adult [28]

Other 3 args.me corpus [3], Wiki Talk Page Comments [108]
a https://trec.nist.gov/data/web09.html
b https://www.imdb.com/interfaces/
c https://trec.nist.gov/data/t13_robust.html
d https://trec.nist.gov/data/core.html

emerge. According to the research trends during the studied period, the predominant approach to building a
fair system is a post-process, model agnostic approach that focuses on group fairness in a single output. For
a transparent system, the same type of approach (i.e., post-process and model agnostic) is followed, which, in
addition, provides a visual and local explanation.

4.3 RQ3: How are FATE notions evaluated?

Next, we look into how the diferent notions of FATE are evaluated. We start by checking how studies in the
Approach category assessed the proposed methods with regards to the FATE notions that are being addressed.
Table 6 lists the domains of evaluation with example datasets for each. Then, we analyze Evaluation studies to
review metrics and methods used. Finally, we investigate Audit & User Study papers, which represent common
ways of assessing a speciic system with regards to FATE.

Evaluation in Approach studies. We ind that the majority (74%) of approaches proposed to build a fair or
transparent system come with an evaluation with regards to fairness or transparency. Furthermore, the following
pattern is observed: approaches focusing on transparency tend to be evaluated with user studies, while the ones
related to fairness are assessed in terms of system performance (see Figure 6). Moreover, we note that in 50% of
the studies that involve performance-based evaluation, a new metric was introduced. For example, Verma and
Ganguly [99] used two metrics to assess the consistency and correctness of an explanation.
Table 6 shows the various application domains that have been studied, illustrating the omnipresence of

information retrieval systems in society. Various tracks at the Text REtrieval Conference (TREC), which is an
annual benchmarking platform organized by the US National Institute of Standards and Technology (NIST), are
one of the main source of the datasets used by Approach studies for evaluation.

Evaluation methods and metrics. Of the 13 Evaluation studies, all but two of them [1, 99] relate to the notion
of fairness. Indeed, Verma and Ganguly [99] introduce a metric to evaluate the consistency of an explanation and
another one for its correctness. An explanation is considered consistent if a variation of the explanation model
parameters does not signiicantly afect it. The correctness of an explanation corresponds to higher weights given
to relevant terms in the query. Abu-Rasheed et al. [1] evaluate an explainability algorithm with four metrics,
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Fig. 6. Evaluation methodologies in Approach studies.

among which one is a new metric: information availability. This metric assesses the quality of an explanation
based on the number of slots that are illed in an explanation template, i.e., the more slots that are illed, the better
the explanation. Some studies propose a comparison of diferent optimization policies [38], fairness metrics [54],
and diversiication methods [66]. In the context of fairness as an optimization problem, Gao and Shah [38]
introduce a framework to identify a solution space for a speciic dataset. This space is then used to compare
diferent optimization policies to ind the optimal one. Other studies that introduce new metrics in order to
quantify, estimate fairness, usually do it with a proxy. For example, Gao and Shah [39] measure bias, while Diaz
et al. [26] use the concept of exposure. A diferent perspective is proposed by Gao et al. [37] by integrating
both traditional IR metrics used for relevance assessment with fairness metrics. The fact that fairness has many
deinitions leads to a variety of metrics. Kuhlman et al. [54] highlight three categories: top-k, exposure, and
pairwise metrics. Top-k metrics, like normalized discounted diference (rND) and normalized Discounted Ratio
(rRD), are based on the idea that an item has a good outcome if it is ranked in the top-k positions. Exposure
metrics focus on the attention given to an item at a speciic rank position. Finally, pairwise metrics evaluate
the advantage of a group compared to another one. This variety can explain why we did not identify a sort of
reference metric to easily compare approaches, in a way that, e.g., mean average precision (MAP) is commonly
used to compare the quality of diferent approaches.

Audits and user studies. The notion of accountability is generally examined through audits, as in [59, 77]. Other
notions such as fairness and transparency are usually investigated through user studies; the work by Kuhlman
et al. [55] is the only one that proposes an audit framework for fairness. Since there is no established standard
solution for user studies, it is extremely diicult to generalize them. For example, in Audit & User Study papers,
the number of participants varies between 14 [73] and 1,079 [92]. We make a similar observation for the number
of questions asked in surveys/exit interviews, which ranges between 2 [95] and 21 [25]. Additionally, there are
multiple options for study design, e.g., within-subject [70] or between-subject [84]. The types of questions asked
from participants are also diverse: there are Likert scale questions like łBy looking at the snippet, I can tell if
the result is useful or not without opening the linkž [70] as well as more open-ended questions such as łTry
to explain, as simply as possible, how this matching rate number is calculatedž [86]. Finally, the demography
of the participants is usually unique to the speciic study in terms of gender parity, age range, occupation, etc.
Nevertheless, we notice that the participants in the selected studies are most commonly based/born in the United
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States.

To conclude our indings on the evaluation of FATE in IR, we notice that a variety of metrics are available to assess
fairness, which is likely due to the many deinitions of fairness. This fact can also be linked to the observation
that metrics commonly use a proxy to fairness. Interestingly, we note that only one study considers individual
fairness [26]. Regarding the examination of accountability in a system, audits appear to be the only solution.
Based on observations from a series of experiments, a discussion emerges on who should be responsible for the
actions of the system. Finally, in terms of transparency, the common approach is to conduct user studies in order
to assess users’ understanding of the system. However, metrics were proposed in [1, 99], which do not evaluate
transparency directly but use explanation quality as a proxy.

4.4 RQ4: What conclusions emerge from foundational and empirical studies as well as from

discussions at workshops?

After investigating approaches to build trustworthy IR systems, andmethods andmetrics to evaluate FATE notions,
we relect on the conclusions reached in diferent types of studies (Approach, Evaluation, Foundational, and
Workshop, Tutorial). We report the indings organized around the notion in focus.

Fairness. As stated in the previous sections, fairness is a multi-dimensional concept that does not have a
one-size-its-all deinition. It is noteworthy that some tensions can be observed between diferent deinitions [75].
Let us take individual and group fairness as an example, where it is easy to imagine that optimizing one will
not optimize the other. The lack of a shared deinition is a real challenge to the development of standardized
solutions and evaluation metrics. Additional open challenges, such as the lack of data, are reported in [75, 82].
Previously, we observed that fairness is commonly studied through proxies such as diversity, exposure, and

bias. However, an important point is that these proxies are not equivalent to fairness. In other words, having
a diverse or unbiased output does not always imply that the system is fair. Pathiyan Cherumanal et al. [79]
observe that some metrics capture novelty and diversity, but not on the same dimensions. Sühr et al. [92] provide
another perspective on the relationship between diverse results and fairness; the authors state that a system can
be diverse and improve group fairness by increasing the selection of items from underrepresented groups, but
the fairness aspect entirely depends on the end user. This is illustrated by an example in the human resources
domain: if the end userÐa recruiter in this situationÐis biased towards a gender or a race, then the overall output
will not be fair.

Olteanu et al. [75] provide the following key requirements and questions that should be considered when
creating a fair IR system.

(1) Create rankings based on fairer algorithms and the knowledge of possible query dependent protected
attributes.

(2) What fairness constraint should be optimized to consider both the user and the item sides?
(3) Where and when should we intervene in the IR system pipeline? And, how to take limited training data

with respect to sensitive attributes into consideration?
(4) Have fair user interface that may need to ind a compromise between fairness and transparency.
(5) Recognize potential trade-ofs between exploration and exploitation.

Transparency. We observe that transparency can have several levels and purposes (e.g., interpretability, rein-
forcement of trust). As a consequence, diferent models have been developed. At the same time, the formalization
of transparency is still an open problem [75].
Ribes et al. [86] argue that the manner of presenting a detailed explanation can in some cases result in the

overloading of the cognitive capacities of the user and reduce the interpretability of the system. However, if the
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communication is done in a reasonable manner, the user experience is improved [25]. Another solution to make
a system transparent without deteriorating the user experience is by publishing articles or blog posts about the
inner-workings of the system [33, 34, 59], so that the information is available to all users who want to know
more about the system. Similarly to the case of fairness discussed above, Olteanu et al. [75] provide a series of
essential questions to address when creating a transparent IR system.

The vast majority of studies argue and strive for increased transparency [25, 73, 75, 89]. Unlike those, Laidlaw
[56] calls for precautions, as a fully-transparent system might invite some ill-intentioned users to take advantage
of it. Laidlaw [56] gives the example of search engine optimization tools, which aim to increase the traic of
a website by manipulating search engine rankings. Indeed, with total transparency, these tools would have all
necessary information to dupe the ranking algorithm into considering irrelevant items as relevant.

Accountability. Studies related to the notion of accountability usually try to answer some of the following
questions: (1) Who is responsible for the production of fair output? (2) Does the system follow some regulations,
standards, or policies? (3) Is there an independent complaints mechanism? Laidlaw [56] argues that search engines
do not belong to existing media categories, such as newspapers, hence they do not need to comply with any
sort of regulations. Moreover, the author states that imposing some standards, policy, or anything making the
search engine responsible, might slow down innovation due to new constraints. They identify four priorities for
accountability, including the production of relevant and unbiased output and a certain degree of transparency.
Lewandowski [59] takes the special case of the Google search engine and focuses on its responsibility to produce
fair results. One of the points raised is that the search engine and the way the output is processed by the users
are the result of human decisions, which can lead to unfairness; this is also supported by [49]. Hence, one could
wonder if the responsibility falls on the end users, the engineer, or on the algorithm itself.

Ethics. Some studies look into other ethical issues not covered in the previous notions [62, 63]. MacFarlane
et al. [63] investigate the question of user privacy and information bubble in IR systems. They argue for a
recipient-oriented design of information systems, which would give more control to the user issuing the query,
while the privacy question can be solved at the architecture level or by applying a policy. However, giving more
control to users can increase their chances of ending up in an information bubble. Luyt and Lee [62] discuss
at a high level the social and ethical implications of a social information retrieval system (i.e., a system to ind
other communities). They especially emphasize on the concepts of homophily and public sphere. Indeed, when
designing such systems, it is important consider other values than relevance to break homophily.
The presence of a large gap between the beliefs, conceptualisation, and models of search engines of the

end-users and the designers of search engines was shown in [13, 97]. Bilal and Zhang [13] focus on the case of
teen users and report that more than half of the participants of the study were not able to explain how an output
is produced by a search engine. Van Couvering [97] summarizes the output of interviews with tech professional,
which led to the identiication of two major schemes structuring the development of search engines: the market
schema relates to the business side of a search engine such as costs, revenues, and user satisfaction, while the
science-technology schema considers a search engine as a research object likely able to solve users’ needs.

In this section, it is interesting to notice that a signiicant number of studies are driving towards fairer, more
transparent, responsible, and ethical systems. However, there can be tensions within a notion (e.g., individual
and group fairness), between a notion and its proxies (e.g., fairness and diversity, transparency and diversity).
Additionally, some studies show a gap between the users and designers of search engines, which supports the
idea that transparency can be beneicial for the user experience.
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Table 7. Taxonomy of transparency requirements.

Dimensions Sub-dimensions Description

Degree
Full Provide all the information necessary to make the entire system trans-

parent.
Partial Provide all the information necessary tomake a part of system transparent

(e.g., pre-processing of the query).

Level

Global Describe the inner-workings of the system.
Local Describe the relationship between a speciic input (i.e., query) and output

(i.e., search results).
Causal Describe the relationship between the inner-workings of a system (i.e.,

the cause) and a speciic output (i.e., the efect).

Modality

User Interface (UI) Communicate information through the UI (e.g., explanations).
Article Communicate information in an article, or a blog post.
Open source System is built on open source resources that can be scrutinized.

Table 8. Taxonomy of accountability requirements.

Dimensions Sub-dimensions Description

Rules

Regulation Compliance with at least one regulation (e.g., General Data Protec-
tion Regulation (GDPR)2).

Policy Compliance with a policy.
Standards Compliance with some standards.

Independent complaint mechanism Collect and process complaints independently of the system.

Responsible
User The user is responsible of their actions based on the output.
Algorithm The algorithm is responsible for its own actions.
Designer The designer of the system is responsible for the system’s actions.

2 https://gdpr-info.eu

5 DISCUSSION

Based on what we learned through the systematic literature review, we now present our insights on trustworthy
IR systems. First, we discuss about the formalization of the FATE notions through taxonomies, as well as the
problems related to them. Then, in Section 5.2, we present some open challenges in the ield. Finally, we conclude
our discussion in Section 5.3 by acknowledging limitations of this study.

5.1 Taxonomies of Fairness, Accountability, and Transparency Requirements

Throughout this review, we observed that the diferent notionsÐfairness, accountability, transparency, and
ethicsÐdo not have clear deinitions, which makes it diicult to formalize them, and consequently to develop
standard solutions. Fairness appears to be the notion with the most number of dimensions speciied. A good and
detailed taxonomy for it was introduced by Pitoura et al. [82]. However, we did not ind similar work for the other
notions. Therefore, we develop taxonomies, by specifying dimensions and sub-dimensions, for accountability
and transparency. It is worth pointing out that our taxonomies focus only on the characterization of the notions
of fairness, accountability, and transparency, i.e., the requirements for an IR system to be fair, transparent, or
accountable. There are additional categories we identiied during the coding process, such as Position in the IR
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process and Type in Table 5, which can be used to characterize ways to make IR systems more fair, accountable,
and transparent, i.e., contribute to a taxonomy of methods. We believe that using these taxonomies to characterize
the diferent notions will help to identify common trends and research gaps, in addition to relevant work when
performing a comparative analysis.
For accountability, we propose three main dimensions, listed in Table 8. The irst one describes the types of

rules the system follows such as regulations and policies. The second dimension identiies if an independent
complaint mechanism is available (e.g., the Information Commissioner’s Oice10 in United Kingdom). Finally,
the last dimension focuses on who is responsible for the system’s actionsÐit could be the user, algorithm, or
designer. In practice, the information regarding the fulillment of these dimensions can usually be found in the
łpoliciesž and łterms and conditionsž documents of IR systems. For example, search engines commonly have a
privacy policy with a section related to European users and the compliance with GDPR; see, e.g., the following
statement in privacy policy of Semantic Scholar:11 łWhere personal information is transferred from the European
Economic Area (łEEAž) or Switzerland, we rely on appropriate safeguards such as the European Commission-approved
Standard Contractual Clauses and Privacy Shield Frameworks to transfer the data and/or as otherwise authorized
by applicable law.ž The responsible dimension is commonly addressed in a Liability section. However, we note
here that in some cases responsibility is waived by the IR system without explicitly designating a responsible
party. For example, the web policies of the National Library of Medicine,12 which maintains PubMed a search
engine for biomedical and life sciences literature, states łFor documents and software available from NLM, the
U.S. Government does not warrant or assume any legal liability or responsibility for the accuracy, completeness, or
usefulness of any information, apparatus, product, or process disclosed.ž We observe that it is more diicult to ind
policies and terms and conditions document associated with IR systems presented at academic conferences. One
of the main reason being their limited availability in time, for example, EXS search [89], MosaicSearch [74], and
X-Rank [51] presented between 2018 and 2021 cannot be accessed anymore.

Similarly, we introduce a taxonomy for transparency in Table 7. We distinguish three main dimensions divided
in reined sub-dimensions. The irst one corresponds to the degree of transparency of a system, i.e., the system
can be totally or partially transparent. The second sub-dimension can be used to limit the risk of malicious usage
or to protect business technology. The second dimension relates to the level at which the transparency can be
observed, i.e., the system, its output, or the relationship between both can be transparent. The last dimension
concerns the modality used to communicate the information related to transparency. Based on the results of this
review, we identify three modalities: UI, articles, and open resources. Studies presented in this survey illustrate
several possible ways to implement these dimensions. For example, the Transparent Queries system [73] is
partially transparent on a local level as for each query only its pre-processing is visually explained through the
user interface. While, Vilares et al. [100] satisfy diferent sub-dimensions as they create an IR system with open
source resources (e.g., Terrier13), hence the information to make the system fully transparent at a global level is
available in the code and documentation of those resources.
The notion of ethics is considered an outlier in a sense that it is hardly discussed in the studies selected for

this review (less than 10% of the studies focus on ethics). In our opinion, the fact that it is not discussed speciic
to IR suggests two possibilities. Either the question of ethics is not speciic to IR but applies more generally to
AI. Indeed, there are surveys of ethical guidelines for AI [44, 50] as well as work on the ethical design of AI
systems [14]. It could also be that ethics has IR-speciic aspects, but the current focus is on the other notions
of FATE, which are easier to characterize but challenging nevertheless. Consequently, it might take some more
time before ethics in IR receives suicient attention. Either way, existing studies suggest that the various ethical

10https://ico.org.uk
11https://allenai.org/privacy-policy
12https://www.nlm.nih.gov/web_policies.html
13http://terrier.org
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considerations, such as conidentiality and safety [75], are each complex enough to deserve their own taxonomy
to be developed. This, however, is beyond the scope of this work.

5.2 Open Challenges

From our observations, it appears that there are still many open challenges in the ield. Few of them are listed
below. On a high-level, we identify two main direction of work. The irst one is the deinition and formalization
of the problems as discussed in the previous sections. Secondly, an important challenge is the evaluation of each
notion and, more particularly, the development of standardized evaluation protocols and metrics.

• Individual fairness. In this review, only one of the selected studies [26] reports on individual fairness,
while there is a lot of work on group fairness. As stated before, individual fairness aims to ensure a consistent
treatment of similar items or users. Our review did not yield a clear explanation as to why individual
fairness did not receive the same attention as group fairness. This is all the more interesting because
according to Biega et al. [12] these two are related; in fact, the authors state łwhen equity of attention is
achieved for individuals, it will also be achieved at the group level.ž Other work [36, 114] present some
conlicts that can occur between diferent kinds fairness. Hence, we believe that a better treatment of
individual fairness in the literature would contribute to study potential trade-ofs with group fairness and
provide better guidelines for the development of future IR systems.

• Regulations. The question about the regulation of IR system remains open despite the widespread
deployment of IR systems for several decades now. Countries tend to have diferent standards, while
IR systems are used internationally, thus one can wonder if a general agreement can be reached. An
example is the policies on data privacy, in Europe there is the GDPR while another one is applied in
California (California Consumer Privacy Act). However, the operationalization of some aspects of these
regulations remains challenging and unclear to date [20]. For instance, there are obstacles related to the
operationalization of data minimization (Article 5(1)(c) in GDPR), especially the lack of guidelines with a
practical deinition and information on when and how data minimization should be applied, as pointed
out by Biega [10] in their talk given at the 13th European Summer School in Information Retrieval (ESSIR
’22). Therefore, we believe that interdisciplinary communication is essential to develop regulations that are
socially accepted and technically realistic.

• Ethics. In this review, we observe that the notion of ethics is sparsely studied compared to other notions.
A speciic reason for this could not be deducted from our review. However, it is worth pointing out that
ethics is a broad term that comprises several sub-notions such as privacy and safety, thus, its formalization
in the context of information retrieval is non-trivial. Therefore, we believe that a study of each sub-notion
under ethics, as a irst step, would help the research community to have a better understanding of what is
at stake when talking about ethics. Then, the indings should enable to make progress in the long term.

• Benchmarks. The evaluation of IR systems against public benchmarks is more than a common practice,
it is the very trademark of the ield [102]. In the last few years, some benchmarks addressing the notion
of fairness have been initiated. For example, the TREC Fair Ranking Track14 has started in 2019 and is
running annually since. In 2019, the track targeted group fairness on the producer side and multiple
outputs [11]. The tasks addressed by the track evolve every year, therefore the targeted (sub-)dimensions
can change accordingly. Most recently, the NTCIR Fair Web Task15 has been introduced in 2022. This
web search task focuses on item group fairness in a single output. To the best of our knowledge, there
are no benchmarks for the other notions (i.e., accountability, transparency, and ethics). The creation of
a benchmark for accountability is especially challenging as evaluation metrics do not exist for it yet. As

14https://fair-trec.github.io/index.html
15http://sakailab.com/fairweb1/
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stated before, the case of ethics is even more challenging, as the various ethical considerations would
need to be formally characterized irst. Overall, the development benchmarks corresponding to each FATE
notion would be a critical enabler of progress. Moreover, such benchmarks would allow for standardized
comparisons between information retrieval systems.

As IR systems are more and more used to automate tasks that have a direct impact on people’s lives, such as
candidate ranking and news retrieval. One question we ask ourselves after this literature review is: Is it possible
to combine all the work on the diferent notions to create a system that is fair, transparent, accountable, and
ethical all at the same time? If not, what are the trade-ofs and who should be deciding which notion to favor over
the others? For example when looking for a job, one does not want to be ranked lower in the pool of competent
candidates because of protected attributes (e.g., gender, nationality), and the recruiter might want to know how
the pool of candidates is created to identify potential biases and report them to the correct entity (i.e., the designer
of the system). However, this is only valid when protected attributes are known via the candidate’s application;
indeed, if such attributes are not speciied or deliberately withhold, the information retrieval system cannot be
blamed. Tension could also arise between transparency and ethics, more particularly conidentiality. Indeed, in
order to be transparent, the system needs to reveal information; however, it is important not to leak conidential
information. Take the example of information retrieval in the medical domain, where the explanation of a ranking
may contain the patient’s personal data that should not be shared with everyone.

5.3 Limitations

The aim of this systematic review was to provide a comprehensive overview of what has been done in the ield of
FATE in IR since 1980 based on a large selection of studies. It could be argued that the annotation of the studies is
subjective and biased. Indeed, it is possible that the study selection and classiication would have been diferent
if done by another researcher. However, the candidate set of papers and their annotations are made publicly
available to support reproducibility.
It is worth noting that this review does not cover all available studies in the ield caused by the methodical

procedure of gathering research from a limited number of sources. An example is the work by Zimmer [117]
that is not indexed in the selected sources. However, we chose the source databases based on their domain and
the number of papers indexed in order to provide a high level of coverage of relevant studies. Despite this, the
methodical approach for this review ofers the possibility to be extended in future works using other sources
and/or time range. It is also possible that the search terms do not appear in the title or abstract of relevant studies.
An example is the work by Biega et al. [12] that does not include the terms łranking algorithmž, łinformation
retrievalž, or łsearch enginež in its title or abstract.

This work is based on an arguably narrow deinition of IR systems: rank items in response to a textual query.
A broad deinition of a modern IR system is to provide the łright information, in the right way, at the right time.ž
Still, our indings show that even with a narrow deinition the subject is complex and many challenges remain.
Therefore, the generalization to an extended deinition of IR systems is left for future work. This especially
includes contemporary IR systems relying on users personal activities to enhance their performance and deliver
tailored results.

6 CONCLUSION

The ield of challenges of fairness, accountability, transparency, and ethics in information retrieval has attracted
a lot of attention lately. This can be explained by the omnipresence of IR systems in the society as well as the
wish to automatize data-intensive tasks in order to answer speciic requests (e.g., retrieving news, ranking job
candidates). To be well accepted, these systems should comply to ethical norms such as being fair, transparent,
and respect users’ privacy. This is not always easy to achieve, especially with systems based on machine learning
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models, which are often considered as black boxes. Therefore, a systematic literature review was performed to
give an overview of the ield. More speciically, this review analysed 75 studies focusing on the following points:

(1) the deinitions of fairness, accountability, transparency, and ethics;
(2) the solutions proposed to build a fair, accountable, transparent, and ethical IR system;
(3) the evaluation methodologies used to assess the solutions proposed;
(4) the conclusions emerging from foundational and empirical studies as well as from discussions at workshops.

From this review, we learned that the deinitions of the diferent notions are complex due to their multi-dimensional
nature, which makes it challenging to establish shared standards. Following the principles of grounded theory,
we found that there is no work combining all of the notions together. However, we established that the proposed
approaches can intervene at diferent stages of the information retrieval process and can be model speciic or not.
The trends suggest preferred approaches to build a fair or transparent IR system. These are post-process and
model agnostic approaches that study group fairness in a single ranking or provide visual and local explanations
respectively. With regards to evaluation, there are a variety of metrics to automatically assess fairness, this is
likely due to the diferent possible deinitions of fairness. While the evaluation of accountability and transparency
is commonly performed with diferent methodologies such as audits and user studies. Finally, the conclusions
reached by diferent studies provide some perspectives regarding the creation of ethical IR systems. More
particularly, some tensions between diferent notions and proxies associated to them were found. In addition, a
gap between beliefs of the designers, engineers and users of IR systems was identiied.
A taxonomy of fairness was previously proposed [82], however similar taxonomies for the other notions of

FATE were not found in this review. Therefore, we contributed to illing this gap by introducing taxonomies for
transparency and accountability based on (sub-)dimensions identiied during the review. The development of a
taxonomy for ethics is left for future work, due to the low representation of ethics in the selected studies. We hope
that this is a step towards a better understanding of these notions, formalization of the problems encountered in
the ield, and the development of standards. We strongly believe that collaboration between researchers from
diferent ields such as legal studies, sociology, and information retrieval to reine and extend these dimensions
would be beneicial.

Based on the open challenges identiied from the literature review, we highlight a few points related to FATE
that should be considered for the development and deployment of future IR systems. First, it is important to clearly
deine the notion studied; this is especially true for fairness as many deinitions exist, and certain deinitions may
not align or be compatible with others. Furthermore, the diferent trade-ofs considered between the notions
and/or the performance should be made clear, so the end-users and experts can better understand the system’s
results and behavior. Second, the development of new evaluation methodologies and metrics for the diferent
notions should help to prevent harmful behavior before the deployment of the IR system. Third, the regulations
of IR systems with regards to FATE notions could be review by a team a multi-disciplinary experts in order to be
more precise, in accordance with society’s beliefs, and technically realistic.
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