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ABSTRACT Many individuals, including researchers, professors, and students, encounter difficulties when
searching for scholarly documents, papers, and journals within a specific domain. Consequently, scholars
have begun to focus on document classification problem, offering various methods to address this issue.
Researchers have utilized diverse data sources, such as citations, metadata, content, and hybrids, in their
approaches.In these sources, the meta-data-based approach stands out for research paper classification due
to its availability at no cost. Various scholars have employed different metadata parameters of research
articles, including the title, abstract, keywords, and general terms, for research paper classification. In this
study, we chose four meta-data-based features such as, title, keyword, abstract, and general terms from the
SANTOS dataset, which was prepared by ACM. To represent these features numerically, we employed a
semantic-based model called BERT instead of the commonly used count-based models. BERT generates a
768-dimensional vector for each record, which introduces significant time complexity during computation.
Additionally, our proposed model optimizes the features using a genetic algorithm. Optimal feature selection
performances a crucial role in this domain, enhancing the overall accuracy of the document classification
system while reducing the time complexity associated with selecting the most relevant features from this
large-dimensional space. For classification purposes, we employed GNB and SVM classifiers. The outcomes
of our study exposed that the combination of title and keywords outperformed other combinations.

INDEX TERMS Document classification (DC), Word2Vector (W2V), bag of word (BOW), term frequency
(TF), association for computing machinery (ACM), machine learning (ML).

I. INTRODUCTION
From the past couple of years’ research glut on the web
is rapidly dilated. This massive volume makes it difficult
for recommender systems to find suitable research articles
for user-posed queries. Aside from that, classification of
research publications has grabbed the scientific community’s
attention [1]. This research article classification could be
facilitated in a type of ways, including assisting scholars
and professors in 1) identifying relevant research articles
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and 2) finding appropriate articles to explain the background
concept of the proposed study etc.

Different repositories, such as Google Scholar and Digital
Libraries, are used by most users to find relevant research
articles. However, currently, the data present on the web are
unstructured in nature, which hampers the process of finding
appropriate data against a user-posed query. As mentioned,
repositories return millions of generic hits. For understand-
ing, lets consider the scenario in which, when we pose a
query for research paper recommendation on Google Scholar,
2.8 million papers were displayed. If a user is an expert
researcher, reading an average of five papers per day will take
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approximately 158 years for that user, which is impossible
for him. The above result is due to the fact that papers are
not categorized or indexed according to their appropriate
classifications scheme like ACM. We believe that if these
systems are categorized consistently, their performance will
improve. If we can classify papers, this will be helpful in the
cases discussed above.

Many strategies for classifying research articles have been
presented in the literature. These techniques are characterized
as citation, metadata, content-based, or hybrid techniques [2],
[3], [4], [5], [6]. Metadata based approaches are important
among them due to its nature (always free available online).
Research scholars have utilized various metadata param-
eters, such as title, keyword, abstract, and general terms,
individually, as well as their combination in research paper
classification techniques [7], [8], [9].

In text mining the representation of the text is one of the
core issue [10]. The purpose of this is to numerically change
the unstructured text input into documents that can be quanti-
fied statistically. In the literature, state-of-the-art techniques
utilize traditional count-based approaches such as 1) BOW,
2) TF, and 3) TFIDF [6], [7], [8], [11], [12], [13]. As a
result, these techniques have disregarded the semantic and
contextual information contained in words, leading to inac-
curate classification of research articles. After 2013, some
semantic-based techniques have been proposed by different
researchers such as 1) Word2Vec [14], [23], 2) Glove [15],
3) Fasttext [16], and 4) BERT [17]. These techniques can
recognize the context of words in a research article, such
as semantic and grammatical similarities, as well as corre-
lations with other words. Owing to the increasing use of
these techniques by researchers in different domains, the
document classification community started the utilization of
these techniques in their studies [14], [18], [19], [20] which
presented promising results. One of the issues related to these
techniques is the large length of the vector generated against
a single word in a text. For example, W2V generated a vector
of 300 length against a single word, similar to BERT, which
generated a vector of 768 length against a single word, and so
on. Such a large length requires too much time to perform a
classification activity.

Therefore, we used the BERT algorithm for text repre-
sentation because of its bidirectional nature, which captures
semantic and contextual information of the term. Therefore,
we used a machine learning model for feature optimization
because, with more features, its complexity increases. Opti-
mal feature selection can perform an essential role in this field
and improve the overall accuracy of the document classifica-
tion system. One of the most modern algorithms for feature
selection is the genetic algorithm. This followed the natural
phenomenon of biological evolution. This is a stochastic
method for feature optimization. Organisms have genes that
evolve over time or successive generations. By evolving,
they can adapt better to the environment. It is a heuristic
optimization method inspired by natural evolution proce-
dures. The population of individuals was created using this

TABLE 1. Categories description.

algorithm. A new population is created after every generation
by selecting individuals who fit in the problem domain. Then,
the individuals are recombined, and different operations are
performed using different operators, such as mutation and
crossover.

For experimental purposes, this study used freely available
metadata parameters and a combination of research articles
such as 1) title, 2) abstract, 3) keywords and 4) General terms.
For this, we used the ACM dataset developed by Radrigues
and Santos et al. [12]. The dataset contains metadata param-
eters of research documents in the field of computer science.
From this set of metadata parameters, we selected four meta-
data parameters (1) title, 2) abstract, 3) general terms and
4) keywords). To represent our dataset text in numeric form,
we employed the mostly used semantic-based technique,
Word2Vec (explained in the methodology section). Similar
to [5], [6], and [47], we also used the ACM categorization
system to classify the research articles by assigning a suitable
label. The ACM Computing Classification System (CCS)
is a classification scheme developed by the Association for
Computing Machinery (ACM), which is utilized by different
ACM journals to organize subjects by area. ACM CCS is
divided into three levels. This study utilized the top-level
categories (presented in Table 1) for the classification of
research articles.

For the research article classification task, we used
the SVM and Naive Bayes classifiers (explained in the
Methodology section). From the results of our experiments,
we achieved a 0.83 percent classification accuracy for title
and keyword combinations. Moreover, we found that by
increasing the generation in genetic algorithm the average
accuracy also increases.

The rest of the manuscript is structured as follows.
Section II elaborates on the state-of-the-art techniques
proposed in the research article’s classification domain.
Section III describes the proposed method. Section IV
explains the results of the experiment in detail. Finally,
Section V presents the conclusions of the study.

II. LITERATURE REVIEW
In the literature review section, we explain existing tech-
niques proposed by different researchers in the document
classification domain. These state-of-the-art approaches in
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the literature can be divided into two broad categories:
1) content-based features and 2) metadata-based features.

Content-based approaches have mostly focused on the
overall Content of the research article and contain an intro-
duction, headings, methodology, and conclusions that are not
freely available. While the metadata based approaches have
focused onmetadata of the research article and it contain title,
keywords, author name etc, which are available freely. This
is why researchers mostly move towards metadata features
instead of content-based features because of the subscription
requirement.

H. Nanba et al. [21] proposed a technique for research arti-
cle classification that utilizes citation links and type-based
features. The authors developed the PRESRI tool based on
this study to classify research papers. This tool uses the words
of the title and the authors ‘names as features. The tool takes
the features as input and classifies the research article based
on the cited article mentioned in the reference section of the
query paper.

Taheriyan et al [22], have presented an approach for
classification of research document based on analysis of
their interrelationship. The authors have utilized common
reference-based parameters, common authors, and citations
in their study. Using this, a relationship graph was created in
which nodes represent research papers, and linkages between
those nodes establish the relationship between research arti-
cles. The results revealed that the results were very good in
the case of dense and close-packed graphs.

Some researchers [23], [24], [25], have utilized the bibli-
ography section of the research article to identify the category
of a paper. These studies have focused on the assumption
that most researchers cite articles of similar domains or cate-
gories. To prove this claim, researchers have utilized a dataset
collected from the Journal of UCS. The authors matched the
references stored in the database with the extracted references
of the research articles.

In another study, the authors presented a Bayesian-based
approach for research article classification [2]. For the exper-
iment, the author utilized 400 research articles collected from
conferences based on education as a dataset and categorized
them into four categories: 1) cognition issues, 2) e-learning,
3) teacher instruction, and 4) intelligent coaching systems.
The authors revealed that keyword metadata can be used for
classifying research articles. The limitation of this approach is
its dependence solely on the keywords. In another study [26],
researchers classified articles into more than one class based
on phrase-to-text connectedness. They utilized three several
evaluation measures to evaluate their proposed technique:
1) the well-known characteristic of the likelihood of term
generation BM25, 2) cosine relevance score between typical
vector area representations of the texts coded with tf-idf
weighting, and 3) an in-house characteristic of the conditional
probability of symbols averaged over matching fragments
in suffix trees representing texts and phrases, CPAMF. Fur-
thermore, the authors collected abstracts of research articles

from the ACM Digital Library for experimental purposes.
The results of their experiments revealed that the CPAMF
results were better than those of the cosine measure and
BM25 by a healthy margin. For research article categoriza-
tion, some authors have proposed hybrid approaches [19],
[27], [28], [29], [30]. In these approaches, feature extraction
is performed utilizing DL techniques and classification based
on ML and DL methods. The outcome of these approaches is
excellent when utilizing the entire content of the research arti-
cles. In the case of research article classification, Balys and
Rudzkis [31] presented a study on the automatic classification
of research articles using applied mathematical analysis of
probabilistic distributions of the scientific terms in texts.
Moreover, some works, such as [32], focused on ML algo-
rithms to develop subject classification rules for research arti-
cle classification. However, such approaches used the entire
content of the research documents to extract the features and
developed a classifier, which is a time-consuming task [33].
This study [34] utilized the entire content of the article and
proposed an approach based on the logistic regression and
naive Bayes algorithms. For the experiments, they employed
two datasets from the computer science area, which have
already been labeled as CiteSeerX and arXiv. The outcome
of the study revealed that F1 Score on the arXiv and the
CiteSeerX datasets are 0.95 & 0.75 respectively. Luo [35]
employed a support vector machine model for categorizing
English texts in articles. The authors performed several ana-
lytical experiments to verify the selected classifiers using
English documents. They employed a dataset comprising
1033 text documents. The results of the experiment revealed
that the Rocchio classifier reported good results when the
size of the feature set was small, and the SVM outperformed
the others. Furthermore, they observed that, as the feature set
increased to 4000, the classification rate exceeded 90%.

Lai at el [36] presented a technique for categorizing text
based on Recurrent Convolutional Neural Networks. This
approach uses a recurrent structure to obtain contextual
information during learning. To capture contextual informa-
tion, they used a recurrent structure model to learn word
representations. The approach also employs a max-pooling
layer that identifies important words for text classifica-
tion. The approach also used a pre-trained word-embedding
model. Moreover, they performed a comparison with existing
approaches (RNN and CNN).The approach was evaluated
using four different English andChinese datasets: 1) 20News-
groups, 2) ACL Anthology Network, 3) Fudan set, and
4) Stanford Sentiment Treebank. The results of the exper-
iments show that the RCNN achieved a better score
(0.96 Macro F1) than the existing approaches.

Kim and Curry [37] proposed a technique for sentence
classification by utilizing the Convolutional neural network.
This approach first trains a CNN with a single convolution
layer on the word vectors. These vectors were obtained using
the pre-trained Google news model. In this approach, they
performed some tuning of the parameters of a network, which
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yielded good results. Moreover, the author also discussed and
evaluated different variations of models, such as static and
nonstatic CNN. The approach was evaluated on six different
benchmark datasets: MR, SST-1, and TREC. The outcome
of the study revealed that the approach has been performed
extraordinarily (0.93) on CNN static variation with little tun-
ing in network parameters.

Zhou et al. [38] presented a study on text classifica-
tion based on phrase level features. The approach combines
CNN and LSTM to propose a unified C-LSTM model.
First, the approach learns phrases using CNN layers; after-
wards, such a dense high-level representation is provided as
an input to the LSTM network to learn long-term depen-
dencies. To evaluate the approach, they used two differ-
ent datasets: Stanford Sentiment Treebank (Movie Review)
and TREC (Question-type data). The outcome of the study
revealed that C-LSTM (0.878 Reported on SST Dataset and
0.94 on TERC) performed extraordinarily compared with
CNN (0.872 Reported on SST Dataset and 0.93 on TERC
) and LSTM (0.866 Reported on SST Dataset and 0.93 on
TERC ) on both datasets.

Liu et al. [39] proposed an approach for multi-label text
classification based on deep learning model. This approach
uses a family of CNN models to propose a new model,
XML-CNN. In this approach, they used a max-pooling
function of the CNN model to obtain a large amount of
information from different areas of a document. More-
over, the approach uses a bottleneck layer for representation
and reduces the dimension size of the model. To evalu-
ate the model, they used six different benchmark datasets
(Wiki-30k, Amozon-670k, and others). The authors also
used cross-entropy loss as the evaluation measure, which
is suitable for multi-label classification. After a compara-
tive evaluation, XML-CNN performed extraordinarily on all
benchmark datasets.

Conneau et al. [40] proposed a text classification tech-
nique using a deep CNN. The architecture presented by this
approach works on the character level of a text. For convo-
lution and pooling operations, the author used a maximum
window size of up to 3 to better understand the hierarchal
representation of a sentence. For evaluation purposes, they
utilized six freely available datasets. During the evaluation,
they increased the depth of the architecture by increasing
the number of convolutional layers. They reported that when
the number of layers increased from 9 to 17 and then to 29, the
results steadily improved. Moreover, they also reported that
the max pooling mechanism in CNN performed better than
the others. The outcome of the research shows that the pro-
posed approach is more effective than existing approaches.

Kowsari et al. [41] have proposed a Hierarchical Deep
Learning technique for text classification. The approach uses
a combination of deep learning models to allow both overall
and specialized learning at different levels of document hier-
archy. The architecture of HDLTex for every Deep Learning
model contains a DNN (eight hidden layers), RNN (GRU

and LSTM have been used), and CNN (eight hidden layers
with different numbers of filter sizes). Three different datasets
were used to evaluate the proposed approach. After evaluating
the proposed approach on these three different datasets, they
reported that a combination of RNN at the upper level pro-
duces high accuracy (up to 0.94), and DNN or CNN produces
at a lower level with high accuracy (up to 0.92) as compared
to existing approaches (SVM, Naïve Bayes, etc.). The results
of the study revealed that deep learning algorithms provide
sufficient improvement in document classification.

Another hierarchical text classification framework
(HR-DGCNN) was proposed by Peng et al. [42]. This
approach utilizes a Deep Graph Convolutional neural net-
work. In this approach, they first converted all the text
into the form of graph-of-words, after which they used the
convolution operation to convolve the word graph. Essen-
tially, this representation captures long-distance semantics,
either of which are in consecutive or nonconsecutive forms.
Moreover, they demonstrated that in deep learning, we used a
recursive regularization technique for large-scale hierarchical
text classification. For the evaluation, they used two different
RCV1 and NY Times datasets. The outcome of the study
revealed that the results were comparably better than those
of the existing approaches.

Lee and Dernoncourt [43] presented a technique for short
text classification by utilizing the combination of RNN &
CNN. This approach is composed of two main parts. In the
first part, the vector is generated using either the RNN or
CNN architecture for every short text. Second, they classify
the current text based on the current vector representation,
as well as a few preceding short text representations. To eval-
uate the model, they used three different datasets: DSTC 4
(Dialog State Tracking Challenge 4), MRDA (ICSI Meet-
ing Recorder Dialog Act Corpus), and SwDA (Switchboard
Dialog Act Corpus). They used different vector dimensions
for different datasets, such as 300 vector dimensions (using
pretrained Word2Vec) for the DSTC4 dataset and 200 for
MRDA and SwDA, and with these dimension vectors, exist-
ing approaches achieve good results. After a detailed eval-
uation and comparison, they reported that their approach
performed well on all three datasets.

After a comprehensive review of the literature, we identi-
fied the following major points:

1) Most researchers used the content of the research article
due to the richness of its features.

2) Due to the unavailability of the full content of the
research article, some of the researchers later moved towards
the meta-data of the research article used as a feature.

3) To represent a text, researchers have utilized both count-
and semantic-based techniques.

4) With an increasing number of features, its complexity
increases, and thus feature optimization is an important task
for document classification. In the literature, most researchers
have selected either all the features or made some manual
combinations of features instead of performing optimization.
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Therefore, in this study, we employed a genetic algorithm for
feature selection.

III. METHODOLOGY
We developed an effective methodology to address the high-
lighted problem comprehensively. Figure 1 shows the overall
structure of the proposedmethodology. Initially, we selected a
comprehensive dataset of the computer science domain from
ACM, prepared by Radrigues and Santos [12] in 2009. Sub-
sequently, we extracted metadata features from the selected
dataset. For the removal of noisy data from the extracted
features, some basic preprocessing steps were performed on
the dataset. In the next step, we converted our textual data into
numeric forms. Before classification, we employed a genetic
algorithm for the selection of the best features from the huge
length dimension features generated during the conversion of
text into numeric. Subsequently, we divided our dataset into
80:20 ratios for training and testing purposes. For classifier
training we have utilized the training data for evaluating our
model we have employed the test data. After the training
session, we provided the input to the system in the form
of a new sample of research articles, which can predict the
category on the basis of a given input. Subsequently, the
predicted results were compared with the actual results of
the given input sample by the system, and the results were
presented using various evaluation measures.

A. DATASET
Dataset selection plays a pivotal role for experimental pur-
poses. For our study, we selected a dataset of computer
science domains prepared by Radrigues and Santos [12] in
2009 and collected documents from the ACM digital library.
This dataset was selected because it contained research arti-
cles belonging to different research areas in the computer
science domain. This dataset will help in a comprehensive
evaluation of our model. The dataset contains 11 categories
at the root level: 1) General Literature (A), 2) hardware
(B), 3) computer system organization (C), 4) software (D),
5) data (E), 6) TOC (F), 7) computing mathematics (G),
8) Information Systems (H), 9) computing methodologies (I),
10) computer applications (J), and 11) Computing Milieux
(K). The dataset contains instances from all these categories,
with a total of 86116 records. The individual record contained
five metadata: tile, abstract, keywords, general terms, and
classification labels. In this study, we utilized the first four
metadata parameters as the feature set, and the last one was
used as a classification label. In the dataset, some records
belonged to more than one category. These records were
converted into a single label by creating a replica with the
second or third label and placing its label in the classification
label column. Table 2 presents the statistics for the database.

B. FEATURES EXTRACTION
The dataset comprises various metadata features of research
articles, such as 1) title, 2) abstract, 3) keywords, and
4) General Terms, which are mostly freely available. For

TABLE 2. Database statistic.

our study, we selected these metadata parameters for the
following reasons.

• The titles of research articles contain some key terms of
specific domains that provide hints in finding a category
of a paper.

• Generally, abstracts are not in the list of metadata param-
eters, but due to its free availability, we can use it with
metadata parameters and it contains the main theme of
paper that can assist in finding a category of paper.

• The remaining parameters, general terms, and keywords
are explicitly provided by the authors, which mostly
contain information regarding relevant areas. For a com-
prehensive evaluation of all metadata features, we also
made all possible combinations of the above selected
metadata features, which are given presented in the
Table3.

C. PRE-PROCESSING
Before proceeding to the experimental phase, we trans-
formed our dataset into a particular format. For this purpose,
we applied some basic preprocessing techniques, which are
described below.

D. NOISE REMOVAL
Noise removal is the initial preprocessing step. This is an
inevitable problem that influences the overall process of data
mining, gathering, and preparation of data, which can result
in the formation of errors. There are two main sources of
noise [44]: implicit errors generated by measurement tools
such as various types of sensors. The second is random errors
generated by batch processes or by professionals when the
data are collected, such as in a document digitalization pro-
cess. Random errors generated during data collection from
the ACM digital library were observed. These errors can
adversely affect the overall performance of the proposed tech-
nique in terms of accuracy [46]. Generally, noise is divided
into two categories: class noise and attribute noise [44].
Class noise contains (contradictory and mislabeled exam-
ples), whereas attribute noise contains (Erroneous,Missing&
Do not care values). In our dataset, the noise was in the form
of missing values. In the literature, different techniques have
been used to handle missing values, such as 1) deletion of
records [37], 2) Mean Substitution [45], and 3) last obser-
vation carried forward [46]. Owing to the small number of
records containing missing values, we employed the removal
method as it is the easiest and most best method for the
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FIGURE 1. Architecture diagram.

TABLE 3. All possible features.

handling missing value records. Therefore, by employing this
technique, we deleted the records containing missing values.

E. STOP WORDS REMOVAL
Stop-word removal is one of the most important factors used
for the optimization of data analytic processes. To attain good
results, superfluous terms must be removed with little or no
semantic relevance. To implement this, we can remove it
by simply storing the words in the list that are considered
strop words and compare them with the target text. However,
the NLTK library in Python also provides a stop word list
stored in several languages. In our case, we have utilized an
English-based dictionary in the stop word list that is already
defined, just matched with the target text from which stop
word removal is required.

F. WORD EMBEDDING MODEL
Similarity measures, ML, and DL algorithms mostly take
inputs in the form of numeric vectors. Therefore, before

performing any operation, we require a method to transform
our textual features into numeric vectors. Various trans-
formation methods have been proposed in the literature.
These techniques are broadly divided into two categories:
count- and sematic-based. The most widely used count-based
approaches in the literature are1) BOW or TF, 2) one-hot
encoding, and 3) TFIDF. The limitation of these approaches
is that they capture information that completely depends on
the frequency of terms that occur in the document and ignore
the semantic and contextual meanings of the term. Some of
proposed techniques [6], [7], [11], [13], [46], [47] in liter-
atures have utilized count based techniques such as 1) TF,
2) BOW, and 3) TFIDF, etc. for the research article classi-
fication. These techniques completely ignore the semantic
and contextual meanings of the terms. Therefore, it might
be possible to assign incorrect labels to research documents.
To address this issue, numerous techniques that consider
the semantic and contextual information of terms have been
presented in the literature. From the literature, we identified
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a renowned word-embedding technique employed in several
domains [1], [47], [48], [49], [50]. This technique has been
used to represent document vocabularies. This technique has
the potential to capture the semantic and contextual meanings
of terms in a research document. Word2Vec is one of the
most renowned techniques for the learning word embeddings
using shallow neural networks. This technique was proposed
by Mikolov et al. in 2013 using Google [47]. For converting
text into vectors, it reads text from only one side, that is,
from left to right, which is basically the disadvantage of
word2vec, which means that it reads text from left to right
and not vice versa. In 2018, Jacob Devlin and his colleagues
from Google proposed the technique name BERT [17] for
the transformation of text into vectors. BERT represents
Bidirectional Encoder Representations from Transformers.
It is a machine learning technique based on transformers and
is used for natural language processing (NLP). It was pre-
trained using Google. One of the main advantages of using
BERT is that, as opposed to directional models, which read
the text input sequentially (left-to-right or right-to-left), the
transformer encoder reads the entire sequence of words at
once. Therefore, it is considered bidirectional, although it
would be more accurate to say that it is nondirectional. This
characteristic allows the model to learn the context of a word
based on its surroundings (the left and right sides of theword).
This model generated a vector containing 786 elements. Each
record contain different number of sentences, which are fur-
ther transformed into a single vector by taking the average
vectors against the individual vectors of a sentence.

G. FEATURES OPTIMIZATION
In this study, GA is used for optimal feature selection in
a supervised manner because the fitness value is calculated
with the help of the class label. In the proposed work, the
GA model is composed of state-of-the-art operators: ini-
tial population generation, fitness function, parent selection,
crossover, and population creation for the next generation.
The Figure 2 shows the generic steps of the GA.

1) INITIAL POPULATION
The initial population consists of a specific number of chro-
mosomes. The number of chromosomes in the initial popula-
tion and the structure of the chromosomes vary from problem
to problem. In the proposed study, the number of chromo-
somes in the initial population was 100, and the structure
of the chromosome consisted of column numbers that were
randomly selected from the given number of columns. The
structure of the chromosomes is shown in Figure 3.
Each component of the chromosome is called a gene.

In the proposed method, the structure of chromosomes is
a one-dimensional array and the number of genes in the
chromosomes is 100. Each gene represents a column number
of the dataset. For example, the gene at index 0 consists of
eight, It represent 8th column of the preprocessed dataset.
On each chromosome, none of the two genes consisted of the

same column number. The Figrue 4 represent the Algorithm
used to create the initial population. In Algorithm the line
one create an empty chromosome. In line 2, the loop is
used to iterate the population creation. One chromosome was
generated in each iteration. In line 3, an empty chromosome
is created to store the number of genes that are stored later
in the population. Line 4 consists of a loop, which iterates
until the expected number of genes for the chromosome is
complete. A random gene was generated in line 5. In line 6,
the randomly generated genes are compared. If a generated
gene already exists in the chromosome, then the control is
shifted to line 5. If the generated gene does not exist in
the chromosome, it is added to the chromosome in line 7.
In Line 8, a complete chromosome is added to the population.

2) FITNESS FUNCTION
The fitness function was used to determine the fitness value
of each chromosome. The fitness value represents the extent
to which the chromosome is fit as a solution to the given
problem. In the proposed method, the accuracy is used as a
fitness value for each chromosome. In the proposed method,
two classifiers were used individually in the fitness func-
tion. These classifiers are the Support Vector Machine, and
Gaussian Naïve Bayes. After determining the fitness value,
chromosomes in the population were sorted in descending
order according to their fitness values.

3) PARENT SELECTION
Tournament selection is used for the best parent selection in
the population (algorithm presented in Figure 5). The parent
selection procedure obtains two variables as input: the first is
chromosomes along with their fitness value, and the second
is the number of parents to be selected.

In Figure 5 the first line of the procedure, an empty list was
created to store the selected parents. In the second line for
the loop, in each iteration of the loop, one parent is selected
and stored in the list. In Line 3, the first random parent is
selected. In line 4, the loop is used to generate three additional
chromosomes. An optimal parent, according to the fitness
values, was selected from the four random parents. In the last
line, the selected parent is stored on the list.

4) CROSSOVER
Crossover play an important role in diversification as a repro-
duction operator. In crossover, the first parent is divided in
half, and the second half is directly transferred to the new
chromosome. The remaining genes are selected from the sec-
ond parent in such a manner that gene duplication is avoided
in new chromosome. The Figure 6, 7 diagram illustrates the
crossover mechanism and its algorithm respectively.

5) MUTATION
In mutation half of the chromosome from parent is directly
transferred to parent chromosome, and the remaining half is
completed from randomly generated gene. Genes are added to
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FIGURE 2. Architecture diagram.

FIGURE 3. Chromosome structure.

FIGURE 4. Create population.

chromosomes in such a manner to avoid duplication of gene
in chromosome. The Figure 8 represent mutation.

After mutation, the generation is completed. Before start-
ing the next-generation population, the next generation must
be created. Twenty percent of elite chromosomes are directly
selected in the population for the next generation. Thus, the

FIGURE 5. Parent selection.

best chromosome remained in this population. A 20% new
random population was generated to add diversity to the
population, which will help in exploration. A 30% chromo-
some was generated with the help of crossover addition in
the population. A chromosome of 30% was added to the
mutation operator. This new population will be used in the
next generation.

H. CLASSIFIERS
To assess our proposed method, we used SVM and Naive
Bayes classifiers using the PyCharm tool. The SVMmodel is
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FIGURE 6. Crossover flow.

FIGURE 7. Crossover algorithm.

based on supervised learning, which originated in statistical
learning theory, and is used for regression and classification
tasks. Furthermore, SVM is a global classification model
that generates non-overlapping partitions and typically uses
all attributes. The entity space was partitioned into a single
pass, yielding flat and linear partitions. SVMs are based
on maximum margin linear discriminants and are similar to
probabilistic approaches in that they consider the attribute
dependencies. Naive Bayes is a simple technique for building
classifiers that assign class labels to instances, which are
represented as vectors of feature values, and the class labels
are chosen from a finite set. There is no single algorithm for
training such classifiers; rather, there is a family of algorithms
based on a common principle: all naive Bayes classifiers
assume that the value of one feature is independent of the
value of any other feature given the class variable.

I. TRAINING
We divided our dataset into an 80:20 ratio: 80 for training pur-
poses and 20 for testing purposes. We employed supervised
learning algorithms for training.

J. CLASSIFICATION
After the training session in the classification process, we pro-
vided the unknown sample as an input to the system, in which
the classifier can predict the category of the paper on the
basis of its training. The system then performed a comparison
between the predicted category and the actual category of the
document and reported the result using evaluation measures.

FIGURE 8. Mutation.

K. EVALUATION
To evaluate our proposed technique, we utilized awell-known
evaluation called accuracy. The reason of choosing these
evaluation measure is its frequent usage in literature [24],
[48], [50].

Accuracy =
TP+ TN

TP+ FP+ TN + FN
(1)

The representation of TP is (True Positive), TN(True Nega-
tive), FP(False Positive) and FN(False Negatvie). The accu-
racy is the ratio of correct prediction against total prediction.
The output values of all of the above measures were in the
range (0 – 1). Values 0 and 1 present the lowest (0%) and
highest (100%) results, respectively.

IV. RESULT
In this section, we exhibit details of the results attained
by applying the suggested methodology. We evaluated our
datasets for multiclass classification. Moreover, we con-
ducted experiments on individuals and combinations of meta-
data features. For experimentation, we used the Radrigues
and Santos [12] dataset explained in themethodology section.
The results of our experiment are as follows:

A. SINGLE METADATA PARAMETERS
First, we evaluated all the metadata features individually and
tried to identify the best parameter that contributed more
than the other metadata. For the evaluation of our proposed
techniques, we collected 500 records from each category
(B, C, D, F, G, H, I, J, and K) from the ACM datasets.
Subsequently, we divided our dataset into an 80:20 ratio for
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FIGURE 9. Individual metadata.

FIGURE 10. Convergence graph against individual meta data.

training and testing purposes. Eighty percent of the data were
used for training and 20 percent were used for validation. For
each individual metadata feature, the accuracy was calculated
using two different classifiers (GNB and SVM). The Figure 9
present the average Accuracy of all individual metadata
parameter on GNB and SVM classifiers. From the Figure 9
we have analyzed that the abstract parameter achieved highest
average accuracy (0.78) compared with the other metadata
parameters. Because the abstract represents a summary of
a research work, it contains words that specifically denote
a particular subject or area. Figure 10 shows a convergence
graph of themetadata parameters. FromFigure10, we observe
that as the number of generations increases, the average accu-
racy also increases. Therefore, it might be expected that if we
further increase the number of generations from 100 to 200,
the result will be affected.

B. DOUBLE METADATA PARAMETERS
In the double metadata parameter, every possible combina-
tion of the two metadata parameters is exploited to obtain the
average accuracy against the classifiers. For the evaluation
of our proposed techniques, we collected 500 records from
each category (B, C, D, F, H, I, and K) from the ACM
datasets. After that we have divided our dataset into 80:20
ratio for training and testing respectively. The 80 percent
data used for training purpose and 20 percent is used for

FIGURE 11. Double metadata.

FIGURE 12. Convergence graph of double metadata.

validation purpose. For every individual metadata feature
accuracy was calculated on two different classifiers (GNB
and SVM). Figure 11 presents the average accuracy of all
double metadata parameter combinations for the GNB and
SVM classifiers. From the Figure 11, we determined that the
title and keywords combination achieved the highest aver-
age accuracy (0.86) compared to other metadata parameters.
Similarly, the abstract and keyword combination achieved the
second highest accuracy, which was 0.82. As the abstract
represent summary of a research work so it encompasses
such like terms which particularly denote the specific subject
or area. Moreover, the Figure 10 shows the convergence
graph of the metadata parameters. We have analyzed from
the above result that adding the keyword metadata with title
metadata and abstract can improve the results of multiclass
classification of the research articles. The basic reason for
the improvement of classification is that, while adding key-
word metadata, it provides some more specific words that
represent the subject of the paper. These words combine
with Title and abstract words and classify the research article
more accurately as compare to individual title and abstracts
words Figure 12 shows a convergence graph of the dou-
ble metadata parameters. The convergence graph against the
double metadata parameter shows behaviors similar to those
of the individual metadata parameters; when the generation
increases, the average accuracy also increases.
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FIGURE 13. Triple metadata features.

FIGURE 14. Convergence graph.

C. TRIPLE METADATA PARAMETERS
In the triple metadata parameter, every possible combina-
tion of three metadata parameters is exploited to obtain the
average accuracy against the classifiers. For the evaluation
of our proposed techniques, we have collected 500 records
from each category (B, C, D, F, H, I and K) from ACM
datasets. After that we have divided our dataset into 80:20
ratio for training and testing respectively. The 80 percent
data used for training purpose and 20 percent is used for
validation purpose. For every individual metadata feature
accuracy was calculated on two different classifiers (GNB
and SVM). Figure 13 presents the average accuracy of all
double metadata parameter combinations for the GNB and
SVM classifiers.

From the Figure13, we have determined that the abstract,
keywords, and general terms combination achieved the
highest average accuracy (0.81) compared to other meta-
data parameters. Similarly, the title, abstract, and keyword
combination achieved the second highest accuracy (0.80).
Figure 14 shows a convergence graph of the double metadata
parameters. The convergence graph against double metadata
parameter shows the similar behaviors as in individual meta-
data parameters that when generation increase the average
accuracy also increase.

D. ALL COMBINE METADATA PARAMETERS
In this step, we combine all the features and then exploit
them to obtain the average accuracy of the classifiers. For

FIGURE 15. All features.

FIGURE 16. All features.

the evaluation of our proposed techniques, we collected
500 records from each category (B, C, D, F,G, H, I, and
K) from the ACM datasets. After that we have divided our
dataset into 80:20 ratio for training and testing respectively.
The 80 percent data used for training purpose and 20 percent
is used for validation purpose. For every individual metadata
feature accuracy was calculated on two different classifiers
(GNB and SVM). Figure 14 presents the average accuracy of
all double metadata parameter combinations for the GNB and
SVM classifiers. From the Figure 15, we can conclude that,
by combining all metadata features, the average accuracy of
the system decreases. We observed from the overall results
that adding the general terms parameter decreases the results.
Moreover, the Figure 12 shows the convergence graph of the
double metadata parameters. The convergence graph against
all combined features (presented in Figure 16) shows similar
behaviors, as shown by the other, with a slight difference
that after reaching a specific generation, the system does not
increase the results.

V. COMPARISON
The document classification community has proposed mul-
tiple approaches to perform multiclass classification. These
methodologies have employed the whole content of the
research articles, while others have preferred to harness
metadata parameters owing to the unavailability of content.
In this work, we also utilized the freely available metadata
1) Title, 2) Abstract 2) Keywords, and 3) General Terms for
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FIGURE 17. Comparison.

performingmulti-class classification. The proposed approach
is compared with two approaches: Khor and Tang [2], which
also utilize the metadata of the research articles. For eval-
uation Khor and Tang collect 400 educational conference’s
papers and performed SLC onto four topics such as ‘‘Intel-
ligent Tutoring System,’’ ‘‘Cognition,’’ ‘‘E-Learning’’ and
‘‘Teacher Education.’’ This approach uses different classifiers
for classification and achieves an average accuracy of up to
0.83. The second approach is that of Mustafa et al. [11], who
also utilized themetadata parameters of theACMdataset. The
comparison results are shown in Figure 17.
The above figure shows that, until now, we have reached

0.86, which is higher than Khor, Ting, and Mustafa et al.
However, this experiment was conducted on a sample dataset
of 500 papers from each category, generating only 100 gener-
ations. In the future, we will extend our dataset and increase
the number of generations using a genetic algorithm for the
optimization of feature selection. We believe that we will
obtain a significant improvement after increasing the number
of generations as well as the size of the dataset.

VI. CONCLUSION
In the scientific domain, categorizing research documents
into their already defined categories is a key research issue
that assists in various scientific aspects. For this task,
we extracted four metadata features from the ACM dataset
that are freely available and have built all possible com-
binations of these features. This study is an extension of
our previous work; the main focus of our study is on fea-
ture optimization and the use of the BERT technique for
text representation. For feature optimization, we employed
a genetic algorithm. To date, we have tested our approach
on a sample dataset, and now we extend our dataset to a
large scale. Moreover, in the genetic algorithm, we used only
100 generations, in that we observed that when the generation
increases, the average classification accuracy also increases.
Now, we will attempt to increase the generation from 100 to
200 or 300.

VII. FUTURE WORK
In this paper, we have conducted document classification on
the root level categories of ACM hierarchy. In our next paper,
we aim to expand this approach by incorporating second and

third level categories from the ACM hierarchy for document
classification.
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