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Abstract

In the oil industry, it is very important to know the current status of drilling processes which
can be obtained by analyzing the data from sensors on the drilling engines. The data which oil
companies get is complicated, so, in order to analyse the data, it has to be processed first.

There are several methods of intelligent data analysis such as JESS, Petri Nets, R functions,
Bayesian Networks and so on. Which of the reasoning techniques can be used to process the
data and how to use it in a system are left for users to research and develop. To resolve the
problem, upon the study of many other data-processing methods, this paper proposes several
novel models for data processing step by step.To validate the effectiveness and the feasibility
of the models, the author designs and implements several related systems to interface the
reasoning techniques into the systems. The functions of every module in the system and the
interrelations between them are achieved in the form of class and the core data structure is

described in detail as well.

In chapter 2, the author first analyses the characteristics of reasoning technologies for
identifying use. In chapter 3, the author chooses JESS as the reasoning technique to process
and monitor the data. Based on the monitoring results from chapter 3 and Petri Net technique,
chapter 4 developes another data processing system called *SUP system’ and also analyses the
performance of the system. The first 2 models are only used for single server, but when there
is a lot of data need to be processed, multi servers are required. In order to solve this problem,

the author also does some research on Rserve in a distributed environment in chapter 5.

The results prove that some models and systems are well developed and the reasoning
techniques are well used in the systems, but some other reasoning techniques have limitations

in the related models due to the reason of researching time and the author’s knowledge.
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1 INTRODUCTION

This chapter presents a short overview of this work. It starts with the description of the
background. Then a general overview of the whole project is given. This chapter finishes with

the outlines of the report.

1.1 Background

In the oil industry, it is very important to know the current status of drilling processes which
can be obtained by analysing the data from sensors on the drilling engines. Drilling is usually
operated by the service companies such as Schlumberger, BHI and Halliburton. They collect
data from platforms and make them available on their servers. For operating companies such
as StatoilHydro, Shell and ConocoPhilips, they need to know whether everything is going ok
or not by analysing the data. The data that the oil companies get is complicated, so, in order to
analyse the data, it has to be processed first. The intelligence part of how to process the data

with reasoning techniques is left for user to develop.

There are several methods of intelligent data analysis such as JESS, Petri Net, R functions,
Bayesian Networks and so on. However, which of those methods can be used to process data
in oil industry and how to interface the available reasoning techniques in related systems are

left for users to research and develop.

1.2 Thesis Overview

1.2.1 What this Application can do

The main task of the thesis is to research on the reasoning techniques that can be used to

process data. Based on the research, the authour develpes 3 models to introduce how to use

these reasoning techniques in related systems.The paper is divided into the following steps

further more.

» The data processing system which integrates JADE and JESS seamlessly is developed
and implemented.

» The data processing system which is based on Petri Net technique and the JESS

monitoring results is developed. The performance of the system is also analysed.



> In order to process data with multi servers in a distributed environment, a research on the

interface between Rserve and Pig is made in the paper.

1.2.2 Why this Application is useful

For oil companies, it is very important to process and analyze the data, because on one hand
operators want to know whether everything is going ok or not; on the other hand it may direct
operators to find new resources. This project gives out several models to show how to process

data with reasoning techniques.

1.3 Chapter Settings

As showing above, chapter 1 introduces the background of this work, and gives an overview
of it. The rest of the thesis is organized as follows. Chapter 2 describes the main reasoning
techniques that we use in the thesis. Chapter 3 gives out how to interface JESS with JADE to
process and monitor data. Chapter 4 proposes a system based on Petri Net technique and the
monitoring results of chapter 3; it also analyzes the performance of the system. Chapter 5 uses
R as the reasoning technique in a distributed environment. Finally, chapter 6 presents our

conclusion and future work.



2 Theory of the Reasoning Techniques

In this chapter, it presents several basic methods of intelligent data analysis such as JESS,

Petri Net, R, and Bayesian networks.

2.1 JESS

2.1.1 Introduction

JESSM is short for Java Expert System Shell. It was originally inspired by the CLIPS! expert
system shell, but now, it has grown into a distinct Java-influenced and rule-based environment.
It is a rule-based programming environment, a rule engine and scripting environment. It
provides a tool to develop systems with intelligent reasoning abilities. It has a fast and
efficient algorithm which is called Rete algorithm. Rete algorithm can build a network of
pattern-matching nodes to solve problems with rules. First, it will do the pattern matches, then
use a set of memories to store the information about the results of the matches, and then give

out the available matches.

During all the available rule engines, JESS is very small, light, and is also one of the fastest
engines. JESS is written in Java language which is easily to intergrate with other Java based
techniques such as JADE etc. Using JESS, the user can design rules according to using
knowledge, then build Java software to reason the rules.

2.1.2 Example

Farmer's Dilemma Problem™
A simple example is given as below. The point is to get the farmer, the fox, the cabbage and
the goat across a stream. But the boat only holds 2 items. If left alone with the goat, the fox

will eat it. If left alone with the cabbage, the goat will eat it.

The JESS codes are presented in ‘Appendix A- Example of Farmer's Dilemma Problem’. The

solutions are shown in Figure 1.



Solution found:

Farmer moves with goat to shore-2.
Farmer mowves alone to shore-1.

Farmer moves with fox to shore-2.
Farmer moves with goat to shore-1.
Farmer moves with cabbage to shore-2.
Farmer move=s alone to shore-1.

Farmer mowves with goat to shore-2.

Solution found:

Farmer moves with goat to shore-2.
Farmer mowves alone to shore-1.

Farmer moves with cabbage to shore-2.
Farmer moves with goat to shore-1.
Farmer moves with fox to shore-2.
Farmer move=s alone to shore-1.

Farmer mowves with goat to shore-2.

Figure 1: Result of Farmer's Dilemma Problem

2.2 Petri Net

2.2.1 Introduction

Petri net™ is one of the several mathematical modeling languages which is used for the
description of discrete distributed systems.

A Petri net is actually a directed graph, it includes transitions, places, and directed arcs.
Transitions which are signified by bars are discrete events that may occur; Places which are
signified by circles are conditions; Directed arcs which are signified by arrows describe the
relationship between the transitions - which places are pre- and/or post conditions for which

transitions.

Business rules
(Place-1) Business logic
computation
(Tranzition-1) Business decisions
{(Place-3)

O

Database records
(Place-2)

Figure 2: Petri Net Model for Business Logic Computation



As can be seen from Figure 2, this Petri net shows a model for a simple business logic
computation. This computation model has 2 inputs and loutput. The business rules and
database records are inputs; The business decisions are output. These 3 which are drawn as
circles are called places. The black spots inside a place are called tokens. A place usually
holds a number of parts. The number of parts inside a place is indicated by the tokens.The
computations which are drawn as vertical short bars are called transitions. The arc which
connect place and transition is a path for a discrete part to flow. A place can have several arcs.

In this Petri net graph, there are 3 places, 3 tokens, 1 transition and 4 arcs altogether.

2.2.2 Example

Norwegian Traffic Lights®

An example of a Petri net model for Norwegian traffic lights is show as Figure 3. It shows
how the Petri networks. The codes can be seen in ‘Appendix B- Example of Norwegian
Traffic Lights Petri Net Model’.

CO@)
@00

GREEN

Figure 3: Petri Net Model for Norwegian Traffic Light



2.3 R and Rserve

23.1R

R is a language and environment which is used for statistical computing and graphics. It
provides modeling, statistical tests, time-series analysis, classification, clustering and so on; R

also provides grphical techniques and is highly extensible.

2.3.2 Rserve

Rservel! is a TCP/IP server. When the user wants to use the functions of R, he doesnt need to
initialize R or link against R library first. Once a Rserve connection is created, it will have a
separate working directory and name space. Client-side implementations are available for
most of the popular programing languages such as C, C++ and Java. Most of the data types of
R can be transformed into C or Java data types. Rserve supports encrypted user/password
authentication. Rserve also supports remote connection, authentication and file transfer.

Typical use is to integrate R backend for computation of statistical models, plots etc.

Rserve has the following features:

» Fast — if the user wants to use Rserve, he doesn’t need to initialize R first.

> Client independence - the client is independent because the client is not linked to R.

» Persistent - Once a connection is created, it will have its own working directory and
namespace. If the user creates an object, it will be persistent until the connection is
finished.

» Security - Rserve supports encrypted user/password authentication, so it provides basic
security. The user can also configure Rserve to let it accept only local connections to
provide some security.

» Configurable - There is a file for configuration. In this file, the user can control settings,
the user can also enable/disable features, for example: authorization, remote access or file
transfer and so on.

> Binary transport - R objects are sent as binary data (not text) in the transport protocol.

» Automatic type conversion - Most of the data types of R can be transformed into C/Java
data types. R also has some new data types such as RBool, RList and so on, Java client

also provides classes for these new data types.



» File transfer - The user can transfer files between the client side and the server side. So, in

this way, the user can use Rserve as a remote server.

Rserve is actually a server. The clients send requests to the server, and Rserve listens to the
incoming connections, once the connection is installed, it will respond to the requests. For
some reasons, some users still use the old editions of Rserve. In order to use Rserve, the user

needs to install R-1.5.0 or a higher editon.

Rserve itself is a server.The server can only be useful when there are clients, therefore three

client frameworks are developed:

» REngine Java client - JRclient which is located in src/client/java-old is an older Java API
that was used in Rserve 0.4 and earlier. REngine Java client which is located in
src/client/java-new is a full client that allows any Java application (JDK 1.4 or higher) to
access an Rserve. Compared with previous Java clients, this new client API is more
flexible, with better design, has better exception handling and is aimed to support both
JRI and Rserve transparently. It is a full client suite entirely written in java. It allows any
Java application to access an Rserve. Most of the data types of R can be transformed into
Java data types, such as int, double, arrays, String or Vector. R also has some new data
types such as RBool, RList etc, and Java client also provides classes for these new data
types.

» C++client - C++ client is located in src/client/cxx directory in the Rserve source package.
It also provides basic interface to Rserve from any C++ program.

» R client — R client is a small client directly in the Rserve package.

» Rcli.c - Rcli.c is a lightweight client that demonstrates how to connect to Rserve from C

language. It is available in early Rserve versions, now replaced by the C++ client.

Rserve is a TCP/IP server. It is basically possible for the user to write any language clients as
long as these languages support TCP/IP sockets. In Rserve, the client side and server side are
separated. When the user directly links against R library, it may result in multi-threading

problems, the separation of client/server side can prevent this problem from happening.

Rserve is actually provided as a regular R package and can be installed like this. The user can
start Rserve executable Windows or typing R CMD Rserve on the command line to start the

Rserve, however, the user cannot start it by the library command. Once the Rserve is started,
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it runs in local mode by default and it doesn’t have enforced authentication. The applications
can use their servives from the server after it starts. The applications can be written in Java.
When using other Rserve clients, the principles are identical, so, using Java as the starting

point poses no limitation. A simple example is shown as below:

RConnection ¢ = new RConnection();
REXP x = c.eval("R.version.string™);

System.out.printIn(x.asString());

JRI can be used to access R from Java in one application without the need for the client/server
concept. JRI uses JNI to link R directly into Java. The following Java code illustrates the easy

integration of Rserve:

RConnection ¢ = new RConnection();

Once the Rconnection is installed, the user doesn’t need to creat it more than once.

2.4 Bayesian Networks

2.4.1 Theory

The Bayesian theory™ presents two important concepts: the Bayesian probabilities and the
theorem which is also known as rule. A probability can be thought as a quantitative measure
of the strength of one's knowledge or of one’s beliefs. This way, we can assess them using
experts’ knowledge and without having historical data. With this concept it is possible to deal
with subjective beliefs and use them into a mathematical model. Other idea subjacent to
Bayesian is the conditionality. Instead of a classical approach, Bayesian uses the notion of a

probability of an event as a consequence of other events’ probabilities.

The Bayesian theorem is:

P(AB) _ P(B/A)P(A)
P(B)  P(B)

P(A/B) =




2.4.2 Bayesian Network

A Bayesian network is a probabilistic graphical model that represents a set of random
variables and their conditional independencies via a directed acyclic graph (DAG). For
example, a Bayesian network could represent the probabilistic relationships between diseases
and symptoms. Given symptoms, the network can be used to compute the probabilities of the

presence of various diseases.

Formally, Bayesian networks are directed acyclic graphs whose nodes represent random
variables in the Bayesian sense: they may be observable quantities, latent variables, unknown
parameters or hypotheses. Edges represent conditional dependencies; nodes which are not
connected represent variables which are conditionally independent of each other. Each node is
associated with a probability function that takes as input a particular set of values for the
node's parent variables and gives the probability of the variable represented by the node. For
example, if the parents are m Boolean variables then the probability function could be
represented by a table of 2m entries, one entry for each of the 2m possible combinations of its

parents being true or false.

Efficient algorithms exist that perform inference and learning in Bayesian networks. Bayesian
networks that model sequences of variables are called dynamic Bayesian networks.
Generalizations of Bayesian networks that can represent and solve decision problems under

uncertainty are called influence diagrams.

2.5 Conclusion of the Chapter

This chapter simply presents several basic methods of intelligent data analysis such as JESS,
Petri Net, R, and Bayesian Networks. However, how can we use these reasoning techniques to
process data? The following chapters will give out some models and show how to use the

reasoning techniques in the models.



3 Data Processing Model Based On JESS

In the oil industry, it is very important to know the current status of drilling processes which
can be obtained by analyzing the data from sensors on the drilling engines. People need to
know whether everything is going ok or not by analysing the data. However, the data need to

be processed first in order to be analyzed.

This chapter chooses JESS as the reasoning technique for data processing. The author first
gives out a model to show how to use JESS to process the data together with JADE™. Based
on the model, the author designs a system and implements it. The experimental results prove
that JESS can be used very well to process the data together with JADE.

3.1 Model

For operating companies such as StatoilHydro, Shell and ConocoPhilips, they need to know
whether everything is going ok or not by analysing the data. If the data is abnormal, an alarm

should be given out.

To resolve the problem of real-time processing requirements, this chapter proposes a novel
model for data processing based on JESS technology, named RTMD (Real-Time Monitoring
of Data) model. This model is a development of a former project called ‘Data Querying and
Transformation Application’ (1% developed by another master student Baodong Jia. He creates
a ‘Query Client’ to fetch data from the servers of the service providers and then chooses
semantic technologies such as XML ™! RDF™ and XSLT ™! to process the data. Based on
the ‘Query Client’, the next step is to monitor the data and give out alarms when the data is
abnormal. The monitoring part is based on JADE and JESS technologies. As can be seen in
Figure 4 JADE is used as the agent development environment here. Based on this
environment, three agents are created. They are Agent 1 (Feeder Agent), Agent 2 (Reasoner
Agent) and Agent 3 (Alarm Agent). Agent 1 (Feeder Agent) fetches data from the ‘Query
Client’. Then Agent 1 (Feeder Agent) sends the data to Agent 2 (Reasoner Agent) with data
rate e.g. 1 data point per second. Agent 2 (Reasoner Agent) interfaces with JESS to see if
rule/rules are matched. If so, Agent 2 (Reasoner Agent) sends message to Agent 3 (Alarm

Agent) to give out the corresponding alarms.

10



To validate the effectiveness and the feasibility of this novel model, a system is designed and
implemented, which is called RTMD system. Experimental results show that RTMD system

can effectively deal with data from sensors and give out alarms when the data is abnormal.

Query
Client

l JADE JESS

Agent 1

l / Rules
JESS

Agent 2 JESS — —_—
£ e <«—— Inference Facts

Agent !
l Engine \

Agent 3

Databases

Alarms

Figure 4. The Model of Alarm System

3.2 Developing Environment

3.2.1 Why use Multi-agent System, JADE and JESS

We use multi-agent system!*® in this project because it is easy to use agents to fetch data from
‘Query Client’.

We use JADE on agent technology because:
> It has all the agent features that we need.
» Communication between agents is easy to complement.

» ltis efficient and tolerant of faulty programming.

Although JADE provides all the mandatory components for the development of autonomous
agents, currently JADE alone does not endow agents with specific capabilities beyond those
needed for communication and interaction. On the negative side, JADE may be disappointing

to Al people because it lacks mechanisms for 'intelligence’, planning or reasoning.

11



However, if the system wants to give out alarms, it has to have the reasoning ability to decide
when to give out alarms and what kind of alarm should be given out. So, a reasoning tool is

needed. We choose JESS as the reasoning technique here.

3.2.2 Multi-agent System

An agent is a proactive, dynamic, autonomous and goal-oriented software entity. The user
needs to create an agent in order to achieve a goal. Since the agent has artificial intelligence
techniques, it knows how to choose the best actions to achieve the goal. But a single agent can

not solve complicated problems individually, so, a multi-agent system is needed.

A multi-agent system is a group of agents. These agents communicate with each other to

coordinate their activities to slove complicated problems that cannot be solved by single agent.

3.2.3 Developing Multi-agent System with JADE

JADE Overview
JADE is short for Java Agent Development Environment. It is a middleware that facilitates

[16]

the development of multi-agent systems'™. It is a robust and efficient environment for

distributed agent systems.

JADE includes the following:

» A runtime environment where JADE agents can ‘live’ and that must be active on a given
host before one or more agents can be executed on that host.

> A library of classes that programmers can use to develop their agents.

» A suite of graphical tools that allows administrating and monitoring the activity of

running agents.

Creating Agents

In order to create an agent, the user need to define a class that extends the JADE.core.Agent
class and overriding the default implementation of some methods. The methods which include
SetUp and TakeDown() are automatically invoked by the platform during the agent lifecycle.

12



Each agent instance is identified by an ‘agent identifier’ in order to be consistent with the
FIPA specifications. The agent identifier is represented as an instance of the JADE.core.AID
class. The getAID() method of the Agent class allows retrieval of the local agent identifier.

Defining Agent Tasks
What an agent has to do is typically written in ‘behaviours’. A behavior includes an actual job
that an agent will carry out. A behavior is implemented as an object of a class that extends

JADE.core.behaviours.Behaviour.

Each such behavior class has to implement two abstract methods. First, it is the action()
method which defines the operations to be performed when the behaviours is in execution;
Second, it is the done() method which returns a Boolean value to indicate whether or not a
behavior has completed and removed from the pool of behaviours. To make an agent execute

the tasks represented by a behavior object, the behavior must be added to the agent.

Agents Communication

The JADE communication paradigm is based on asynchronous message passing. A message
in JADE is implemented as an object of the JADE.lang.acl. ACLMessage object and then
calling the send() method of the Agent class.

3.3 Implementation of the Model

3.3.1 Step 1: Embed JADE into Eclipse

We use the Eclipse platform as our programming environment, which is an open source
Integrated Development Environment that provides support for language Java. The Eclipse

environment comes with a plugin™™” to integrate JADE within Eclipse.

3.3.2 Step 2: Create Agents and Define Tasks

Agents can be created according to the thread path*® as shown in Figure 5.

13



setup ()

\, - Initializations
- Addition of initial behaviours

e g
__—Agent has been killed™~__ YES \
'”x@;:—]:-e; eze () method u:alleéj,"’}
T " Highlighted in red the
e methods that
\INO programmers have fo
implement
- I
Get the next behavicur from the
pool of active behaviours
b.ac ti-:|1'1|[:| . )
| - Agent “life” (execution of
l |' behaviours)
.--"'——d-- ----H""'--.
NO T
“‘—HH b.done{)? _::l'*
| ves
Femove currentBehaviour from
the pool of active behaviours
h
takeDown () b - Clean-up operations

Figure 5: Agent Thread Path of Execution

The core code of creating an agent is as following:
public class FeederAgent extends Agent{
public void setup(){

SendTestdataBehavior t = new SendTestdataBehavior();
addBehaviour(t);

}

public class SendTestdataBehavior extends Behaviour{
boolean finished = false;
public void action()

{

finished=true;

14
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public boolean done(){

return finished;

Three kinds of agents which execute different tasks are created in this project, as can be seen
in Figure 6. They are Agent 1 (Feeder Agent), Agent 2 (Reasoner Agent) and Agent 3 (Alarm
Agent).

) RMA@Jing-PC:1099/JADE - JADE Remote Agent Management GUI == & |

File Actions Tools Remote Platforms Help
pededfssd 0@ BE 2o el U
[ mAgentmatr.jrms name |addresses| state | owner
¢ 2 Jing-PC:1099/JADE" :

Pl \ain-Caontainer
RMAGEJINg-PC:1099/JADE
alarm@Jing-FC:1099/JADE
ams@.Jing-FC:1099/JADE
dfi@Jing-PC:1095/JADE i
feederagent@Jing-PC:1099/J4
reasoner@dJing-PC:1099/JADE

d] Il [ 1+

Figure 6: JADE Agents

3.3.3 Step 3: Agents Communication

Agent 1 (Feeder Agent) fetches data from the ‘Query Client’. Then, Agent 1 (Feeder Agent)
sends data to Agent 2 (Reasoner Agent). Agent 2 (Reasoner Agent) process the data and
decide whether an alarm should be given out or not. If so, Agent 2 (Reasoner Agent) sends

message to Agent 3 (Alarm Agent) to give out corresponding alarms.

The core code to send a message to an agent is as following:
public class SendTestdataBehavior extends Behaviour{
boolean finished = false;

public void action()
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AID receiverID = new AID("'reasoner”, AID.ISLOCALNAME);
ACLMessage msg = new ACLMessage(ACLMessage.INFORM);
msg.setSender(getAlD());

msg.addReceiver(receiverID);

String datastream;

for (int i=1;i<=500;i++)

{

datastream = ""'+i;

msg.setContent(datastream);

send(msg);

System.out.printIn("sendAgent sent the message:"+i);
¥

finished=true;
}
public boolean done(){

return finished;

The core code that an agent receives a message is as following:
public class RangeBehavior extends Behaviour
{
boolean finished = false;
public void action()
{
ACLMessage msgReceive = receive();
if(msgReceive = null)
{
int j=Integer.parselnt(msgReceive.getContent());
System.out.printIn(*reasonerAgent received message: "+ j);
if(j > 20)
{
System.out.printIn(“'reasonerAgent received the message: "+ j);
//send message to the alarm agent if the data > 20
AID receiverID = new AID("alarm", AID.ISLOCALNAME);
ACLMessage msgSend = new
ACLMessage(ACLMessage.INFORM);

msgSend.addReceiver(receiverlD);
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msgSend.setContent(“illegal data: "+ j);

send(msgSend);
}
else
{
System.out.printIn(“"reasonerAgent received the message:"+ j);
}
}
else
{
block();
}
}
public boolean done()
{
return finished;
}

The result of agents communication is shown as Figure 7. sendAgent sends data to
reasonerAgent, then reasonerAgent processes the data, if the data is more than 20,

reasonerAgent sends a message to alarmAgent, then alarmAgent gives out alarms.

sendAgent sent the message: 19
reasonerfgent received the message: 19

sendAgent sent the message: 20

38}
-

reasonerRAgent received the message:
sendAgent sent the message: 21
reasonerRgent received the message: 21
alarmAgent sent the message: illegal data 21
sendAgent sent the message: 22

reasonerfAgent received the message: 22

alarmfgent sent the message: illegal data 22

Figure 7: Agents Communication

In order to show how agents can communicate with each other clearly, we only use a simple
rule (when the data is more than 20, an alarm will be given out) here. However, there are
actually many complicated rules in oil industry, and it is impossible to use reasonerAgent to
process the data when the rules are very complicated, so a reasoning tool is needed here. The
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following steps will show how to use JESS as the reasoning tool and how to integrate it with
JADE.

3.3.4 Step 4: Embed JESS into Eclipse

JADE has already been embedded into Eclipse as shown in step 1. In order to use JESS as the

reasoning tool, we have to embed JESS into Eclipse as well. The steps of embedding JESS

into Eclipse are as following:

Installation:
1. Exit Eclipse.
2. Open the ‘Eclipse’ file which includes five zip files: gov.sandia.jess.debug 7.1.0.zip,

gov.sandia.jess.editor_7.1.0.zip, gov.sandia.jess.feature_7.1.0.zip,
gov.sandia.jess_7.1.0.zip, gov.sandia.jess.reteview_7.1.0.zip.

Extract all these zip files to the current folder, and then you can get two files: plugins
which includes gov.sandia.jess.debug_7.1.0, gov.sandia.jess.editor_7.1.0,
gov.sandia.jess_7.1.0, gov.sandia.jess.reteview 7.1.0 and features which includes
gov.sandia.jess.feature_7.1.0.

There are also two files called plugins and features in the Eclipse installation folder.
Copy the content of them from JESS files to Eclipse files.

Identification of the Installation

1.

Open Eclipse, then click ‘help’, then choose ‘about Eclipse SDK’, a JESS button is
supposed to be found here.

Click ‘Plug-in Details’, 3/4 JESS plugins are supposed to be found here.

JESS is installed in Eclipse successfully, as can be shown in Figure 8.
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= About Eclipse SDK = =] 8 |

Eclipse SDK i

Version: 3.5.0
Build id: 120000611-1540

m

{c) Copyright Eclipse contributors and others 2000, 2002, All
rights reserved.
Visit http:/www.eclipse.org/platform

o

@:l Installation Details

Figure 8: Embed JESS into Eclipse

3.3.5 Step 5: Write JESS Files

Write the related JESS files. It includes rules, facts and databases. A simple example is shown
as Figure 9. It shows that if the temperature is more than 20, then an alarm is given out. In the
oil industry, there are actually many complicated rules to show when to give out alarms and
what kind of alarms should be given out. For example, if the temperature changes, different
temperature alarms should be given out. Those kinds of rules can be developed to JESS files

in the way that is shown in the Example of Farmer's Dilemma Problem .

(bind 7data (fetch DATA))
;(bind ?data 50)

{(while (> 7?data 20} do
[rezet)
{run
(printout t crlf "™ illegal data " crlf)
(break)

Figure 9: A Simple Jess File

3.3.6 Step 6: Integrate JADE Agents with JESS

Now, the agents can communicate with each other in the environment JADE, and different

rules can be written into JESS files, so the next step is to integrate JADE agents with JESS
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seamlessly. Before integrating both tools, it is essential to keep in mind some of the main

issues concerning the functioning of both JADE agents and Jess engines.

Introduction

JADE offers the environment and facilitates message sending/receiving; JESS enables a
declarative implementation of the decision module. Their relationship is shown as Figure
100:

/ percepts

fensorq \
E
environment ) /
- % %
]\ actuator /l

Figure 10: JADE and JESS

s

Implementation

When an agent reasons and makes decisions, it will interact with other agents, so, it is very
important to remember that a JADE agent is single-threaded. When the user programs with
agents, he should always take this into account.

JESS is a rule-based programming environment, a rule engine and scripting environment. It
has a fast and efficient algorithm called Rete algorithm. In order to embed JESS into a JADE
agent, frist, the user needs to create a jess.Rete object and manipulate it appropriately; Second,
the user needs to run the inference engine Rete.run() which is included in Rete class, after this,
the engine will fire all the applicable rules and return when there are no more rules to fire;
Third, the engine will stop when there are no more rules to fire and the block the calling
thread. It is important to know that we will block the entire single-threaded agent if we block
the calling thread. It also depends on how much time the reasoning will take. However, in

Rete class, we have another run method which will allow us to specify the maximum number

of cycles the engine should run. The integration of JADE and JESS is shown as Figure 112",
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Figure 11: the Integration of JADE and JESS

Integrating JADE Agents with JESS ---Approach Al

In order to integrate JESS with JADE agents, the user needs to embed an instance of the Jess
engine inside a behaviour. When the agent is reasoning, we want it to be able to continuously
reason until there are no more rules to fire, so, we need a CyclicBehaviour whose action will

consist of running the Jess engine continuously.

When one agent is reasoning, please remember that don’t block other agent’s behaviours for a

long time. The following code snippet shows the implementation:
class JessBehaviour extends CyclicBehaviour {
// the JESS engine
private jess.Rete jess;
JessBehaviour(Agent agent, String jessFile) {
super(agent);
/l create a JESS engine
jess = new jess.Rete();
Il load the JESS file
try {
// open the JESS file
FileReader fr = new FileReader(jessFile);
// create a parser for the file
jess.Jesp j = new jess.Jesp(fr, jess);
/I parse the input file into the engine
try {
j-parse(false);
} catch (jess.JessException je) {
je.printStackTrace();
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fr.close();
} catch (IOException ioe) {
System.err.println(‘Error loading Jess file - engine is empty’);

Integrating JADE Agents with JESS---Approach B

The following code shows how to integrate JADE and JESS in another way. Assume that r is
an object of class RETE. In JESS, Rete.store(String, Object) Rete.store(String, Value),
Rete.fetch(String) can be used to store and fetch data. r.store(‘DATA’,j) is used to pass j to
DATA from JADE to JESS, where j belongs to JADE and DATA belongs to JESS
respectively. jessFile can get the data with the function of (fetch DATA). JESS can use r. get
GlobalContext () to pass data back to JADE.

class JessBehaviour extends CyclicBehaviour {
private jess.Rete jess;
JessBehaviour(Agent agent, String jessFile) {
Rete engine = new jess.Rete();
try {
engine.store(‘DATA’,j);
engine.batch(‘jessFile’);
engine.executeCommand(‘(run)’);
Context result = engine.getGlobalContext();
System.out.printin(result);
} catch (jess.JessException je)

{
je.printStackTrace();
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3.3.7 Step 7: Test and Result

The result of a simple test is shown in Figure 12. When the temperature is more than 20
degree, it gives out an alarm: ’illegal data’. More complicated tests can be done with

corresponding JESS rules, then, different kinds of alarm results will be given out.

sendfgent sent the message:Z24
reasonerfgent received message: 24
sendfgent sent the message:25

illegal data

[Context, 0 wariables: ]

sendlgent sent the message:26
reasonerfigent received message: 25

illegal data
[Context, 0 wariable=s: ]
sendfgent sent the message:27

Figure 12: Tests and Results

3.4 Conclusion of the Chapter

As discussed above, JESS and JADE can be used for real time monitoring of data, but besides
the real time monitoring usage, what if the users want to save the monitoring results for future

use and analysis. The following chapter will discuss a model like this.

23



4 Data Processing Model Based On Petri Net

As mentioned in the former chapter, JESS and JADE can be used for real time monitoring of
data. Besides the real time usage, the monitoring results can also be stored into a database in
case the user may want to check it or use it afterwards. This chapter developed a system based
on Petri Net®! technique and the monitoring results database. The user can log into the
system and check the data that he is interested. If the data exists, the user may want to check it
or update it to the latest edition; if the data doesnt exist, the user may want to publish new

data. The performance of the system is analysed as well.

4.1 Model

Based on the database mentioned above, a SUP (searching, updating or publishing) model is

developed and shown as Figure 13.

Network Data Database Alarms
Server

User
Web
Browser

System
Developed by Monitoring
Jess and Jade Results

Figure 13: the Structure of SUP System

The user web browser collects the message input by the user, such as register message, user
name, password etc. The data server responses user’s requests. There is a pool for collecting
all the requests. If it is a login request, the server will first encrypt the password and then
return the result to show whether the password is valid or not. If it is a searching, updating or
publishing request, the server will construct the path of the database file which has data inside,
and return the result after finishing the corresponding operations. The database manages all

the data information, as mentioned above.

24



According to the model, a SUP (searching, updating or publishing) system is developed as
well. The user can log into the system and check the data that he is interested. If the data
exists, the user may want to check it or update it to the latest edition; if the data doesnt exist,

the user may want to publish new data. Figure 14 shows the relationship between the modules.

User
Request

System

Developed by

Jess and Jade Search

.

y | Update User
Monitoring Database Action
Results

Publish

Alarms Stop

Connection

Figure 14: Connection Between Modules

The purpose is to test if the system can be implemented or not. If so, we want to test the
performance of the sytem, such as the average response time for each login request, ajax

request, searching request, updating request or publishing request.

4.2 Developing Environment

4.2.1 GPenSIM

Because of Petri Net’st??

good modeling and simulation of discrete event-driven systems, it
is becoming more and more widely used by the research communities. For free academic use,
there are a number of Petri Net tools available, however, these tools sometimes are very slow
and different when programming via graphical user interfaces. GPenSIM™! is one of the Petri
Net tools for modeling and simulation of discrete-event systems. Compared to other tools, it
has three distinct advantages:

1) First, it is very simple and easy for the user to use because there are not many rules to

remember.

25



2) Second, it allows the user to program with a very simple language because it is a non-
graphic program.

3) Third, it allows the user to make use of matlab toolboxes like fuzzy logic, control systems,
etc because it is well integrated with MATLABP4% platform.

In order to install GPenSIM, we need to unzip the GPenSIM toolbox functions under a
directory first, and then start matlab and go to the file menu to select “set path” command,
then select “add with subfolders” to add GPenSIM directory.

4.2.2 PDF, TDF and MSF

In order to define a Petri Net, it involves two steps:

1) First, the user needs to define the Petri Net graph which is also called Petri Net structure.
This is the static part. In order to define the Petri Net graph, the user has to identify the
basic elements (places and transitions) and connect these elements with arcs.

2) Second, the user needs to define the Petri Net markings. This is the dynamic part.

Petri net Definition File (PDF)
In GPenSIM, PDF?¥ is short for Petri Net Definition File. PDF offers the definition of a Petri
net graph. The Petri Net model can be divided into many modules, and each module can be

defined in a separate PDF, so there may be a number of PDFs.

The codes of defining the Petri Net graph are shown as below:
Function [PN name, set of places, set of trans, set of arcs] ...
= SUP_pn_def(global info)
PN _name="...... 5
set of places={...... }
setoftrans={...... ¥

setofarcs={...... }

Transition Definition File (TDF)
In GPenSIM, TDF?® s short for Transition Definition File. If there are enough tokens in the
input places, the transition can fire. The transition which can fire is called enabled transition.

The conditions for firing a transition are kept in a TDF.
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A simple example can be seen as below:

function [fire, new_color, override, selected_tokens, global_info] = ...
tUL_def (PNname, new color, override, selected tokens, global info)
new color="...";
if global_info.Gl >=1
global_info.GI = global_info.G1 — 1;
fire = 1;
else
fire = 0;

end;

The Names of the TDF files must follow a strict naming policy. For example, the TDF for the

transition ‘trans1’ must be named ‘trans1_def.m’.

Main Simulation File(MSF)
In GPenSIM, MSF 2 is short for Main Simulation File. After the Petri net graph is defined,

the MSF can be written as below:

clear, clc;

pn = petrinetgraph('...");

global info. MAX LOG SIZE = ...... ;
global info.Gl = ...... :
dynamic.initial markings={......};
dynamic.firing times={...}

[Results, global info, colormap] = gpensim(PNname, dynamic info, global info);
printsys(PN_name, Results);

print colormap(PN_name, colormap, '...");

B

plotp(PN_name, Results, {......});

The roles of PDF, TDF and MSF

The processing steps of a Petri Net graph simulation are as follows:

1)

2)
3)

Right before the simulation starts, a PDF will be loaded into memory by MSF. The only
use of a PDF is to represent a static Petri net graph.

MSF loads PDF (or PDFs) into memory and then starts the simulation.

After the simulation starts, the TDF will be called if the transition for this TDF is enabled.

Meanwhile, MSF will be blocked during the simulation runs; therefore, MSF does not
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have any control of what is going on during the simulation.
4) When the simulation completes, the control will be passed back to MSF again, and also

the simulation results.

The relationship among PDF, TDF and MSF can be seen in Figure 151,

(Implementation details of 2 Petri nets)

Petri net-m definition file .
w Petri net-m definition file I

< 1 Petri net-m definition file
AMain
Simulation
File

(E.g.: File: ‘siml m”)
(Implementation details of transitions)

Transition_I definition file

Transition n definition file

Figure 15: the Relationship among PDF, MSF and TDF

4.2.3 Global Info

Different files such as main simulation file MSF, Petri net definition files PDFs, and transition
definition files TDFs are defined by the user. These different files need to exchange

parameters and values with each other.

iz of 3 Petn: net)

Figure 16: Global_info
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A packet called ‘global info’ is used here to access and exchange global parameters and
values, as can be seen from Figure 161®\. The parameters and values will be packed together
as a global_info packet if they need to be passed to different files. Global_info packet is

visible in all the files, so the values in the packet can be read and changed.

4.2.4 Colored GPenSIM

There are 2 different kinds of tokens. The tokens which will be consumed when the transition
fires are called input tokens; The tokens which will be deposited when the transition fires are

called output tokens.

If the tokens inside a place are distinguishable, it matters which token arrives into the place
first or last, it also matters whether a token is deposited into a place by one transition or

another. In this case, every token is unique, it is identifiable with a unique token ID.

A token like this has a structure consisting of 3 elements:

» tokID (integer value): a unique token ID.

> creation_time (integer value): the time the token was created by a transition.
» t_color (set of strings): a set of colors.

In GPenSIM™! only transitions can manipulate the colors. The colors are inherited by default,
which means when a transition fires, it collects all the colors from the input tokens and then
passes these colors to the output tokens. However, colors inheritance can be prevented by
overriding. An enabled transition can select specific input tokens based on preferred colors; it

can also select specific input tokens based on the time when tokens are created.

In GPenSIM, colored tokens can only utilized by transitions; the transition definition files can

be coded with controlling colored tokens!® since the transitions are active:

» When a transition fires, the colors are inherited by default. This means when a transition
fires, it inherits colors of all input tokens and deposits new tokens into output places. The
new tokens have all the colors inherited from the input tokens. The inheritance of the
colors can be prohibited by overriding.

» When a transition fires, it can consume input tokens both with or without specific colors.

» When new tokens are deposited into the output place, new colors can be added by the
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transition in addition to the inherited colors. However, if the inheritance is overridden, the
output tokens will only have the new color added by the transition.
4.3 Implementation of the Model

4.3.1 Petri Net Gragh of the System

The Petri Net graph of the whole system!?®! can be seen in Figure 17.
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Figure 17: Petri Net Graph of the Whole System

4.3.2 Module of the User Side

There are five kinds of requests are available in the user side, as can be seen from Figure 18,
they are ‘Login Request’, ‘Ajax Request!’”, <Searching Request’, ‘Updating Request’,
‘Publishing Request’.

Sometimes, it may be hard for a user to memorize the full name, so, if the user just input the
first several letters, an Ajax request will be sent to the server to get all available names starts

with the inputed words.

In order to produce these requests, five transitions which give out requests are used here. A

request buffer is used to collect all the requests.
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Figure 18: Petri Net of User Side

4.3.3 Module of Login Request

Transition *tLR’ is used to select login requests from the request buffer. The login information
consists of username and password. The password is encrypted because it is not safe to store
password using clear text. Username obtained from the original request is used to find the
corresponding encrypted password stored in password file. The result of verifying the
password which can be either successful or failed is passed to the answer buffer. The Pertri

Net of this module can be seen in Figure 19.
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Figure 19: Module of the Login Request

4.3.4 Module of SUP Request

Transition tSUPR” is used to select searching requests, updating requests and publishing
requests. When doing the searching, updating and publishing operations, the path of the
database file need to be known first. In order to find database files faster, a special method is
used here to construct the path of database file directly. Transitions *tFO’ and *tFI’ are used to

find folder name and file name of the database file, and then transition *tDP’ gives full path of
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database file. As *tFO’ and ’tFI’ cannot fire at the same time, so an additional place is used
here to let them fire alternatively, which will make sure the number of tokens in searching,
updating and publishing requests never increase or decrease abnormally. The Pertri Net of this

module can be seen in Figure 20.
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Figure 20: Module of the SUP Request

4.3.5 Module of the Answer Side

All the answers to the different requests are put in the answer buffer. Five transitions(tAL,
tAS, tAU, tAP and tAA ) are used to select different answers from the buffer. The answer for
login request is a little special as it has two possible states which indicate successful and

failed. The Pertri Net of this module can be seen in Figure 21.
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Figure 21: Module of the Response Side
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4.3.6 Perfomance of the System

In this chapter, we will simulate the system and test the performance of it, such as the average
time for each login request, ajax request, searching request, updating request or publishing
request. The firing time for each transition varies slightly. The firing times for the transitions
are defined in the MSF file.

Step 1: Response Time of a Login Request.
In order to get the time, global info.Gl is set to 1, and the other three variables are set to 0.
After running the simulation, we get the time showed in Figure 22. As can be seen, it is very

fast as well with a time about 0.2 second.

0 | | I I | |
0 02 0.4 06 08 1 12

Figure 22: Response Time of a Login Request

Step 2: Response Time of an Ajax Request.

In order to get the time, global info.Ga is set to 1, while other three variables are set to 0.
After running the simulation, we get the time showed in Figure 23. As can be seen, it is very
fast with a time about 0.2 second.
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Figure 23: Response Time of an Ajax Request

Step 3: Response Time of a Searching Request.
In order to get the time, global info.Gs is set to 1, and the other three variables are set to 0.
After running the simulation, we get the time showed in Figure 24. As can be seen, it is also

very fast with a time about 0.2 second.
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Figure 24: Response Time of a Searching Request

Step 4: Response Time of a Updating Request.
In order to get the time, global info.Gl and global info.Gu are set to 1, and the other two
variables are set to 0. After running the simulation, we get the time showed in Figure 25. As

can be seen, it’s still very fast with a time about 0.4 second.
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Figure 25: Response Time of a Updating Request

Step 5: Response Time of a Publishing Request.
In order to get the time, global info.Gl and global info.Gp are set to 1, and the other two
variables are set to 0. After running the simulation, we get the time showed in Figure 26. As

can be seen, it’s still very fast with a time about 0.4 second.
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Figure 26: Response Time of a Publishing Request

4.4 Conclusion of the Chapter

As can be seen from the simulation results, we can see that the SUP system is robust because
it only takes about 0.2 second to finish a request. It is still very fast to get a response even if
there may be hundreds of requests per second. But what if there are thousands of requests per
second, or even more? In this situation, one server is not enough, multi servers are required.
A new model which will use multi servers in a distributed environment will be discussed in

next chapter.
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5 Data Processing Model Based On Rserve

As mentioned in the former chapter, only a single server is used in that system, but when there
is much data need to be processed, multi servers are required. In order to solve this problem,
the author does some research on R PPN ang Rserve with multi servers in a distributed
environment. This chapter chooses R as the reasoning technique for data processing. The
author first gives out a model to show how she wants to process data with R. Based on this

model, the author also does a research on the interface between Rserve and Pig 2.

5.1 Model

This chapter is based on a model which is used to process data with multi servers in a

distributed environment. The model can be seen in Figure 27.

Distributed Environment+

Figure 27: The Model

As can been seen from the model, R is used as a reasoning technique here. R provides a wide
variety of statistical and graphical techniques, and is highly extensible. Rserve is a TCP/IP
server which allows other programs to use the functions of R from various languages without

the need to initialize R or link against R library.
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5.2 Developing Environment

5.2.1 Pig

When there are large data sets, the user needs a high-level language to express the data
analysis and the complicated programing infrastructures. Pigt®? is a platform for this. The
reason why pig programs can handle very large data sets is because they have an important

property: their structure is amenable to substantial parallelization.

5.2.2 Pig Latin

At the present time, Pig has several layers, such as infrastructure layer and anguage layer. The
infrastructure layer consists of a compiler and it produces sequences of Map-Reduce
programs. The language layer consists of a textual language called Pig Latin®®®. Pig Latin has
some very important properties such as ease of programming, optimization opportunities and

extensibility etc.

There are different kinds of Pig Latin statements. Normally, a Pig Latin statement is an
operator that takes a relation as input and produces another relation as output. However,
LOAD and STORE statements are different, they are used to read data from and write data to
the file system. The user can write Pig Latin statements for multiple lines but must end them
with a semi-colon °;’. Pig Latin statements are generally organized in the following manner:
1) ALOAD statement - used to read data from the file system.

2) Aseries of "transformation" statements - used to process data.

3) A DUMP statement - used to display outputs to the screen, or

4) A STORE statement - used to write outputs to the file system.

A simple example can be shown as below. The example is used to load the file “'jing/passwd’

first, then generate id and display it.

A = load 'jing/passwd' using PigStorage(");
B = foreach A generate $0 as id;
dump B;
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5.2.3 Pig Code Written In Java

Pig codes can be written in Java, a simple example is shown as below. This example

implements the same functionality with the example in the former chapter.

public static void runldQuery(PigServer pigServer, String inputFile) throws IOException

{
pigServer.registerQuery("A = load ‘jing/passwd' using PigStorage(":");");
pigServer.registerQuery("A = load " + inputFile + " using PigStorage(:");");
pigServer.registerQuery("B = foreach A generate $0 as id;");
pigServer.store("B", "jing/idoutb™);

5.2.4 Pig Installation

The following steps * show how to install pig:

1) Install Java. Java 1.6 or higher is installed; JAVA_HOME environment variable is set to
the root of the Java installation.

2) Install Pig. To install Pig, do the following:

Download the Pig tutorial file to your local directory.

Unzip the Pig tutorial file and store them in a newly created directory named pigtmp.

Move to the pigtmp directory.

Review the contents of the Pig tutorial file.

YV V. V VYV V

Copy the pig.jar file to the appropriate directory on your system. For example:

/home/me/pig.

» Create an environment variable, PIGDIR, and point it to your directory. For example,
export PIGDIR=/home/me/pig (bash, sh) or setenv PIGDIR /home/me/pig (tcsh, csh).

3) Run the Pig scripts - in Local or Hadoop mode.
The user can run pig cripts in both local mode and mapreduce mode. If the user wants to
run pig cripts in local mode, he doesn’t need to install Hadoop or HDFS. However, if the
user wants to run pig cripts in mapreduce mode, he has to install Hadoop or HDFS first.
To run the Pig scripts in local mode!®!!, do the following:

»  Set the maximum memory for Java.

java -Xmx256m -cp pig.jar org.apache.pig.Main -x local script-local.pig

» Move to the pigtmp directory.
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» Review Pig Script.
» Execute the following command.
$ java -cp SPIGDIR/pig.jar org.apache.pig.Main -x local script-local.pig
» Review the result files, located in the part-r-00000 directory.
The output may contain a few Hadoop warnings which can be ignored:
2010-04-08 12:55:33,642 [main] INFO org.apache.hadoop.metrics.jvm.JvmMetrics
Cannot initialize JVM Metrics with processName=JobTracker, sessionld= - already initialized
To run the Pig Scripts in Mapreduce ModeP* | do the following:
» Move to the pigtmp directory.
» Review Pig Script.
» Copy the excite.log.bz2 file from the pigtmp directory to the HDFS directory.
$ hadoop fs —copyFromLocal excite.log.bz2
» Set the HADOOP_CONF_DIR environment variable to the location of your core-site.xml,
hdfs-site.xml and mapred-site.xml files.
> Execute the following command:
$ java -cp SPIGDIR/pig.jar:$HADOOP_CONF_DIR org.apache.pig.Main script-hadoop.pig
» Review the result files, located in the script-hadoop-results:

$ hadoop fs -Is script-hadoop-results

$ hadoop fs -cat 'script-hadoop-results/*' | less

5.2.5 Pig UDF

When using pig, the user may need to specify custom processing. Pig provides extensive
support for user-defined functions (UDFs)™!. We can use existing functions as UDFs, and we
can also write our own functions. These functions can be used as a part of almost every

operator in Pig.

The following steps show how to create and use a UDF in pig:

1) Write our own functions or use the existing functions.

2) Build pig.jar which is used to compile the UDF.

3) Compile the UDF and then create a jar file that contains it.

4) Register the jar file which contains the UDF in order to provide the location of the jar file.
Note that there are no quotes around the jar file because having quotes would result in a
syntax error.

5) Run the script that uses the UDF.
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5.3 Implementation of the Model

5.3.1 Step 1: install Rserve

We need to have R-1.5.0 or higher installed on our system in order to be able to use Rserve.
The easiest way to install Rserve is to install it from CRAN, simply use

install.packages("Rserve™)

in R. Unix users, please note that R must have been configured with --enable-R-shlib in order
to use Rserve. Rserve comes now as an R package, so one way to start Rserve is from within
R, just type

library(Rserve)

Rserve()

If the Rserve is successfully installed, we can see the following result shown in Figure 28:

# ' Rserve.exe - IFAR,

Rserve: Ok, ready to answer gueries.

Figure 28: Rserve Installation

The server is nothing without clients, we will use java REngine Java client in the following
chapters. This client API is more flexible, with better design, has better exception handling
and is aimed to support both JRI and Rserve transparently. Java client is located in
src/client/java-new. It is a full client suite that allows any Java application (JDK 1.4 or higher)
to access an Rserve. The suite is written entirely in Java. It provides automatic type translation
for most objects such as int, double, arrays, string or vector and classes for special R objects
such as RBool, RList etc.
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One can use the following code to test if the Rserve is successfully installed or not:

import org.rosuda.REngine.*;
import org.rosuda.REngine.Rserve.*;
import org.rosuda.REngine.Rserve.protocol.*;
public class Rtest {
public static void main(String [] args)
{
Rtest myt = new Rtest();

System.out.printIn(*hello world™);

public Rtest()

{

try{
RConnection ¢ = new RConnection("127.0.0.1");

REXP x = c.eval("R.version.string");
System.out.printin(x.asString());
Jcatch(Exception e)

{
e.printStackTrace();

If the java client is successfully installed, we can see the following result shown in Figure 29:

|%( Problems | @ Javadoc L\} Declaration | Bl Console 2
| <terminated > Rtest [Java Application] C:\Program Files\Java\jre6\bin\javaw.exe

R version 2.10.1 (2009-12-14)
hello world

Figure 29: Rserve Test Result
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5.3.2 Step 2: install Pig

Pig can be installed according to the steps described in chapter 4.2.3. The following code can

be use to check if the pig is installed successfully or not.

import java.io.|IOException;
import org.apache.pig.PigServer;
public class pigTest{
public static void main(String[] args) {
try {
PigServer pigServer = new PigServer("mapreduce");
runldQuery(pigServer, "jing/passwd");
}
catch(Exception e) {
}

}
public static void runldQuery(PigServer pigServer, String inputFile) throws I0Exception {

pigServer.registerQuery("A = load " + inputFile + ™ using PigStorage(:");";
pigServer.registerQuery("B = foreach A generate $0 as id;");
pigServer.store("B", "jing/idout™);

}

¥

If the pig is installed successfully, we can see the following result shown in Figure 30:

O Console 2 X % "‘l_—" g St =

[<temmnated:» pigTest [java Application] Amparybriraldéalnlprosiekthadaopprogramsdkl 6.0 _20min/iava (May
05723 10:42:59 INFD executs onenqgine HExecutionEngine, Connect:i nq T0 hadoop Tile system -

'} 104 INFO Jvm. JysMetraics: Initializang JVM Metrics wath processName=Jobl racke
10:43:G3 INFO mapReducelayer MaltiQueryOptimizer: MR plan size before optimizatio
10: 4 INFO mapReducelayer MaltiQuerydptinizer: MR plan size after optimization
10:43.05 INFO mapReducelLayer. JodControlCompiler: Setting up single store job
10:43 05 INFO jvm. JymMetrics Cannot Initialize JVM Metrics with processName-JobT
10: 4 WARN mapred, JobCLient: Use GenericOptionsParser for parsing the argument

3104 NS0 mapReducelayer MapReducelauncher: 0% complete
10 7 INFO mapred MapTask nusReduceTasks: 0
10: 4 INFO mapred.TaskRunner: Task:attempt_local_0001_m 0000C0_0 1s done. And
10: 4 INFO mapred. LocallobRunner:

10:43:87 INFD mapred.TaskRunner: Task attempt local GOH1 m 0000GE ® 15 allowed to

3 104 ! INED mapred, File(utputfommitter: Saved output of task ‘attempt lacal BB

23 10: 4 7 INFO mapred. LocalJobRunner:

3 10:4 INFO mapred. TaskRunner: Task ‘attespt local 0001 _m _000050_0° done
10: 4 1 INFO mapReducelLayer MapReducelauncher: 100% ’;"pl-:-fe
104311 INFO mapReducelLayer MapReducelauncher; Success sstfully stored result 1ia: ]

1 10:43° 11 INFD mapRacucelayer MapReducel suncher; Hr\ aras wratten ]

3 10:43:11 INFO mapReducelayer. P
23 10:43:11 INFO mapReduceLayer

pReducelauncher: Bytes wralter

MapReducelauncher: Success

Figure 30: Pig Installation
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5.3.3 Step 3: embed Rserve into Pig

The following codes show how to embed R functions into Pig codes.

import java.io.lOException;

import org.apache.pig.PigServer;
import org.rosuda.REngine.*;

import org.rosuda.REngine.Rserve.*;

import org.rosuda.REngine.Rserve.protocol.*;

public class pigRserver{

public static void main(String[] args) {
try {
RTest myt = new RTest();
PigServer pigServer = new PigServer("mapreduce™);

runldQuery(pigServer, "...");

public static void runldQuery(PigServer pigServer, String inputFile) throws I0Exception {
pigServer.registerQuery("...");
pigServer.registerQuery("...");
pigServer.store("...", "...");

public void RTest()

{

try{
RConnection ¢ = new RConnection("'152.94.1.68");

}catch(Exception e)

{
e.printStackTrace();
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The Pig server and Rserve can share the same parameters. First, Rserve processes the data
with R functions, then,pig codes can invoke the processing results in pig server. A simple

example can be shown as below.

import java.io.lIOException;
import org.apache.pig.PigServer;
import org.rosuda.REngine.*;
import org.rosuda.REngine.Rserve.*;
import org.rosuda.REngine.Rserve.protocol.*;
public class pigRserver{
static String a=""",
public static void main(String[] args) {
try {
RTest myt = new RTest();
PigServer pigServer = new PigServer("mapreduce™);
runldQuery(pigServer, "jing/passwd");
}
catch(Exception e) {
}

}
public static void runldQuery(PigServer pigServer, String inputFile) throws I0Exception {

pigServer.registerQuery("A = load " + inputFile + " using PigStorage(':");";
pigServer.registerQuery("B = foreach A generate $0 as id;");
pigServer.store(*B", "jing/idout");
System.out.printin(a);
}

public void RTest()

{

try{
RConnection ¢ = new RConnection("'152.94.1.68");

REXP x = c.eval("R.version.string");
a=x.asString();

}catch(Exception €)

{
e.printStackTrace();
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The result can be seen in Figure 31.

=

& censole % X % = 5|E)|E P
<terminated> pigRserver [Java Application] Smportbrlraidbalhl/prosjekthadoop/programs/jakl 5.0_20/bin/java (May 24, 2010 4:24:10 PM)
R version 2.18.1 (2004-12-14)

16:24: 10 INFO execulionengine HExecutlionEngine: Connecting to hadoop fille system at: file:///

1 JvmMetrics: Inditl | essName=JobTracker, sessionld=

16: 24: ducelayer. Mltidue efore optimization: 1

16 Reducelayer, Milt10ue 517 1zation: 1

1 Reducel ayer, JohCant rol Comp Settang up sangle stare 10b

1 o with processName=JobTracker, sessionld=

1 ser Tar parsing the arguments. Appllicatioens should 1
1 omplete

LacallobRunner
od. TaskRunner: Task attempt_local_0001_m 0200000 _0 1s allowed to commit now

ed. FiledutputCommitter: Saved output of task ‘attempt_local_0001_m_000000_O' to file: /1
d. LocallobRuprner
asksunner ask ‘attempt local bOO1 m BOPHOO O' oone
NFO mapReducelayer. MapReducelauncher . 100% conpletse
apReducelayer. MapR uccesstully stored result in: *jiag/idout*
0 mapReducelayer.MapR ords written 0

} mapReducelayer, MapReducalLauncher: 3y written : 0

(k0 mapReducel ayer, MapReducelauncher: Success!
Ll I ]

Figure 31: Embed Rserve into Pig

So, R functions can be embedded in Pig codes in this way, but it's very limiting. The users

would be forced to use some custom java code every time they need R functions in Pig.

5.3.4 Step 3: Pig UDF with Rserve

Step 1: Why develop UDF with Rserve?

R functions can be embedded into pig but it's very limiting. The users would be forced to use
some custom java code every time they need R in Pig. R function has to be visible like any
other function in Pig for the users. Pig provides extensive support for UDFs as a way to

specify custom processing. Functions can be a part of almost every operator in Pig.

Step 2: Write our own functions or use the existing functions.
An example®! can be shown as below. The example is from ‘Pig UDF Manual’, but there are
some mistakes in this manual and the codes from it don’t work, so, some changes are made to

the codes and shown as below.
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package myudfs;

import java.io.IOException;

import java.util.List; ;

import java.util. ArrayList;

import org.apache.pig.EvalFunc;

import org.apache.pig.PigWarning;

import org.apache.pig.data. Tuple;

import org.apache.pig.data.DataType;

import org.apache.pig.impl.logicalLayer.schema.Schema;
import org.apache.pig.impl.logicalLayer.FrontendException;
import org.apache.pig.FuncSpec;

public class UPPER extends EvalFunc <String> {

public String exec(Tuple input) throws IOException {

if (input == null || input.size() == 0)

return null;

String str = null;

try {

str = (String)input.get(0);

return str.toUpperCase();

}

catch (ClassCastException €) {

warn("unable to cast input "+input.get(0)+" of class "+
input.get(0).getClass()+" to String", PigWarning.UDF_WARNING _1);
return null;

}

catch(Exception e){

warn("Error processing input "+input.get(0), PigWarning. UDF_WARNING_1);
return null;

}

}
@Override

public Schema outputSchema(Schema input) {

return new Schema(new
Schema.FieldSchema(getSchemaName(this.getClass().getName().toLowerCase(), input),
DataType. CHARARRAY));

}

@Override

public List<FuncSpec> getArgToFuncMapping() throws FrontendException {
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List<FuncSpec> funcList = new ArrayList<FuncSpec>();
funcList.add(new FuncSpec(this.getClass().getName(), new Schema(new Schema.FieldSchema(null,
DataType.CHARARRAY))));

return funcList;

¥
¥

The first line indicates that the function is part of the myudfs package. The UDF class extends
the EvalFunc class which is the base class for all eval functions. It is parameterized with the
return type of the UDF which is a Java String in this case. The next step is to implement the
exec function. This function is invoked on every input tuple. The input into the function is a
tuple with input parameters in the order they are passed to the function in the Pig script. In our

example, it will contain a single string field corresponding to the user ID.

The first thing to decide is to check if the input data is null or empty; If so, it returns null. If

not, the first letter of the user ID will be turn into capital letter.

Step 3: Build pig.jar which is used to compile the UDF.
Now the functions are implemented, it needs to be compiled and included in a jar. We need to
build pig.jar to compile the UDF. The following sets of commands are used to check out the

code from SVN repository and create pig.jar®:

svn co http://svn.apache.org/repos/asf/hadoop/pig/trunk
cd trunk

ant

Step 4: Use pig.jar to compile the UDF and then create a jar file that contains it.
Now, pig.jar should be seen in the current working directory. The set of commands below

first compiles the functiont®! and then creates a jar file that contains it.

cd packagename
javac -cp pig.jar javafilename.java
cd ..

jar -cf jarname.jar packagename
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When we try to compile UDF with pig.jar, several errors are shown in Figure 32.

4% Applications Places System H'R¢: @ W 238rM Q)
g Terminal DIEIE)

File Edit View Terminal Tabs Help

taType.CHARARRAY) ) ; =

7. ERROR in UPPER.java (at line 35)
@O0verride

8. ERROR in UPPER.java (at line 36)
public List<FuncSpec> getArgToFuncMapping() throws FrontendException {

The type List is not generic; it cannot be parameterized with arguments <FuncSpec>

9. ERROR in UPPER.java (at line 36)
public List<FuncSpec> getArgToFuncMapping() throws FrontendException {

10. ERROR in UPPER.java (at line 37)
List<FuncSpec> funcList = new ArraylList<FuncSpec>();

The type List is not generic; it cannot be parameterized with arguments <FuncSpec>

11. ERROR in UPPER.java (at line 37)
List<FuncSpec> funcList = new ArraylList<FuncSpec>();

12. ERROR in UPPER.java (at line 37)
List<FuncSpec> funcList = new ArrayList<FuncSpec=>();

13. ERROR in UPPER.java (at line 37)
List<FuncSpec> funcList = new ArraylList<FuncSpec>();

13 problems (13 errors)Hadoop@pitterl: $ D
[ ridouth... | & rbdpni... | @ Fash... |~ [udrpar) | @ [hade... || Java- ... || B Terminar |[ 8 Termina 1)@ Tash-...|[@ jinge... |[@ jing -F... |[[Z *newr..| & B

Figure 32: Syntax Error

As can be seen from Figure 32, almost all the errors are resulted by ‘Syntax error,
parameterized types are only available if source level is 5.0”. If the user is using an IDE, in
Eclipse for example, there are 2 ways to fix it: First, install Java 5.0 (Window > Preferences >
Java > Installed JRES); Second, The compiler compliance level has to be elected to 5.0
(Window > Preferences > Java > Compiler). After it is fixed, we can see that the Java edition
we are using is a newer one. So, we can compile the UDF with pig.jar again, but the same
errors happen again. Now we already use the higher edition of Java, why the errors happen
again? This is because even if JVM or the user’s IDE's environment might run on a different
version after Java 5.0 is installed, we are programming in a hadoop cluster and we are using
cmd window to compile the UDF, it has its own java. So, even if the edition of the Java is a
higher edition in Eclipse, but the Java which cmd window is using is still a older edition.

The Java edition which cmd window is using can be checked with the code’ java —edition’,

now we can see that the cmd window is still using the older edition. The way to fix it is go to
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the file which has a higher edition, and use the java there. A simple example can be seen as

below:

bin/javac -cp /home/prosjekt/hadoop/jing_eclipse/JingRserver/src/myudfs/pig.jar
/home/prosjekt/hadoop/jing_eclipse/JingRserver/src/myudfs/RTest2.java

Now myudfs.jar should be seen in the current working directory. This jar can be used in the

script now.

Step 5: Register the jar file which contains the UDF in order to provide the location of
the jar file.

Users often run their scripts in different environments, so jar locations or versions may change.
Note that there are no quotes around the jar file because having quotes would result in a
syntax error.

register myudfs.jar;

Step 6: Run Pig codes(written in java) that uses the UDF.
At the beginning, we try to develop both the UDF and the pig codes which invokes the UDF

in Java. An example is shown as below:

import java.io.lOException;
import org.apache.pig.PigServer;
public class pigTest2{
public static void main(String[] args) {
System.out.printin("...1...");
try {
PigServer pigServer = new PigServer("mapreduce");

runldQuery(pigServer, "jing/passwd");

}
catch(Exception e) {
}

}
public static void runldQuery(PigServer pigServer, String inputFile) throws IOException {
System.out.printin(*"...2...");

pigServer.registerQuery("A = load 'jing/passwd' using PigStorage(":");");
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pigServer.registerQuery("A = load " + inputFile + " using PigStorage(:");");
pigServer.registerQuery("B = foreach A generate $0 as id;");
pigServer.store(*B", "jing/idoutb™);
System.out.printin("...3...");
pigServer.registerQuery("REGISTER myudfs.jar;");
System.out.println("...4...");
pigServer.registerQuery("C = foreach B generate myudfs.UPPER(id);");
pigServer.store("C", "jing/idoutc");
}

}

The result can be seen in Figure 33.

& console X B w j|]|} et v 20
<terminated: pigTest2 [Java Application] Amportirirald6alhl/prosjekunadoop/programs/okl 6.0_20/0nava (May 23. 2010 11.36 07 AM)

6807 INFG executionengine, HExecutionknqgine: (onnecting to hadoop T1le system at: file, ///
36:87 INFC jvm, JymMotrics: Imatializang JVM Metracs wath processlame=lobl racker sessionia=

A0 mapReducelayer. MultiQueryOptimizer: MR plan size before cptimdzation
{FO mapReducelayer.MiltiQueryDptimizer: MR plan size arter gptimization
NFO mapReducelayer, JobControllompiier: Setting up single store job

jve, vt rics; Cannat anataalaz VR Motrics wath processName=Jablr ker, sessionld=
N mapred. JobClienl: Use GenericOptionsParser for parsing the arguments. Applications should i
\FC mapReducelayer.MapRecducelauncher. 2% conplete
0 mapred, MapTask: numReduceTasks
TaskRunner: Task:attempt 1ocal 0001 m S0PPEO O 1s done, And 1S 2n the process of com
Lacal lobRupne r
d. TaskRunner: Task attempt_local_ 0001 _m_O8
st output of 1

2000 0 1% allowed to commilt now

to file:/1

FileQutputCommitter: S

ocallobRunner

Sunner: Task ‘attempt local 0001 m 999000 0' sone,

1D compiete )
f ly stored resalt in: *jing/adouth*®

celauncher

y Records written : 0
yer.MapRedu cher: Bytes writtea ! ©
FO mapReducelayer, MapRegucelauncher Suyccess!

Figure 33: Result of ’registerQuery’

As can be seen from the result, the command ‘pigServer.registerQuery("REGISTER
myudfs.jar;");” was just skipped when the codes were running. That is because jars can only
be registered on the command line. It means that currently 'register' can only be done inside a
Pig Latin script'®®. So, the pig UDF can be written in Java, but if the user wants to invoke the

PDF, he can only write Pig Latin script to invoke it.

Step 7: Run the Pig script which invokes the UDF.
An example is shown as below:

-- myscript.pig
hadoop fs -rm myudfs.jar

hadoop fs -copyFromLocal myudfs.jar jing
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register myudfs.jar;
A
B = foreach A generate $0 as id;

C = foreach B generate myudfs.UPPER(id);
dump C;

load ‘jing/passwd' using PigStorage(":");

The command below can be used to run the script.

java -cp pig.jar org.apache.pig.Main -x local myscript.pig

The original document we used can be seen in Figure 34.

W% Applications FPlaces System @& @ ® s22em Q)

ing_eclipse/jingRserver/jing) - gedit 5%

Fle Edit View Search Tools Documents Help

B E.d & D68 ¥

New Open Save | Print Paste | Fnd Replace

[J *new file x| [J passwd x
lasyak:x:6344:2011:Lasya Priya Kotu:/home/stud/lasyak:/usr/local/bin/tcsh
jossi:x:6345:2011:Jostein Oygarden:/home/stud/jossi:/usr/local/bin/tcsh
runemel:x:6346:2011:Rune Mellemstrand:/home/stud/runemel:/usr/local/bin/tcsh
lcocanu:x:6347:2011: Laurentiu Cocanu:/home/stud/lcocanu:/usr/local/bin/tcsh
Kristian:x:6348:2011:Kristian Waalen:/home/stud/kristian:/usr/local/bin/tcsh
dabraham:x:6349:2011:Doney Abraham:/home/stud/dabraham:/usr/local/bin/tcsh
byambaa:x:6350:2011:Byambajargal Byambaja:/home/stud/byambaa:/usr/local/bin/tcsh
kohoujal:x:6351:2011:Jakub Kohout:/home/stud/kohoujal:/usr/local/bin/tcsh
osaland:x:6352:2011:Morten Harestad Osaland:/home/stud/osaland:/usr/local/bin/tcsh
rhegner:x:6353:2011:Robert Hegner:/home/stud/rhegner:/usr/local/bin/tcsh
ogillaux:x:6354:2011:0cean Gillaux:/home/stud/ogillaux:/usr/local/bin/tcsh
yaoblu:x:6355:2011:Yao Bo Lu:/home/stud/yaoblu:/usr/local/bin/tcsh
reyhane4:x:6356:2011:Reyhaneh Ghergherehchi:/home/stud/reyhaned:/usr/local/bin/tcsh
davidlan:x:6357:2011:David Diaz Clavijo:/home/stud/davidlan:/usr/local/bin/tcsh
runejo:x:6358:2011:Rune Johansen:/home/stud/runejo:/usr/local/bin/tcsh
wagas:x:6359:2011:Wagas Maqsood:/home/stud/waqas:/usr/local/bin/tcsh
salman:x:6360:2011:5alman Abbas:/home/stud/salman:/usr/local/bin/tcsh
anabmoli:x:6361:2011:Ana Isabel Molina Balastegui :/home/stud/anabmoli:/usr/local/bin/tcsh
ivartj:x:6362:2011:Ivar Trygve Jarlsby:/home/stud/ivartj:/usr/local/bin/tcsh
cruud:x:6363:2011:Christian Ruud Johanson:/home/stud/cruud:/usr/local/bin/tcsh
jarleu:x:6364:2011:Jarle Urdal:/home/stud/jarleu:/usr/local/bin/tcsh
hatloy:x:6365:2011:Andreas HatlAZy:/home/stud/hatloy:/usr/local/bin/tcsh
ebmidtun:x:6366:2011:Eivind Brate Midtun:/home/stud/ebmidtun:/usr/local/bin/tcsh
telea:x:6367:2011:Tormod Erevik Lea:/home/stud/telea:/usr/local/bin/tcsh
andreasg:x:6368:2011:Andreas Gudmundsen:/home/stud/andreasg:/usr/local/bin/tcsh
trondk:x:6369:2011:Trond Kjerland:/home/stud/trondk:/usr/local/bin/tcsh
larsber:x:6370:2011:Lars Berg:/home/stud/larsber:/usr/local/bin/tcsh
jflesja:x:6371:2011:Jonas FlesjA¥:/home/stud/jflesja:/usr/local/bin/tcsh
ruimax:x:6372:2011:Rui Maximo Esteves:/home/stud/ruimax:/usr/local/bin/tcsh
hapnes:x:6373:2011:Erlend Hapnes:/home/stud/hapnes:/usr/local/bin/tcsh
hanyi:x:6374:2011:Han Yi:/home/stud/hanyi:/usr/local/bin/tcsh
palthing:x:6375:2011:PA¥1 ThingbAZ:/home/stud/palthing:/usr/local/bin/tcsh
liubo:x:6376:2011:Bo Liu:/home/stud/liubo:/usr/local/bin/tcsh
yuxiao:x:6377:2011:Yu Xiao:/home/stud/yuxiao:/usr/local/bin/tcsh
hadoop:x:6378:6378:Apache Hadoop:/home/prosjekt/hadoop:/usr/local/bin/tcsh
jli:x:6379:2011:Juncheng Li:/home/stud/jli:/usr/local/bin/bash
liyizu:x:6380:2011:Yizu Li:/home/stud/liyizu:/usr/local/bin/tcsh
sevje:x:6381:2012:5Steinar Evje:/home/ansatt/sevje:/usr/local/bin/tcsh
thanusha:x:6382:2011:Thanusha Naidoo:/home/geolab_s/thanusha:/usr/local/bin/tcsh
nullmail:x:59998:59998:Sendmail Default User:/no/such/directory:/sbin/nologin
fpweb:x:59999:59999: fpweb, med minimum av rettigheter:/no/such/directory:/sbin/nologin
nfsnobody:x:65534:65534: Anonymous NFS User:/var/lib/nfs:/sbin/nologin

D]

Ln 27, Col 61 INS

(@] (@ jing-F... || @ vaphin... | @ (Tash... | & udrpar | @ (hado... |[@ Java - ... |8 Terminal || 8 Terminal |[@ Trash -...][ @ jing_e... | @ jing-F.. |[[% passw...| 2 I

Figure 34: Original Document
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The id results are shown in Figure 35.

cruud
jarleu
hatloy
ebmidtun
telea
andreasg
trondk
larsher
jflesja
ruimax
hapnes
hanyi
palthing
liubo
yuxiao
hadoop
jli
liyizu
sevie
thanusha
nullmail
fpweb
nfsnobody

Figure 35: ID Result

The results after invoking the UDF are shown in Figure 36.

4 Applications Flaces System @S @
[ Terminal
File Edit View Jerminal Tabs Help
(LCOCANU)
(KRISTIAN)
(DABRAHAM)
(BYAMBAA)
(KOHOUJA1)
(OSALAND)
(RHEGNER)
(OGILLAUX)
(YAOBLU)
(REYHANE4)
(DAVIDLAN)
(RUNEJO)
(WAQAS)
(SALMAN)
(ANABMOLI)
(IVARTJ)
(CRUUD)
(JARLEU)
(HATLOY)
(EBMIDTUN)
(TELEA)
(ANDREASG)
(TRONDK)
(LARSBER)
(JFLESJA)
(RUIMAX)
(HAPNES)
(HANYT)
(PALTHING)
(LIUBO)
(YUXIAO)
(HADOOP)
(JLI)
(LIYIZU)
(SEVJE)
(THANUSHA)
(NULLMAIL)
(FPWEB)
(NFSNOBODY)
grunt>

W e33rm Q)

SIEIE

[@] (@ Gdout ... |~ (*newi... [ @ Gitstear... | @ (Wash-.. | (udfpdr] | @ (hadoo... || java - ji... |18 Terminal |( @ bdphin... |[B Terminal || @ Trash- ... |1 =

Figure 36: Final Result
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Step 8: Pig UDF with Rserve
The relationship among Pig codes, UDF, Rserve and R is shown in Figure 37.

javac -cp pig.jar javafilename.java
jar -cf jarname.jar packagename

register packagename.jar;

Figure 37: Relationship among Pig, UDF, Rserve and R

As can be seen from Figure 37, Pig codes can be written in Java and script, UDF can be

written in JAVA, R functions can be put into UDF. If Pig codes want to invoke UDF, 3

important steps must be implemented (according to Pig UDF Manual):

1) javac -cp pig.jar javafilename.java; This command is used to compile UDF with

pig.jar.

2) jar -cf jarname.jar packagename; This command is used to create a jar file that

contains the UDF.

3) register packagename.jar; This command is used to register the jar file which include
the UDF, so the pig codes who invoke this UDF will know where the UDF is.

If Pig codes want to invoke UDF, there are 2 ways, use Java or script.

Step 1, consider using java.

As shown from the former chapters, 'register packagename.jar;' can only be done inside a Pig

Latin script. So, it means that the pig UDF can be written in Java, but if the user wants to

invoke this PDF, he can only write Pig Latin script to invoke it. The result of step 1 can be

seen in Figure 38.
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javac -cp pig.jar javafilename.java e
. g ; 7 g, P
Pig jar -cf jarname.jar packagename UDF Rserve A kR/
register packagename.jar; / i

—— SR

script\
A

Figure 38: Result of Step 1

Step 2, consider using script.

R functions can be put into UDF (written in java), then the UDF is a function including R
functions. If pig wants to use the UDF, the 3 requitements must be satisfied, now the problem
comes up, when pig.jar try to compile the UDF, pig.jar cannot find Rserve engine, as can be

seen from Figure 39.

a* Applications Places System B @ W 63apm Q)

Fle Edit View Terminal Tabs Help
RConnection ¢ = new RConnection("152.94.1.68");

/home/prosjekt/hadoop/jing_eclipse/JingRserver/src/myudfs/RTest2.java:29: cannot

find symbol

symbol : class REXP
location: class myudfs.RTest2

REXP x = c.eval("R.version.string");

8 errors
hadoop-pitterl:~/programs/jdkl.6.0_20$% bin/javac -cp /home/prosjekt/hadoop/jing_
eclipse/JingRserver/src/myudfs/pig.jar /home/prosjekt/hadoop/jing eclipse/JingRs
erver/src/myudfs/RTest2. java
/home/prosjekt/hadoop/jing_eclipse/JingRserver/src/myudfs/RTest2.java:14: packag
e org.rosuda.REngine does not exist
import org.rosuda.REngine.REXP;

/home/prosjekt/hadoop/jing_eclipse/JingRserver/src/myudfs/RTest2.java:15: packag
e org.rosuda.REngine.Rserve does not exist
import org.rosuda.REngine.Rserve.RConnection;
/home/prosjekt/hadoop/jing eclipse/JingRserver/src/myudfs/RTest2.java:28: cannot
find symbol
symbol : class RConnection
location: class myudfs.RTest2
RConnection ¢ = new RConnection("152.94.1.68");

/home/prosjekt/hadoop/jing_eclipse/JingRserver/src/myudfs/RTest2.java:28: cannot
find symbol
symbol : class RConnection
location: class myudfs.RTest2
RConnection ¢ = new RConnection("152.94.1.68");

/home/prosjekt/hadoop/jing eclipse/JingRserver/src/myudfs/RTest2.java:29: cannot
find symbol
symbol : class REXP m
location: class myudfs.RTest2
REXP x = c.eval("R.version.string");

A

5 errors
hadoop-pitterl:~/programs/jdkl.6.0_20% I =
[®) [ tdoutb ... | tnew fi... [ & rits tear... ][ @ [Trash-... | * [udrpdn] || @ [hadoo... | java - ji.. | B Terminal |[@ bdphin ... |[B Terminal | @ Trash - ... | &) B

Figure 39: Compile Error
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The user has to use pig.jar to compile UDF, but if Rserve is included in the UDF, pig.jar
doesn’t know what Rserve is and cannot compile it. So, the next step is to figure out a way to
compile the UDF.

In order to compile the UDF, 3 jars are needed: pig.jar, REngine.jar and RserveEngine.jar.
First, we can change the classpath to show JVM how to find the jar files, but unfortunatly it
doesn’t work. Second, instead of changing the classpath, we can move REngine.jar and
RserveEngine.jar to the same folder which includes pig.jar, and use these 3 jars together to
compile the java file, but the similar error happens, it still cannot find the jars. So, the result of

step 2 can be seen as Figure 40.

F e

\J va =
— javac -cp pig.jar javafilename.java - e -
/P' ) | jar -cf jarname._jar packagename “—’/UDF\"/R \ﬂ—/R J
\lg) \ i j -Jar packag } (UDF_J+{_Rseve )\ R)

— register packagename.jar;

script

L NG

Figure 40: Result of Step 2

5.4 Conclusion of the Chapter

Due to the reason of researching time and the author’s knowledge, this reasoning technique
has limitations in the model, R functions can be embedded into pig but it's very limiting, so

future work needs to be done on it.
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6 Conclusion and Future Work

6.1 Conclusion

For oil companies, on one hand, operators want to know whether everything is going ok or
not; on the other hand, it may direct operators to find new resources. So, it is very important

to process the data before analysis.

This paper gives out several models to show how to process data with reasoning techniques.
The alarm system which integrates JADE and JESS can process the data and give out alarms
when the data is abnormal; The SUP data processing system which based on Petri Net
technique and the JESS monitoring results is developed as well and the performance of the
system is also analysed; The first 2 models are only used for a single server, however, in order
to process data with multi servers in a distributed environment, the author also does a research

on the interface between Rserve and Pig.

6.2 Future Work

There are some more reasoing techniques available to process data, Bayesian Network, for

example. More research on other reasoning techniques can be done in the future.

Due to the reason of the researching time and the author’s knowledge, the Pig UDF with

Rserve is not completely finished, more work can be done in the future.
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8 Appendix

8.1 Appendix A- Example of Farmer's Dilemma Problem

rrkkkhkhkhkhkhkkkhik
119

i TEMPLATES *

IEER & = > 2 2 > 2 2 v > v
119

::» The status facts hold the state

. information of the search tree.

(deftemplate MAIN::status
(slot search-depth)
(slot parent)
(slot farmer-location)
(slot fox-location)
(slot goat-location)
(slot cabbage-location)

(slot last-move))

sk kkhkhhkhkhkhkhkhkhkhkhkhhkk
119

X INITIAL STATE *

IEER = 2 2 2 2 2 2 2 > 2 S v o v
119

(deffacts MAIN::initial-positions
(status (search-depth 1)
(parent no-parent)
(farmer-location shore-1)
(fox-location shore-1)

(goat-location shore-1)
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(cabbage-location shore-1)

(last-move no-move)))

(deffacts MAIN::opposites
(opposite-of shore-1 shore-2)
(opposite-of shore-2 shore-1))

rrkkkkkhkhkhkhkhkikhkhkhkhkhkhkhkikikhkikk
119

;" GENERATE PATH RULES *

sk kkhkhkhkhhkhkhkhkhkhkhkhkhkhkhkikhkhkikk
119

(defrule MAIN::move-alone

?node <- (status (search-depth ?num)
(farmer-location ?fs))

(opposite-of ?fs 7ns)

=>

(duplicate ?node (search-depth (+ 1 ?num))
(parent ?node)
(farmer-location ?ns)

(last-move alone)))

(defrule MAIN::move-with-fox

?node <- (status (search-depth ?num)
(farmer-location ?fs)
(fox-location ?fs))

(opposite-of ?fs 7ns)

=>

(duplicate ?node (search-depth (+ 1 ?num))
(parent ?node)
(farmer-location ?ns)
(fox-location ?ns)
(last-move fox)))

(defrule MAIN::move-with-goat
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?node <- (status (search-depth ?num)
(farmer-location ?fs)
(goat-location ?fs))

(opposite-of ?fs ?7ns)

=>

(duplicate ?node (search-depth (+ 1 ?num))
(parent ?node)

(farmer-location ?ns)
(goat-location ?ns)

(last-move goat)))

(defrule MAIN::move-with-cabbage

?node <- (status (search-depth ?num)
(farmer-location ?fs)
(cabbage-location ?fs))

(opposite-of ?fs ?ns)

=>

(duplicate ?node (search-depth (+ 1 ?num))
(parent ?node)
(farmer-location ?ns)
(cabbage-location ?ns)

(last-move cabbage)))

sk kkhkhhhkAkhkkkhkhkhkhkhhhkhkhkhkhkhkhkhkhiiikx

;. CONSTRAINT VIOLATION RULES *

sk khkhhkhkhhkhkhhkhkhhkhkhkhkhkhkhkhkhhkhkhhkhkhkikkx
119

(defmodule CONSTRAINTYS)

(defrule CONSTRAINTS::fox-eats-goat
(declare (auto-focus TRUE))
?node <- (status (farmer-location ?s1)
(fox-location ?s2&~7?s1)

(goat-location ?s2))
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=>

(retract ?node))

(defrule CONSTRAINTS::goat-eats-cabbage

(declare (auto-focus TRUE))

?node <- (status (farmer-location ?s1)
(goat-location ?s2&~?s1)
(cabbage-location ?s2))

=>

(retract ?node))

(defrule CONSTRAINTS::circular-path

(declare (auto-focus TRUE))

(status (search-depth ?sd1)
(farmer-location ?fs)
(fox-location ?xs)

(goat-location ?gs)
(cabbage-location ?cs))

?node <- (status (search-depth ?sd2&:(< ?sd1 ?sd2))
(farmer-location ?fs)
(fox-location ?xs)
(goat-location ?gs)
(cabbage-location ?cs))

=>

(retract ?node))

sk khkhhkhkhhkhkhhkhkhhkhkhhkhkhkhkhkhhkhkhhkhkhhkhkiikx
119

;»»* FIND AND PRINT SOLUTION RULES *

sk kkhhhhkhkhkkhkhkhkhhkhhkhkhkhkhkhkhkhkhhihhhkhkhkk

(defmodule SOLUTION)

(deftemplate SOLUTION::moves
(slot id)
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(multislot moves-list))

(defrule SOLUTION::recognize-solution

(declare (auto-focus TRUE))

?node <- (status (parent ?parent)
(farmer-location shore-2)
(fox-location shore-2)
(goat-location shore-2)
(cabbage-location shore-2)
(last-move ?move))

=>

(retract ?node)

(assert (moves (id ?parent) (moves-list ?move))))

(defrule SOLUTION::further-solution
?node <- (status (parent ?parent)
(last-move ?move))
?mv <- (moves (id ?node) (moves-list $?rest))
=>

(modify ?mv (id ?parent) (moves-list ?move ?rest)))

(defrule SOLUTION::print-solution

?mv <- (moves (id no-parent) (moves-list no-move $?m))
=>
(retract ?mv)
(printout t crlf ‘Solution found: ¢ crlf crlf)
(bind ?length (length$ ?m))
(bind ?i 1)
(bind ?shore shore-2)
(while (<= ?i ?length)

(bind ?thing (nth$ ?i ?m))

(if (eq ?thing alone)

then (printout t ‘Farmer moves alone to ‘ ?shore °.’ crlf)

else (printout t ‘Farmer moves with ¢ ?thing  to ¢ ?shore .’ crlf))
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(if (eq ?shore shore-1)
then (bind ?shore shore-2)
else (bind ?shore shore-1))
(bind ?i (+ 1 ?i))))
(reset)

(run)

8.2 Appendix B- Example of Norwegian Traffic Lights

Tunction [PN_nswe, et _of pleoces, Set_of_ trans, St _of_sros] ...
= NO_light_def |glokal 1nfo)

% Cilla: pn Celf.m:

% gefinltion of pettl heEt Jreph Lor Norweglan trafile lights

PN_]'.I.SLI:'I'IE= Pac M=t graph for tceafic Light NOR) '

Z2t_of_ places={'RED', 'YELLOW' , 'GREEN'];

gec_of Trans={'tCR BY','tRY &', 'tl T','TT A'1;

g=r_of sres=('FEDL','tR BY',1, ‘LR BY','RED',1, 'tR RY', TELLOU',L,...
PED','CRY 3,1, 'TELLOU', 'UREY &',1, 'UREY G','GREEN',1,...
ETEM', 'uE ¥',1, 'tE T, TELLOW', 1, ...
TELLOW' , 'c¥ B!, 1, 'C¥ B', 'BED',d3:

Petri Net Definition File
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Main Simulation File

% the main file to run simulation

% for the system given in figure-5

clear, clo;

pn = petrinetgraph('NO light def']);
dynamic_info.initial markings = {'RED', 1};

Results = gpensimipn, dynamic info):;

printsys(pn, EResults):

Transition Definition File-1 (tR_RY.m)

Transition tR->RY will fire only if there is a token in
place RED and there is no token in place YELLOW.

function [fire, global_info] = ©R_RY_def (FN, global_info)

5 function fire = tR RY def |PN)

PR = get_place (PN, 'RED'];
pY¥ = get place (PN, 'YELLOW');
fire = (pR.token=) & not(pY.tokens);
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