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 Abstract 

 

The portal cranes at Bergen Group Rosenberg as been a major part of the success that the yard 

has achieved since the first two were built in 1960. The third one came 15 years later with a 

slight different structure and with a larger capacity. As these cranes grow older more thorough 

maintenance are needed, and for them to still have success they need to move away from 

corrective maintenance and towards new technology and condition monitoring. 

 

This thesis will focus on condition monitoring and to come with suggestions on 

improvements to the existing maintenance program with regards to risk based maintenance.  

 

This thesis concludes with that vibration monitoring and NDT should be implemented to the 

maintenance program. Keeping the fresh incident from last year in mind, where a nut of 3,1 

kg loosened and fell down from the tension rod and hit the ground underneath the crane (45 

meters drop). With vibration monitoring already in place this might have been prevented from 

happening.  

 

Even though it is expensive to implement these techniques this is something that Bergen 

Group Rosenberg will profit by over time, and will help keeping the good reputation that the 

company and the Yard has had for decades.  
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1  Introduction 

 

1.1 Background 

 

The cranes located at Rosenberg yard are used daily and have a very important role here. As 

the cranes are old, maintenance is even more important to make sure that the risk of a failure 

is kept at a minimum. With the accident last year fresh in mind, there might be wise to check 

the maintenance plan for the cranes. 

 

 

1.2 Study Objective 

 

An old crane that doesn’t go through solid maintenance could be a hazard for both equipment 

and personnel and may as well not be cost efficient. Therefore, there is a need to check the 

current condition and health of the cranes and to review the existing maintenance program. 

 

The main objective is to recommend improvements to maintenance program, regards to 

inspection, condition monitoring and maintenance programs. Sub-objectives include: 

 Establish the current condition of the cranes (what is the current availability of the 

cranes, What is the downtime, Is there increasing downtime, Are the cranes 

functioning as they should, is the downtime effective, how much of the downtime is 

planned (preventive maintenance) as compared to unplanned (corrective maintenance) 

 Establish the current condition of the maintenance program (Regulatory requirements, 

maintenance activities, condition monitoring, inspections, etc.; what is required by 

law, what is actually done, are the resources spent towards the real needs, etc.) 

 Establish the current condition of the spare part inventory (are there too many/few 

spare parts, are the “right” spare parts in the inventory, what are the delivery time of 

new spare parts needed in the periodic maintenance program, are the spare parts still 

manufactured or available in the marked, are the spare parts in usable conditions, how 

long has the spare parts been in the storage, are they maintained, etc.) 
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 Establish the gap between the existing maintenance program and the real needs of the 

cranes (Is the resources spent on maintaining the cranes spent well, is enough 

maintenance performed, should there be done more inspections or condition 

monitoring, etc.) 

 Optimize the maintenance program for the cranes. 

 

 

1.3 Limitations 

 

 The thesis will only cover the three Portal cranes at Rosenberg 

 The thesis will suggest improvement based on the analysis of the data and information 

collected. Any actual updating of the maintenance program will be outside the scope 

of the thesis 

 

 

1.4 Methodology 

 

 Literature study 

 Interview key personnel 

 Gathering of information from IFS (CMMS Maintenance records at Rosenberg) 

 Gather data about current spare parts inventory 

 Inspection of cranes and spare part inventory 

 

 

1.5 Structure of the thesis 
 

This master thesis is divided into 6 chapters. Chapter 1 is the introduction of this thesis which 

covers the background, the study objective, limitations, methodology and the structure of the 

thesis. Chapter 2 gives a brief introduction of Bergen Group Rosenberg and the three portal 

cranes. Chapter 3 covers the theoretical background for this thesis beginning with relevant 

abbreviations, definitions and terms relevant with respect to condition monitoring and risk 

based maintenance. Then follow the results which also include the consequence classification. 
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After that the results are discussed with the final conclusion where the suggested 

improvements are presented. 

 

2  Bergen Group Rosenberg 

 

The yard at Buøy was established in 1915: 

 a large assembly hall completed in 1918 

 construction of a dry dock for ships up to 12 000 tons. The dry dock was completed in 

1920.  A larger dry dock with capacity for ships up to 65 000 tonnes was completed in 

1959.  

From June 1920 the main activity was located at Buøy which was the most modern and 

advanced shipyard in Norway. From 1945 to 1970, Rosenberg was owned by Sigval Bergesen 

and established a solid reputation as a major builder of large tank ships. Kværner bought the 

ship yard in 1970. Kværner’s patent for tankers for freight of liquid gas was the basis for the 

building of a series of large LNG tankers. In 2007 Rosenberg was included in the Bergen 

Group ASA and the company name was changed to Bergen Group Rosenberg AS. 

 



4 

 

 

Figure 1 – Overview of Rosenberg Yard at Hundvåg, Stavanger. Here are also the three Portal Cranes shown. (BGR, 

2012) 

 

Bergen Group Rosenberg operates within a wide spectre of project and the orders vary from 

small and simple to large and complex. We perform projects of all types from fabrication 

Contracts to complete EPCIC (Engineering, Procurement, Construction, Installation and 

Comissioning) projects within many market areas.  

Our target market areas are:  

 delivery of design and study contracts,  

 modules,  

 complete deck structures,  

 offshore maintenance and modifications,  

 subsea installations  

 fabrication of structural steel and piping including surface protection.  

The value chain includes concept development, design, fabrication, assembly, installation, 

testing and completion/handover. 

2.1 The portal cranes at Rosenberg 
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The three portal cranes located at the Rosenberg Yard has been a major part of the yards 

success. Two of the cranes are of the same type, produce by Stork Hensen in 1960, and has a 

maximum lifting capacity of 100 tons. The third portal crane was delivered by Wisbeck 

Refsum in 1975 and has a maximum lifting capacity of 130 tons. They are standing on rails 

and Figure 2 gives an overview of the yard and where the cranes can operate. The crane 

Hensen 519 is located on the north side by dock I, which is rented by GMC. GMC are also 

frequently renting the crane service from Hensen 519.    
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Figure 2 – Map of the Rosenberg Yard (BGR, 2012) 
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3  Theory 

 

3.1 Abbreviations 

 

API 

BGR 

CBM 

CM 

CMMS 

EN 

FMECA 

GMC 

HSE 

ISO 

KPI 

MF 

MTBF 

MTTF 

NDT 

OLF 

P&ID 

PM 

PS 

QRA 

RBI 

RCM 

 

American Petroleum Institute 

Bergen Group Rosenberg 

Condition based maintenance 

Condition monitoring 

Computerized maintenance management system 

European Standard 

Failure mode, effect and criticality analysis 

Generic maintenance concept 

Health, safety and environment 

International Organization for Standardization 

Key performance indicator 

Main function 

Mean time between failure 

Mean time to failure 

Non-destructive testing 

Oljeindustriens landsforening 

Process and instrumentation diagram 

Preventive maintenance 

Performance standard 

Quantitative risk analysis 

Risk based inspection 

Reliability centred maintenance 
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3.2 Basic definitions and terms 

 

Availability: 

Ability of an item to be in a state to perform a required function under given conditions at a 

given instant of time or over a given time interval, assuming that the required external 

resources are provided (NORSOK 2011) 

 

Condition monitoring: 

The continuous or periodic measurement and interpretation of data and information to 

indicate the condition of an item or a system to determine the need for maintenance 

(MOM350, 2010). 

 

Consequence classification 

Quantitative analysis of events and failures and assignment of the consequences of these 

(NORSOK 2011). 

 

Corrective maintenance 

Maintenance carried out after fault recognition and intended to put an item into a state in 

which it can perform a required function (NORSOK 2011). 

 

 

Generic maintenance concept 

GMC 

Set of maintenance actions, strategies and maintenance details, which demonstrates a cost 

efficient maintenance method for a defined generic group of equipment functioning under 

similar frame and operating conditions (NORSOK 2011). 

 

Inspection 

Activity carried out periodically and used to assess the progress of damage in a component 

(NORSOK 2011). 

 

Maintenance 

The set of activities required to keep these means of production in the desired operating 

condition, or to restore them to this condition (Piltelton, et al., 1997). 
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Maintenance management 

All activities of the management that determine the maintenance objectives, strategies, and 

the responsibilities and implement them by means such as maintenance planning, 

maintenance control and supervision, improvements of methods in the organisation including 

economic aspects (NORSOK 2011). 

 

Performance standard 

PS 

The performance standard describes the role of the barrier as a risk reducing measure and its 

relations to other safety systems managing a potential hazard. The performance standard 

outlines the requirements of the specific system in terms of its functionality (i.e. the essential 

duties that the system is expected to perform), integrity (i.e. reliability and availability 

parameters of the particular barrier) and survivability (i.e. the functionality of the barrier 

under the conditions of a major accident when the system is required to operate) (NORSOK 

2011). 

 

Preventive maintenance 

PM 

Maintenance carried out at predetermined intervals or according to prescribed criteria and 

intended to reduce the probability of failure or the degradation of the function of an item 

(NORSOK 2011). 

 

Redundancy 

Existence of more than one means at a given instant of time for performing a required 

function in an item (NORSOK 2011). 

 

Reliability centred maintenance 

RCM 

Method to identify and select failure management policies to efficiently and effectively 

achieve the required safety, availability and economy of operation (NORSOK 2011). 
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Risk based inspection 

RBI 

Risk assessment and management process that is focused on loss of containment of 

pressurized equipment in processing facilities, due to material deterioration (NORSOK 2011). 

 

Safety function 

Physical measures which reduce the probability of a situation of hazard and accident 

occurring, or which limit the consequences of an accident (NORSOK 2011). 

 

Unsafe failure modes 

Failure modes dangerous to personnel but which do not threaten the MF of the equipment 

(NORSOK 2011). 

 

 

3.3 Maintenance 

 

During the last decades, there has been a huge change when it comes to the attitudes and 

strategies applied to maintenance. In the 1940s it was regarded as a necessary evil which was 

difficult to manage, and today it is seen as an opportunity to reduce the downtime when it is 

applied the right way. There are several definitions to maintenance, and two of these are:  

 

“the combination of all technical, administrative and management measures during the 

life cycle of a unit intended to keep it in, or restore it to, a state in which it can perform 

its intended functions” (ISO, 2010).  

 

and:  

“the set of activities required to keep the means of production in the desired operating 

condition, or to restore them to this condition” (Piltelton, et al., 1997).  

 

The view of maintenance has gone through a big change over the last decades as shown in 

Figure 3. 
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Figure 3 - Change of the Opinions of Maintenance (Piltelton, et al., 1997) and (Liyanage, 2007). 

 

Figure 3 is based on Piltelton, et al., (1997) and Liyanage (2007) showing the extended trends. 

The figure shows that maintenance was not recognized as a potential profit-generating 

operations function until the 1990s. Maintenance management has changed over the last 

decades as a result of the industries increased usage of machines, more complex equipment 

and regulations (Meland, et al., 2009). The development has been driven by the companies 

that identified the meaning of maintenance in the value creation process. 

 

New maintenance methods have been developed to improve the efficiency and reduce the 

costs. Today, maintenance systems are tailored to the condition of the equipment in order to 

adapt the maintenance to the equipment’s criticality, use of CM and to remove the source for 

the different failure modes, not the symptoms (Arbeids- og administrasjonsdepartementet, 

2001). It is necessary to invest enough resources to achieve the wanted outcomes. Economy 

campaigns with reduction in maintenance have been shown to give a negative outcome 

regarding the profit and Health, Safety and Environment (HSE). 

 

Meland, et al., (2009) defined four generations in the development of maintenance, and Figure 

4 shows the different generations over the years. This figure shows that there has been a huge 

development regarding maintenance and has a coherence with the development of 

maintenance which was shown in Figure 1. 
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Figure 4 - The Evolution of Maintenance (Meland, et al., 2009). 

Why, what, when, how, who and where maintenance is needed are all questions that need to 

be answered to get a worthy maintenance program. Maintenance needs to be viewed as a 

dynamic process rather than a function. The purpose of maintenance is to reduce the business 

risk, operation risk, reduce health risk and environmental risk. It can also reduce the 

downtime which is defined according to (ISO, 2010) as a time interval throughout which an 

item is in fault or by a possible inability to  a required function during preventive 

maintenance. 

 

Figure 5 is from ISO (2006) and shows the different processes during downtime. Downtime 

means loss of production for oil and gas companies. It has been shown that planned 

maintenance takes less time than reactive maintenance. 
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Figure 5 - Downtime (ISO, 2006) 

Downtime is influenced by the active maintenance time, logistics delay time and 

administrative delay time. The active delay time is divided into two groups; corrective and 

preventive maintenance. Corrective maintenance is often connected with unexpected failures, 

and can be a result of lack of maintenance. 

 

 

Figure 6 - System/Equipment Uptime and Downtime (MOM460, 2010) 

Preventive maintenance is done to maintain the operability and availability of the equipment. 

The different processes of system/equipment uptime and downtime are shown in Figure 6. 
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The “preparation and/or delay” and “active maintenance time” can be reduced by using 

Condition Based Maintenance (CBM), and the different maintenance types are shown in 

Figure 7. 

 

 

 

 

Figure 7 - Maintenance types (MOM460, 2010) 

Maintenance costs are a major part of the total operating costs of all manufacturing or 

production plants, and Mobley (2002) states that maintenance costs can represent between 15 

and 60 percent of the cost of goods produced, depending on the specific industry. In food 

industries, the overall maintenance costs can be around 15 percent, whereas it can be up to 60 

percent in the heavy industries. 

 

Maintenance is often based on statistical trend data, or the actual failure, and one of the main 

reasons for ineffective maintenance management is the lack of factual data to quantify the 

actual need for repair or maintenance of plant machinery, equipment, and systems. The 

development of microprocessor- or computer-based instrumentation has provided the means 

to reduce or eliminate unnecessary repairs by applying the needed technology to monitor the 

critical elements. 
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3.4 Maintenance techniques  

 

Maintenance is still under development. Meland, et al. (2009) made a synopsis of different 

techniques where the efficiency is shown with the historic development as shown in Figure 8.  

 

The Repair After Failure is also called Run-to-Failure. This is a reactive method where a 

system, machine or equipment is not fixed until it breaks down. This is the most expensive 

and least efficient method due to high spare parts inventory cost, high overtime labour cost, 

high machine downtime, and low production availability. Reactive repair mode normally 

gives a three times greater maintenance costs than the same repairs made on a scheduled basis 

(Mobley, 2002). Few plants use a true Run-to-Failure as they for example lubricate and adjust 

machines and systems. 

 

 

Figure 8 - Development of maintenance concepts and techniques according to the efficiency (Meland, et al., 2009) 

Preventive maintenance is a time driven maintenance program and is based on Mean-time-to-

failure (MTTF) statistics. MTTF and bathtub curves (Figure 9 and 10) are two indicators that 
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show that a new machine has a high probability of failure because of installation problems 

during the start-up. In the machines normal life, it has a relatively low probability of failure, 

and when the equipment starts to wear out, the probability raises again. This method assumes 

that for example all valves off type A will have the same Mean-Time-Between-Failure 

(MTBF). This will often lead to unnecessary repairs or failure before the repair has been 

executed. 

 

 

Figure 9 - The Bathtub curve (NIST 2012) 

As mentioned earlier, maintenance has gone through three generations, and is now in the 

fourth. The understanding of the correlation between age and failure has gone through a 

transformation since the 1940s. The understanding of the correlation is shown in Figure 10 

(using Norwegian terminology). The horizontal axis shows the time, and the vertical shows 

the probability for failure. 
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Figure 10 - Different views of failure development (Meland, et al., 2009) 

When a predictive maintenance method is used, it will regularly monitor the actual 

mechanical condition and operating efficiency and can improve productivity and product 

quality. This should optimize the total plan availability and reduce the cost of maintenance. 

According to (ISO, 2010) predictive maintenance is condition based maintenance carried out 

following a forecast derived from repeated analysis or known characteristics and evaluation of 

the significant parameters of the degradation of the item. 

 

This method have indicators which will determine the MTTF or loss of efficiency instead of 

using statistics, which makes it easier to schedule maintenance at the right time and avoid 

unscheduled breakdowns by identifying problems before they become serious. If a failure is 

detected early, major repairs which are expensive can usually be prevented. 

 

Process efficiency, heat loss and other nondestructive techniques like vibration monitoring, 

process parameter monitoring, thermography, tribology, and visual inspection can be used to 

monitor machines and systems. Vibration analysis is often the primary tool since most of the 

normal plant equipment is mechanical (Mobley, 2002), but it does not cover electrical 

equipment, heat loss, condition of lubricating oil and other parameters that perhaps should be 

included to get a better system. 
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3.5 Condition based maintenance 

 

(MOM350, 2010) states that condition based maintenance is preventive maintenance initiated 

as a result of knowledge of the condition of an item from routine or condition monitoring. 

 

Implementation of a predictive maintenance method does often fail to give the desired 

benefits that are wanted because of the failure to make the necessary changes in the work 

place. Predictive technologies are strictly a maintenance management or breakdown 

prevention tool, an optimization tool, and this are the attitude and perception needed at 

corporate level to pass throughout the plant organization. According to (Mobley, 2002) 

studies from the 70s till 00s show that maintenance is responsible for about 17 percent of 

production interruptions and quality problems, and the remaining 83 percent comes from 

inappropriate operating practices, poor design and non-specification parts. Approximately 40 

% of failure modes to systems and equipment can be controlled with use of CBM (Meland, et 

al., 2009). 

 

There are many different methods used to monitor different machines and systems, and 

vibration monitoring is the most used technique. But this method alone will in most cases not 

give enough information to have an effective, efficient and successful predictive maintenance 

program. Techniques like thermography, tribology, process parameters, visual inspection, 

ultrasonic, and other non-destructive testing techniques should also be included to give 

adequate information about the state of the system or machine. The methods chosen are based 

on the failure causes and the type of machines or systems, and in the following paragraphs 

will some of the different methods be discussed. 

 

3.6 Condition monitoring 

 

(MOM350, 2010) states that condition monitoring is the continuous or periodic measurement 

and interpretation of data and information to indicate the condition of an item or system to 

determine the need for maintenance. 
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CM is used to know the health of a machine or equipment using measured parameters which 

has a connection with the integrity of the machine. Potential benefits from CM are (MOM350, 

2010): 

- maintenance cost savings 

- reduced repair time and costs 

- less downtime 

- no miss-use of machines 

- reduced personnel 

- improved plant design 

 

To establish a CM system, critical systems need to be identified. Techniques and parameters 

which will monitor these critical systems are selected, and then limits for the alarms need to 

be set. This process is shown in Figure 11. Measuring, diagnosing and informing are the main 

parts of CM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Identifying 

critical systems 

2. Selecting 

CM technique 

3. Setting 

baselines/alerts 

4. Data 

collection 

5. Data 

assessment 

6. Fault 

diagnosis and 

repair 

7. System 

review 
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According to (Meland et al., 2009) the most frequently failure of implementation of CBM is 

companies that purchase advanced and expensive monitoring systems, then gathers large 

quantities of data, but does not know what to do with this data. With use of CBM, the 

equipment will be fixed when needed, and not as a part of a scheduled plan. To eliminate the 

root cause of a failure is one of the key elements of CBM.  

 

3.6.1 Condition monitoring techniques 

 

There are many CM methods and techniques. Common for all the different CM methods and 

techniques are that they are used to monitor different equipment and machines based on 

failure modes. Extern experts can be used to describe failure modes and decide the criticality 

of the equipment and machines, and how the system shall be monitored. CM methods are 

divided into the different methods shown in Table 1. An essential activity to ensure integrity 

and facilitate continuous improvement is Risk Based Inspection (RBI), which also can be 

used as an input to CBM. 

 

 

Table 1 – CM methods (MOM350, 2010) 

Condition methods 

Vibration monitoring 

Process parameter monitoring 

Thermography 

Thermodynamic 

NDT – Non-destructive testing 

Tribology 

Visual inspection 

 

 

 

Figure 11 - The CM process (MOM350, 2010) 
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3.6.1.1 Vibration monitoring 

 

Vibration monitoring is the most frequently used technique to monitor equipment and 

systems. It can be used to detect material fatigue, wear and loose parts and so on in rotating 

equipment. This method is used to detect the vibration energy which in its simplest form can 

be considered to be the oscillation or repetitive motion of an object around its equilibrium 

position (MOM350, 2010). Systems that is in, for example unbalance will give some kind of 

vibration energy, and the frequencies from the energy makes it possible to trace the origin of 

the vibration. According to Tsang (1995), it is possible to characterize vibration by using 

amplitude, speed and acceleration, and according to MOM350 (2010) it is possible to measure 

these parameters with the sensors shown in Table 2. 

 

Table 2 – Vibration sensors (MOM350, 2010) 

Vibration sensors 

Displacement Sensor 

Velocity Sensor 

Acceleration Sensor 

 

The energy created by mechanical systems are acquired, managed, trended and evaluated by 

microprocessor-based, single-channel data collectors and Windows®-based software. 

Measurements when the equipment was new will be compared with the measured data. This 

will give an indication of the integrity of the equipment. Appendix A shows a flow chart from 

ISO (2002) of the procedure of CM with vibration. 

 

 

3.6.1.2 Thermography 

 

When using thermography, an infrared camera is used to detect the thermal energy and 

converts it to a visible image, which then allows a thermographer to analyse abnormalities in 

the image, such as Figure 13 shows. Energy emitted, transmitted and reflected from an object 

are the three sources of thermal energy, and only the emitted energy is of importance for a 

predictive maintenance program (MOM350, 2010).The abnormalities are located and can 
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define incipient failures. The intensity of infrared radiation from an object is a function of its 

surface temperature. 

 

Figure 12 – Abnormalities shown by use of thermal imaging device (Services 2012) 

 

3.6.1.3 Tribology 

 

Tribology is the science to understand the interaction between surfaces. Friction, wear and 

lubrication are central parts of tribology. Tribology applies for equipment and machines 

where there is interaction. Tribology-analyses can give information about the condition of the 

machine or equipment. Analyses of lubrication oil can reveal particles from the machine, and 

from the particles one can find information about their origin. The result from the analysis can 

give a recommendation to change the oil, change the type of oil, change parts of the 
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equipment and so further. Today, oil analysis has become an important aid to preventive 

maintenance (MOM350, 2010). 

 

3.6.1.4 NDT – Non-destructive Testing 

 

NDT is a wide group of analysis techniques used in science and industry to evaluate the 

properties of a material, component or system without causing damage to it. Because NDT 

does not permanently alter the article being inspected, it is a highly-valuable technique that 

can save both money and time in product evaluation, troubleshooting, and research. Common 

NDT methods include ultrasonic, magnetic-particle, liquid penetrant and radiographic testing. 

 

 

3.6.1.4.1 Ultrasonic testing 

 

Ultrasonic Testing (UT) uses high frequency sound energy to conduct examinations and make 

measurements. Ultrasonic inspection can be used for flaw detection/evaluation, dimensional 

measurements, material characterization, and more. According to (Larson 2012a), a typical 

UT inspection system consists of several functional units, such as the pulser/receiver, 

transducer, and display devices. Driven by the pulser, the transducer generates high frequency 

ultrasonic energy. The sound energy is introduced and propagates through the materials in the 

form of waves. When there is a discontinuity (such as a crack) in the wave path, part of the 

energy will be reflected back from the flaw surface. The reflected wave signal is transformed 

into an electrical signal by the transducer and is displayed on a screen. 
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Figure 13 - A typical pulse/echo inspection configuration (Larson 2012a) 

Ultrasonic Inspection is a very useful and versatile NDT method. Some of the advantages of 

ultrasonic inspection that are often cited include: 

 

Table 3 – Advantages of ultrasonic inspection (Larson 2012a) 

Advantages 

Only single-sided access is needed when the pulse-echo technique is used. 

High sensitivity, permitting the detection of extremely small flaws. 

The depth of penetration for flaw detection or measurement is superior to other NDT methods. 

 

As with all NDT methods, ultrasonic inspection also has its limitations, which include: 

 

Table 4 – Disadvantages of ultrasonic inspection (Larson 2012a) 

Disadvantages 

Manual operation requires careful attention by experienced technicians. 

It normally requires a coupling medium to promote the transfer of sound energy into the test 

specimen. 

Materials that are rough, irregular in shape, very small, exceptionally thin or not homogeneous 

are difficult to inspect. 
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3.6.1.4.2 Magnetic Particle Inspection 

 

The following description of the basics of magnetic particle inspection in general is largely 

retrieved from (Larson 2012b).  

 

The first step in a magnetic particle inspection is to magnetize the component that is to be 

inspected. If any defects on or near the surface are present, the defects will create a leakage 

field. If the component is just cracked but not broken completely in two, a north and south 

pole will form at each edge of the crack. As Figure 15 shows, the magnetic field exits the 

north pole and re-enters at the south pole. The magnetic field spreads out when it encounters 

the small air gap created by the crack because the air cannot support as much magnetic field 

per unit volume as the component can. 

 

 

Figure 14 – Illustration on how the magnetic field reacts to a crack in a magnetized component (Larson 2012b) 

After the component has been magnetized, iron particles, either in a dry or wet suspended 

form, are applied to the surface of the magnetized part. The particles will be attracted to and 

cluster not only at the poles at the ends of the magnet, but also at the poles at the edges of the 

crack. This cluster of particles is much easier to see than the actual crack and this is the basis 

for magnetic particle inspection. 
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3.6.1.4.3 Radiographic Testing 

 

As stated in (EngineersHandbook 2006), this technique involves the use of penetrating 

gamma or X-radiation to examine parts and products for imperfections. An X-ray machine or 

radioactive isotope is used as a source of radiation. Radiation is directed through a part and 

onto film or other media. The resulting shadowgraph shows the internal soundness of the part. 

Possible imperfections are indicated as density changes in the film in the same manner as X-

ray shows broken bones, as shown in Figure 16. 

 

 

Figure 15 – Example of a typical radiographic test (EngineersHandbook 2006) 

 

According to (EngineersHandbook 2006), radiographic applications fall into two distinct 

categories evaluation; of material properties and evaluation of manufacturing and assembly 

properties. Material property evaluation includes the determination of composition, density, 

uniformity, and cell or particle size. Manufacturing and assembly property evaluation is 

normally concerned with dimensions, flaws (voids, inclusions, and cracks), bond integrity 

(welds, brazes, etc.), and verification of proper assembly of component pieces. 
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3.7 Risk based maintenance and consequence classification 

 

The following description of risk based maintenance in general is largely retrieved from 

NORSOK Z-008 Risk based maintenance and consequence classification (NORSOK 2011). 

 

The NORSOK Z-008 standard is applicable for different purposes and phases such as 

operational phase, where it is used to update and optimize existing maintenance programmes. 

As a basis for preparation and optimisation of maintenance programmes for new and in 

service facilities, all risk elements shall be taken into account, i.e. risks related to 

 

 Personnel 

 Environment 

 Production loss 

 Direct or indirect cost including reputation 

 

Risk assessment shall be used as the guiding principle for maintenance decisions. The key 

elements of this methodology are as follows: 

 

a) consequence classification of functional failure; 

 

b) the application of the consequence classification and additional risk factors for 

decision making related to corrective maintenance and handling of spare parts.  

 

As important as the risk assessment, is having well defined work processes and 

company/management commitment.  

 

3.7.1 Safety functions 

 

Establishment of function requirements for the safety functions should be based on risk 

evaluations of accidental events, which will determine the safety systems and their 

performance. The overall performance shall be documented in the form of PSs or equivalent. 

The PS will set requirements with respect to availability, capacity and performance of safety 

functions. 
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One of the most important tasks for the maintenance organisation is to maintain this 

performance during the lifecycle of the plant. Availability requirements should be used to 

determine the programme for PM activities and the required contingency plans in the event of 

failure. The inherent availability of the safety functions should be controlled and documented. 

The development of failure rate and system unavailability should be used as the basis for 

changing of test intervals and other mitigating actions to ensure compliance with function 

requirements. 

 

3.7.2 Risk decision criteria 

 

Risk based decisions have to be done against defined criteria. The definition of the criteria 

should be done in accordance with overall company policy for HSE, production and cost. The 

criteria shall be properly defined and communicated. 

 

The following principles should apply: 

 

 the risk matrix should as far as possible be the same for all operation for a company in 

order to aid common companywide optimisation and devote resources accordingly as 

well as having a common language for communicating risk; 

 further, the same criteria should be used for all equipment and systems. This is in 

particular important for topside maintenance and inspection planning which are 

handling basically the same hardware; 

 the consequence of loss of functionality (both loss of MF and sub functions) should 

take into account the standby redundancy and reduce the impact accordingly. 

 

 

3.7.3 Consequence classification 

 

Consequence classification expresses what effect loss of function can have on HSE, 

production and cost/other. The classification is done according to a consequence scale which 

is a part of the risk model.   
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The consequence classification together with other key information and parameters gives 

input to the following activities and processes: 

 

 selection of equipment where detailed RCM/RBI/FMECA analysis is recommended 

(screening process); 

 establish PM programme; 

 preparation and optimisation of GMCs; 

 design evaluations; 

 prioritisation of work orders; 

 spare part evaluations. 

 

Figure 17 shows an overall workflow related to classification. The following principles apply: 

 

 

Figure 16 – Consequence classification process (NORSOK 2011).  
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 The consequence classification is done to identify critical equipment for HSE, 

production and cost. 

 All systems and/or tags related to an installation should be classified using the same 

classification scale – regardless which method and standard is used for the 

classification. 

 A functional hierarchy is established (MFs and sub functions). This is normally not 

stored in the CMMS but used during the classification process. Sub functions are 

linked to equipment/maintenance object in the technical hierarchy 

 The classification feeds in to a common risk model used for operational decision 

making, thus they need to be comparable. 

 The static process equipment consisting of pipes, vessels, valves are normally 

consequence classified via an RBI analysis. The classification of HSE leakage may be 

done as a part of the RBI analysis or as a separate activity together with the overall 

classification of all functions and equipment. The containment has a dual function, i.e. 

a safety system with a PS and a production system with its production functions. 

 Safety functions are defined via safety analysis (e.g. quantitative risk analysis) in the 

design or modification process. As such these systems and equipment are already 

identified and its function defined, normally with high consequence for HSE. 

 The outcome of the classification will be a set of attributes assigned to each tag. The 

set of parameters should be aligned to the decision model. Examples of information to 

be assigned to each tag are 

 

o safety function identifier, 

o leakage HSE consequence, 

o functional failure/loss of function – HSE consequence, 

o functional failure/loss of function – production consequence, 

o functional failure/loss of function – cost/other consequence, 

o redundancy. 

 

The functional classification work process is described stepwise below: 

 

1) Technical hierarchy 
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 The established technical hierarchy including documentation is used to identify 

systems and equipment which is subject to consequence classification.  

 

2) Identify MFs 

 Each plant system should be divided into a number of MFs covering the entire 

system. 

 The MFs are characterised by being the principal tasks in the process such as heat 

exchanging, pumping, separation, power generation, compressing, distributing, 

storing, etc. Appendix B gives an overview of typical MFs for an oil and gas 

production plant. 

 Each MF is given a unique designation consisting of a number (if appropriate a tag 

number) and a name that describes the task and the process. 

 

3) Identify sub functions 

 MFs are split into sub functions. In order to simplify the consequence assessment, 

the sub function level can be standardised for typical process equipment with pre-

defined terms. See Appendix C. 

 The standard list of sub functions has to be supplemented with other sub functions 

relevant for the system configuration. 

 

4) Assign MF redundancy 

 MF redundancy shall be specified, see Appendix D, Table 9 for example of 

redundancy definitions. 

 In case of safety systems or protective functions with redundancy due to functional 

reliability or regulatory requirements, the redundancy effect should not be counted 

for.  

 

5) Assign MF consequences 

 The entire MF failure consequence is assessed in terms of the state where the MF 

no longer is able to perform its required functions. 

 Assuming that other adjacent functions and equipment are operating normally 

 In this assessment any redundancy within the function is disregarded, as the 

redundancy will be treated separately. 
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 Other mitigating actions are not considered at this stage, i.e. like spares, manning, 

and tools. 

 The most serious, but nevertheless realistic effects of a function fault shall be 

identified according to set risk criteria. 

 

6) Assign sub function redundancy 

 If there is redundancy within a sub function, the number of parallel units and 

capacity per unit shall be stipulated, see Table 9 for example of redundancy 

definitions. 

 

7) Assign sub function consequences 

 The consequence on system/plant of a fault in a sub function is assessed with 

respect to HSE, production and cost according to the same principles as outlined 

for MF. 

 

8) Input from other analyses 

 Safety functions: Dedicated safety functions shall be identified via a risk 

assessment where performance requirements are defined such as reliability and 

survivability. In the classification process these systems are mapped to the tag 

hierarchy for readily identification in the CMMS system. The functional 

requirements are carried forward to the maintenance programme to maintain these 

functions, primarily in the form of functional testing. 

 

9) Equipment mapping to function 

 The equipment (identified by its tag numbers) carrying out the sub functions shall 

be assigned to the respective sub functions. 

 If equipment performs more than one sub function (e.g. some instrument loops), it 

should be assigned to the most critical sub function. 

 All equipment (identified by its tag number) will inherit the same description, 

consequence classification and redundancy as the sub function of which they are a 

part. 

 

10) Result per equipment 
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 The documentation of consequence analysis should as a minimum include the 

following details and the key data stored in CMMS readily available: 

o decision criteria; 

o definition of consequence classes; 

o MF description; 

o sub function description; 

o assignment of equipment (tags) to sub function; 

o assessment of the consequences of loss of MFs and sub functions for all 

consequence categories, including necessary arguments for assignment of 

consequence classes; 

o assessment of MF and sub function redundancy; 

o any deviations should be documented and explained. 

 

 

3.7.4 Maintenance programme 

 

The purpose of a maintenance program is to control all risks associated with degradation of 

equipment. Maintenance includes e.g. calendar based activities, inspection, condition 

monitoring and testing. The program shall include activities and maintenance intervals per 

equipment. 

 

A maintenance programme needs updating at regular intervals. The triggers for such updating 

can be one or more of the following: 

 

 the observed failure rate is significantly different from what was expected, i.e.: 

o higher failure rate is observed requiring a change in maintenance strategy 

or frequency – or replacement of the unit; 

o lower failure rate, or no observed damage at PM may point towards 

extension of intervals or omitting certain tasks. 

 the operational environment has changed causing different consequence and 

probability: 

o less or more production; 

o change in product composition. 



34 

 

 cost of maintenance different from expected; 

 new technology that could make the maintenance more efficient (like new methods 

for condition monitoring) is available; 

 updated regulations; 

 information from vendor; 

 modifications. 

 

The evaluation should be based on historical data and experience. A process diagram to 

update a maintenance programme is shown in Figure 18. If it is a safety system, an evaluation 

of number of failures per tests versus PS requirements should be performed. If there is a 

significant change in the safety system performance stated in the PS, this information should 

be feedback to the overall risk assessment for the plant. 

 

 

Figure 17 – Process for updating maintenance program (NORSOK 2011). 

 

For non-safety systems a cost-benefit analysis based on experience should be performed. 

Based on this evaluation maintenance programme and GMC (if relevant) should be updated, 

and implemented in the maintenance plan. 

 

Most maintenance programmes are based on a relatively constant failure rate not considering 

the ageing development that systems can suffer, see Figure 9. However, the maintenance 

function should at any time have an overview of the ageing development for its components, 
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and do maintenance and upgrading to ensure safe and reliable operation. This may require 

dedicated efforts beyond what is said above when approaching the intended lifetime for the 

plant. Such an effort involves the following: 

 

a) evaluate operational and degradation history. Any incidents with large degradation, 

abnormal operation, etc should be identified as well as any detrimental effect of 

modifications done to the unit. Collection and verification of system documentation 

and “as-build” documentation; 

b) assessment of current condition/”as-is” condition; 

c) evaluate the future ageing in view of the planned future operation and load planned for 

the asset: 

1) are there any ageing phenomena that have not been seen so far but are under 

development? 

2) are the safety function status and development according to requirements? 

3) will any equipment/system become obsolete so that spares no longer can be 

purchased? 

d) based on c) decisions need to be made regarding 

1) updated/more intensive maintenance programme as well as change in spares 

holding strategy; 

2) replacement or modifications of single components or larger units; 

3) any operational constrains for the unit in view of ageing; 

4) dedicated analysis for e.g. structure. 

e) finally, classification and maintenance programme should be updated, if relevant. 

 

 

 

3.8 Spare parts evaluation 

 

The spare part assessment defines the need for spares, both number of spares/consumables, 

location and lead time, and shall be based on results from the consequence classification. 

Further, the PM programme should state the needed spares for its activity giving estimate of 

the demand rate for spare parts used for PM.  
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Parameters such as procurement lead time and transportation time will have significant impact 

on the ultimate quantities of spare parts to be hold, as well as location. 

 

Figure 19 gives an overview of the work flow for evaluation of spare parts.  

 

 

Figure 18 – Evaluation of spare parts (NORSOK 2011). 
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3.8.1 Spare part categories 

 

Spare parts can be categorised as follows (NORSOK 2011): 

 

 capital spare parts: 

o vital to the function of the plant, but unlikely to suffer a fault during the 

lifetime of the equipment; 

o delivered with unacceptably long lead time from the supplier and usually 

very expensive; 

o often these spare parts are characterised by a substantially lower cost if 

they are included with the initial order of the system package. 

 operational spare parts; 

Spare parts required to maintain the operational and safety capabilities of the 

equipment during its normal operational lifetime. 

 consumables. 

Item or material that is not item specific and intended for use only once (non-

repairable). 

 

3.8.2 Location and holding 

 

Spare parts are normally held at various locations. Determining the optimum location for a 

spare part can be done by use of a risk model where the dimensions are consequence of not 

having the spare parts in place and the demand rate. See Appendix D for an example of a risk 

matrix for use to determine location (NORSOK 2011). Demand rate can be estimated from 

preventive and corrective maintenance. The consequence of not having the spare part in place 

can be established for this purpose. 

 

 

3.8.3 Reorder level and order quantity 

 

The re-order level and order quantity are important parameters to control that spare parts are 

available without under- or overstocking. Traditional inventory methods and formulas can be 

used to estimate these parameters for operational spare parts and consumables. Capital spare 
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parts are evaluated case by case based on a risk assessment. The output is a level of spare 

parts which incurs the minimum combination of costs and risks. 

 

Reorder level is based on demand rate and delivery time, adjusted by a safety factor due to 

uncertainty. Order quantity is estimated based on demand rate, cost per order, and holding 

cost. 

 

 

 

4  Results 

 

4.1 Existing maintenance program 

 

The existing maintenance program for the portal cranes consists of a yearly control, where a 

third part is performing the control. This is actually the only requirement by law. Recent 

years, Munck Cranes AS has done these controls. Figure 23 gives an example of what Munck 

Cranes emphasize during their controls.  

 

In addition to the yearly control, the maintenance plan includes a lubrication check sheet. 

Figure 24 gives an example of such a check sheet for crane 548 Wisbeck. The check sheet 

looks identical for the cranes 519 and 520 Hensen, except the latter one also include a 

checkpoint for the tension rods. This is not relevant for crane 548 as it does not have these 

parts. The lubrication check sheet is reviewed every second month and is performed by BGR 

maintenance personnel. This year BGR has implemented that the results from the lubrication 

check list is to be logged in the CMMS records. This to make it easier to keep track of what 

has been done from previous months, and to see what uses most resources.   

 

Besides having these visual inspections every second month and a more thorough control 

once a year, there is no condition monitoring of the cranes. Most of the maintenance on the 

cranes is based on corrective maintenance. Should a problem occur besides those that can be 

solved with lubrication and small parts like lining, bearings and electrical parts, there is no 

safety function to pick up on that before it is too late.  
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4.2 The current condition of the cranes 

 

An inspection of cranes where performed as well as interviewing of key personnel. CMMS 

and incident records were investigated. 

 

The cranes show good proof of their old age. During the inspection rounds there were 

discovered a lot of corrosion on different parts of the cranes. In general, there is a lot of rust 

on the portal cranes and their legs. The bolts around the slewing ring and on the block 

concerning the main lift hook were all covered with rust, and a lot of rust on ladders and hand 

rails, see Figure 20. Dust is another problem concerning the engine rooms seeing that the 

motors were covered with it. Cables hanging on the outside of the cranes are breaking up, see 

Figure 21. 

 

Another observation was how bad the condition of the control cabins is. The ergonomics are 

terrible and there is no air condition, making a warm summer a big challenge working there. 

In addition, the roof is leaking. The most important thing here, though, was that the control 

system does not go back to “0” position after releasing the stick. This is a safety requirement 

on newer systems and can cause serious problems should something happen to the crane 

operator while operating the crane. While writing this thesis, the management at BGR had 

decided to change the control cabins for all the three portal cranes for completely new ones.   

  

After investigating the incident record at BGR, 25 incidents were recorded regarding the 

cranes during the last 6 years. The most recent and hazardous incident happened last year and 

was about a 3,1 kg nut that loosened and fell down from the tension rod at portal crane 519. 

The height is approximately 45 meters. An explanation is given in Figure 22 of the incident: 

 

1. The nut is loosen from the tension rod 

2. Falls down on control cabinet 

3. Rolls off the edge of the control cabinet 

4. Hits the ground below the crane 
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An investigation group was put together in order to find the underlying cause for this incident. 

Even though it is difficult to state the exact reason why the nut loosened, it is fair to assume 

that vibration may have played an important part here. The nut did not show any signs of 

material fatigue.  

 

The corrective measures performed after the incident was to install safety barriers beneath the 

nut and around the tension rods on both the Hensen cranes, see Figure 23, and daily routines 

for observation of the nut were implemented. 

 

The total downtime for the cranes has actually been decreased recent years. This is due to the 

lower activity on the cranes compared to before. The most frequently used crane is the 519 

Hensen due to its strategic position close to GMC’s area. They rent the crane service quite 

frequently for their projects, and should anything break down on 519, 520 works as a spare 

part inventory for 519. 
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Figure 19 – an example of the corrosion on top of crane 520 Hensen (BGR, 2012) 

 

Figure 20 – An example of cables breaking up on crane 520 Hensen (BGR, 2012) 
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Figure 21 – Incident Crane 519 Hensen where a nut falls down from the tension rod (BGR, 2012) 
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Figure 22 – Control and service form Munck Cranes AS (BGR, 2012) 
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Figure 23 – Periodic maintenance of portal crane 548 Wisbeck (BGR, 2012) 
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4.3 The current spare part inventory at BGR 

 

An inspection of the spare part inventory where performed as well as interviewing of key 

personnel.  

 

The spare part inventory contains parts that have in some cases been stored there since 1960. 

These parts, besides being checked before use, do not get maintained much. Some of the parts 

do not get produced anymore and has to be custom-made through data sheets. The delivery 

time may be as long as 6 months.  

 

The following parts are currently in BGRs spare part inventory: 

 

 One set of bogies for crane 548 Wisbeck and one set for crane 519/520 Hensen 

 Electrical equipment/parts for the engine room 

 A couple of bearings for the engine room  

 Oil for the gearboxes 

 Several limit-switches/sensors 

 Several split-lock washers for the tension rods 

 Consumables: 

o Several different lubricants 

o Several different oils 

 

Parts available from close by suppliers: 

 

 Brake bands. 

o Need external help to replace the old bands with new ones. This is often 

done within an hour, depending on the supplier’s capacity that day. 

 Different linings made at IKM at Forus.  
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4.4 Consequence classification 

 

Documentation of the cranes was difficult to find due to their old age. The following was to 

be found of the Wisbeck 548 crane, see Figure 25. As one can see from the documentation the 

crane has a support lift in addition to the main lift. This goes for the Hensen cranes, as well.  

 

The application certificates for the portal cranes can be found in Appendix E.  

 

BGR could not provide a sufficient technical hierarchy of the cranes. To be able to identify 

the equipment that was subject to consequence classification experienced personnel were 

interviewed. This included the crane operator and maintenance people responsible for the 

cranes.  

 

Following equipment on the cranes is subject to consequence classification: 

  

 The crane’s wheels/bogies 

 The gearboxes (6 in total on each crane) 

 The jib boom 

 The tower of the crane 

 The engine room 

 The slewing ring 

 The tension rods (Hensen) 

 The breaks 

 The hooks 

 The sensors/limit-switches  

 The headlights and their suspension 

 

The following classification was used: 
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Table 5 – General consequence classification  

Class Health, safety and environment (HSE) Production Cost (exclusive production loss) 

High 

Potential for serious injuries. Stop in production 

exceeding one week 

Substantial cost - exceeding 1 

mill NOK Render safety critical systems inoperable. 

Potential for fire in classified areas. 

Potential for large pollution. 

Med. 

Potential for injuries requiring medical 

treatment. 

Brief stop in production 

lasting less than a week, 

but more than a day. 

Moderate cost between 0.1 - 1 

mill NOK 

Limited effect on safety systems. 

No potential for fire in classified areas. 

Potential for moderate pollution. 

Low 

No potential for injuries. No effect on production, 

problem fixed within the 

day.  

Insignificant cost less than 100 

000 NOK 
No potential for fire or effect on safety 

systems 

No potential for pollution 
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Figure 24 – Documentation of the Wisbeck Refsum crane (BGR, 2012) 
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An overall redundancy for the cranes is that should one crane lose function or break down, 

there are always two cranes in backup. In addition, two of the cranes are identical meaning 

they share the same identical equipment and structure (the two Hensen cranes). If the Yard 

had only one portal crane the situation would be changed, meaning less availability and 

capacity.  

 

During the following classification each crane will be looked into isolated from the other two 

cranes. The reason for that is to see if there is any redundancy within each crane.    

 

1. The crane’s wheels/bogies 

MF: Manoeuvring/transporting the crane from A to B.  

HSE consequence: Low. No immediate danger here should one of the wheels break 

down. The crane will not be able to move.    

Production consequence: High. Time to change the wheels: Approximately 4 weeks. 

Getting the old one fixed takes the same amount of time.  

Cost consequence: High. 

Redundancy: A. If one of the wheels breaks down the crane has to stop.  

 

2. The gearboxes 

MF: Manoeuvring the crane. 

HSE consequence: Low. 

Production consequence: Low. Should one of the gearboxes break down the crane 

could still move, as the crane has six of them. In order to be able to do that the gearbox 

needs to be detached which is done in less than an hour. This can go on until a new 

gearbox is being prepared.  

Cost consequence: High.  

Redundancy: B.  

 

 

 

3. The jib boom 

MF: Lifting 
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Sub function: Wire rope sheave. Feed wire during lifting operation. 

HSE consequence: MF: High. Should the jib boom fail during a lifting operation 

people might get seriously injured. Sub function: Med. The wire rope sheave can 

crack.  

Production consequence: High. Lots of work should the jib boom lose function.  

Cost consequence: High. Need to use a neighbouring crane in order to get equipment 

down.  

Redundancy: A. 

 

4. The tower of the crane 

MF: Lifting 

Sub function: Wire rope sheave. Load cell. Keeping track of the weight of the load 

that is being lifted.  

HSE consequence: MF: Med. Sub function: High.  

Production consequence: Med. Should the main lift lose function the support lift can 

be used given that the load is within the support lifts capacity.  

Cost consequence: Low. 

Redundancy: A. If the support lift can be used: B. 

 

5. The engine room 

MF: Lifting 

Sub function: the driving gear for main and support lift. Bearings on reel. Electrical 

installation.  

HSE consequence: MF: Low. Sub function: Med.  

Production consequence: Med. Similar consequence to the tower.  

Cost consequence: Med.  

Redundancy: A. If the support lift can be used: B. 

 

6. The slewing ring 

MF: Manoeuvring 

HSE consequence: Low. 

Production consequence: High. Changing a driving wheel supporting the slewing ring 

would be classified as a medium consequence. 

Cost consequence: High. 



51 

 

Redundancy: A. 

 

7. The tension rods 

MF: Lifting 

HSE consequence: Low.  

Production consequence: High. Bearing, lining and spring failure will all cause long 

downtime due to long repair time.  

Cost consequence: Med. 

 

8. The breaks 

MF: Manoeuvring and lifting. Two sets of breaks, one for manoeuvring the crane and 

the other for the lifting operation. Each break system has two sets of breaks with 

reduced break force should one fail. 

HSE consequence: High.  

Production consequence: For manoeuvring: Low. For lifting: Med. Main and support 

lift. 

Cost consequence: Low.  

Redundancy: B. 

 

9. The hooks 

MF: Lifting 

HSE consequence: Low.  

Production consequence: Med. Should there be any signs of cracks or other defects on 

the hook a new hook would be needed. No spare part at site.  

Cost consequence: Med. 

Redundancy: A. If the support lift can be used: B. 

 

10. The sensors/limit-switches  

Sub function: Indicator/controlling. Controlling the position of the jib boom and the 

position of the crane when it is getting near the end of the rails.  

HSE consequence: Low. The load cell will also give indication should the sensors lose 

function.  

Production consequence: Med. If one of the sensors breaks down the crane will not be 

able to operate. In most cases the sensors just need to be reset (lightning). 
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Cost consequence: Low.  

Redundancy: A. 

 

11. The headlights and their suspension 

Sub function: Illuminate the area around the crane. 

HSE consequence: Low.  

Production consequence: Season dependent. During summer period: Low. During 

winter period: Med.  

Cost consequence: Low. 

Redundancy: B. Losing more than one of the headlights will reduce the visibility 

around the crane considerably.   

 

 

 

5  Discussion 

 

The current maintenance program is based on visual inspections with a more thorough control 

each year, carried out by Munck Cranes AS. This is a good foundation for good maintenance, 

but as the crane gets older problems that cannot be discovered by the naked eye starts to 

appear. Cracks and other material fatigues caused by corrosion, wear and tear is difficult to 

detect with just visual inspection. With reference to the consequence classification, there 

would be recommended to implement condition monitoring to the maintenance program. For 

high consequence parts like the slewing ring, the tension rods and the jib boom, which all are 

parts of the load carrying structure, vibration monitoring would be an excellent technique (ref. 

Section 3.6.1.1).  

 

For parts like the bogies, the hooks and different bolts located on the cranes, NDT would be e 

good technique (ref. Section 3.6.1.4). To implement NDT every second month may be to 

overdo it, but as an annual control could be wise.  

 

Regarding the increasing corrosion on the portal cranes this is maybe the most expensive part 

of the maintenance program. But not dealing with it sooner rather than later will just add to 

the expenses and increase the probability for failure. There is no easy solution for this. 
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Management has to agree on taking the bill and to make sure it is solved properly. This way it 

will get easier to implement simple surface treatments to the lubrication check sheet, should 

any new corrosion be discovered. A good advice is to do NDT on the welded joints before 

surface treatment.  

 

The spare parts inventory at BGR needs improvements. Too much time is being spent on 

waiting for the right part to arrive instead of having the right part in stock. With reference to 

the consequence classification, it is recommended to have the right spares for the jib boom, 

the tension rods and the slewing ring at site. These parts are operational spare parts, like 

bearings, linings and wire rope sheaves. The yard has room for it.  

 

Extra capital spare parts like gearboxes and wire line spools would prevent unnecessary 

downtime, as an old gearbox needs to be sent to Denmark for repair. The total number of 

gearboxes at BGR is 18 (6 for each crane) and given their old age, the probability for one of 

them to fail during a year is quite high. Each crane has two wire line spools and they have an 

expected lifetime for 10-12 years. The problem with keeping an extra spool in stock is that 

they are date stamped. Here, a new spool should be ordered to be ready in time to replace one 

of the old ones. The delivery time is app. 6 months.  
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6  Conclusion 

 

The following improvements to the maintenance program are suggested: 

  

Suggestion 1: 

Implement vibration monitoring to detect material fatigue, wear and loose parts on the 

following parts: the slewing ring, the tension rods and the jib boom. 

 

Suggestion 2: 

Implement NDT to the annual control to detect material fatigue to the following parts: the 

bogies, the hooks and the different bolts located on the cranes. 

 

Suggestion 3: 

Put in sufficient resources to handle the corrosion problem. This way it will get easier to 

implement simple surface treatments to the lubrication check sheet, should any new corrosion 

be discovered. 

 

Suggestion 4: 

Keep one extra gearbox for each crane at site. Prepare a new wire line spool a year in advance 

to when the old one is to expire. 

 

Suggestion 5: 

Keep enough operational spare parts for the following equipments: the jib boom, the tension 

rods and the slewing ring. This includes bearings, linings and wire rope sheaves as well as 

gear wheels.  
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Appendix A 
 

Flow diagram for vibration monitoring 

 
Figure 25 – Flow diagram for vibration monitoring (ISO, 2002) 
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Appendix B 
 

Main function (MF) description and boundaries 

 

Descriptions of MFs should aim to describe an active function (i.e. ‟Pumping” instead of 

‟Pump”). Descriptions commonly used for MFs are shown in Table 5. Normally a further 

specification is required to describe the MF sufficiently. If relevant, the availability, capacity 

and performance should be specified. 

 
Table 6 – Examples of MF descriptions (NORSOK 2011) 
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Appendix C 
 

Simplifying consequence assessment of standard sub functions 

 

The consequence assessment of the MF already performed may be used as a basis for 

establishing the consequence assessment for the standard sub functions. It is recommended 

that these evaluations are verified by experienced process personnel and adjusted individually, 

if needed. 

 

An example of guidelines for the standardised sub functions for one project is shown in Table 

6. 

 
Table 7 - Project guideline example of consequence assessment of standardized sub functions, based on the MF 

consequence assessment (NORSOK 2011). 

 
H/M/L 

MF 

RED 

() 

Consequence “high”, “medium” and “low” 

Will inherit MFs 

Redundancy 

Reduce with one level from MF 
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Appendix D 
 

Risk assessment criteria 

 

D.1 Risk decisions based on risk assessment 

 

As important as the risk scale is the use of the risk for decision making. Table 7 shows a set of 

criteria for prioritising time to repair connected to corrective work. The scale for time to 

repair should be based on company standard for maximum allowable time to complete repair 

and the mean time to failure. 

 

Example: A failure is observed and the development time to critical failure (fully functional 

outage) for this function is expected to be 2 years. The time to repair should be some fraction 

of this time, like 9 months for the highest consequence C3 and 18 months for the lower 

consequence C1. 

 
Table 8 - Example of priority of time to repair based on risk (NORSOK 2011) 

 
 
Table 9 - Example of redundancy definitions (NORSOK 2011) 

 
 

D.2 Risk assessment of spare parts 

 

An example of consequence classes which can be used to determine the optimum location for 

spare parts is given in Table 9. Input from the consequence classification can be used or 

modified for this purpose. The consequence classes combined with demand rate gives location 

of spare parts as shown in Table 10. 

 
Table 10 - Example of consequence classes for spare parts (NORSOK 2011) 



v 

 

 
 

 
Table 11 - Example of risk matrix for spare parts (NORSOK 2011) 
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Appendix E 
 

Application certificate for the portal cranes 

 

Wisbeck Refsum 548 

 
Figure 26 – Application certificate for crane 548 Wisbeck, page 1 (BGR, 2012) 
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Figure 27 - Application certificate for crane 548 Wisbeck, page 2 (BGR, 2012) 
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Stork Hensen 519 & 520 

 
Figure 28 - Application certificate for crane 520 Hensen, page 1 (BGR, 2012) 
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Figure 29 - Application certificate for crane 520 Hensen, page 2 (BGR, 2012) 


