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Abstract

This study concentrates on reprocessing a cubesifgtack 3D seismic data from offshore

East Scotland to improve resolution of the data irfain application of the reprocessing is to
allow for a better interpretation of the data to rbade. The methodology employed was

divided into 2 main parts: 1. FX prediction and éam Noise Attenuation was carried out

using Vista; 2. Seismic Interpretation using Pesaftware was used to QC the dataset. The
reprocessed dataset can be interpreted with amdgggee of confidence. Key results are: 1.

Faults are more visible and easier to interpretZrdorizons can be mapped easier.
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INTRODUCTION

The objective of the project was to use and anady2eD seismic dataset from a field located
in the Central northern sea in order to understhadeservoir.

Many fields worldwide might have the required détat, in most of the cases this information
is confidential.The data which are owned by WesternGeco-Schlumbergee processed in
Western Geophysical's Bedford office in the penbddiarch 1998 to November 1998.The
data record covers an area of 21.930 km

The poststack datasets of this 1998 survey wergeadeand this data set contains a merged
raw and final migrations extending only up to ctioes3155. The Quad 21 field, which fits
these criteria, is described below.

Professor Robert James Brown from University of/&tger in partnership with

WesternGeco made it possible to use these 3-Dtpoktdatasets of the Quad 21 field. The
work resulted in analyzing this 3-D seismic datdsetising two softwares that are available

at the University of Stavanger: the seismic proogssoftware Vista 2D/3D by Gedco and

the seismic interpretation software Petrel by Scitlerger. However, due to an incomplete
description and the lack of information which assa@ciated to the dataset report, some parts
of the project remain unresolved. In addition, itmai-processing report revealed the presence
of carbonates in the field which is characterisfitNorth Sea area.

Background of the project area

Geologic description

The Quadrant 21 field is located in offshore Easitand in the Central North Sea.
(Figure...). The field is surrounded by many otlaege oil and natural gas fields in the North
Sea. This exploration block was drilled in somearéut unfortunately no information is
given about the productivity of the field. Latee@xceous and early Paleocene chalk fields
have been discovered in the UK Central Grabenamdanost of them are located in the
simple structural traps. The remaining chalk discs have shown stratigraphic, diagenetic
and hydrodynamic component of entrapment post-desgo [3]

This is the consequence that very little directiesgtion has been done for the stratigraphic
traps since the variation in stratigraphy is the &enfining element in the reservoir which
traps the oil. The hydrocarbon province of the kipddy in UK Central North Sea is
restricted to the Central Graben area. The UK @éNorth Sea Group with its main
formations which are Ekofisk, Tor and Hod show agtérom the Buchan basin, located
mainly in the license block 21/1A and extendingihtock 20/5A, to the northern area of the
guadrant 39.
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Chalk reservoirs

As for many other reservoirs in the world the ch@&ervoirs are highly variable in their
porosity and permeability characteristics. Bramwelis paper noted a porosity range of 0-
52 % in some areas in the UK Central North Sealaesto several factors, principally: a)
depth of burial, b) hydrocarbon saturation, c) ioiddjdepositional facies and d) mineralogy
and chalk overpressurd] It is also said that the chalks which were reatgfed do not have
better reservoir qualities than autochthonous ahdlle to destruction of early diagenetic
fabric. This leads to a possibility of producingdngcarbon from Chalk reservoir with low
porosity and permeability, so that autochthonowdkshmay also be viable reservoir targets.
Effective permeabilities within the developed chiaitds in the North Sea range from less
than 1 mD to 1000 mD.



Chalk traps

The Central North Sea which is located in a extaradisystem is mainly characterized by
structural traps. Because structural traps con$igeologic structures in deformed strata such
as fold, faults whose geometries permit retentiomydrocarbons.q] The stratigraphic,
diagenetic and hydrodynamic cannot completely tin@ghydrocarbons because of the loss of
reservoir quality and migration energy that canuocc

Because very little information has been given altoel field and given the probability of
drilling a well and losing its reservoir qualityp® can say that the quadrant 21 is
characterized by a stratigraphic trap.

1.1 Use of 3-D Seismic Data in Seismic Interpretation and Seismic Data Processing

The advent of 3-D seismic has transformed the eastroil industry because it enabled
exploration in areas with complex structures yoegow complex overburden. An important
example is sub-salt exploration. [Prof. Gerald Garg3-D seismic imaging; Society of
Exploration Geophysicists; Investigations in Geaptsj

The lateral variations of the reservoir propertisgally cannot be deduced from
measurements made at sparsely located wells. Howtbeeintegration of 3D seismic data
with some petrophysical information from the welé significantly improve the spatial
characterization of the reservoir.

- Modern 3D seismic methods provide high resolutioages of the reservoir geometry
and also help delineate complex fault patterns

- 3D seismic data yields a dense and regular areglls® of the acoustic properties at
the reservoir interval, in contrast with the spaxe#l observations.

The primary use of seismic data has been traditiofta mapping subsurface structures and
for identifying exploration targets. Now, by usi8B® acquisition and 3D processing
techniques the seismic methods can provide mogslelgspatially continuous images of
subsurface structures that can help the reseragineers construct an accurate structural
model of the reservoir.

In seismic interpretation the use of 3D seismi@adets several advantages in that it provides:

1) A well constrained 3D image of the reservoir volume

2) A better delineation of the faults

3) An enhanced vertical and lateral resolution ofréservoir structure and
stratigraphy 4]

There are also other important applications in 883ric interpretation. Several different data
volumes can be viewed simultaneously to interrogateus attribute volumes at the same
time. This has many applications. For example combkhe lateral continuity information

from a seismic attribute with the identificationtbe nature of the feature in the section in
order to interpret a fault. Another advantage & thifferent time-lapse seismic volumes can
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be displayed so that production-related change®eanore easily seen. [M. Bacon, R.Simm,
T.Redshaw;3-D seismic interpretation; Cambridgeversity Press; 2003]

In post-stack processing, analysis of post-stashrse data has been effective at improving
image quality and for highlighting and delineatstguctural and stratigraphic features in
many hydrocarbon provinces$] [

Many case studies have demonstrated how 3D sefssiestack processing techniques are

an essential step in both the verification of exgsstructural interpretations and the further
delineation of play fairways in a fault systeéj.[

Post-stack seismic data is referred to as an irttegénas been formed by processing or
stacking a collection of pre-stack gathers alsoknas seismic traces/][

A 3D seismic post stack data comes from processihcaw seismic data. When the 3D raw
seismic data (from the field) is demultiplexed, soea, stacked and migrated, the result is a
3D post stack dataset. [8

In many cases poststack seismic data is the omljaéle source of information on interwell
stratigraphy and lithology. In such a situation #meount of information that can be extracted
on reservoir properties such as porosity or hydtmmacontent is usually quite limited. This
project had neither core nor well log, but a fydlpcessed 3D poststack seismic data
available. P]

A range of 3D seismic post-stack post-processiolgrigues are widely available which can
substantially aid interpretation in such circumstm These post-processing techniques can
be used for both conditioning the input data fagcsfic interpretation tasks and highlighting
or delineating features associated with specigengnts of the imaged geology.

Although these post-processing techniques do netaidefinitive answer regarding the
imaged sub-surface geology, they do provide additiand valuable information that enables
the interpreter to develop a more robust modehefitnaged sub-surface geology and
therefore better quantify the associated unceré@nThe added value is that an exploration
team is empowered to begin constructive interpaetain an otherwise sub-optimal dataset
whilst awaiting a new seismic dataset to be acqui]

In the framework of seismic image processing, sn&ten interested in the restoration and
enhancement of the quality of the seismic imagés process is carried out to attenuate
degradation due to sensors during data acquisitiamroduced by some preprocessing
procedures. [11]

1.2 Objectives and structure of thisthesis

This project focused on several techniques useaatyze a field located in Offshore East
Scotland by using 3D seismic stacked dataset.



The tools within Vista 2D/3D software from Gedcoreveised to analyze seismic data
containing chalk from Central northern sea, resgltn the development of a chalk workflow
which features powerful algorithms and advancedaligation techniques especially suited
for the analysis and delineation of geologic feasuwithin chalk. The visualization
techniques were performed by a seismic interpatatoftware Petrel from Schlumberger.

This project had neither core nor well log, butiyfprocessed 3D poststack seismic data
available.

For the seismic processing Vista 2D/3D softwarenf@edco the specific objectives of this
thesis were as followed:

1. Noise attenuation:

a. Random noise attenuation ( FX Deconvolution,FXe¢ahvolution)
b. Linear noise attenuation (Linear Noise Removalghinnoise Extraction, Removal

noise Adaptative Substraction...)

2. Inverse Q Filtering
Band-Pass Frequency Filtering
4. Time-Variant Spectrum Balancing

w

For the seismic interpretation software Petrel fisohlumberger the objectives were the
following:

1. Visualization and interpretation of horizons piek=l faults.

2. Computation of complex seismic attributes (envelapgtantaneous frequency and
phase).

3. Interpretation of processing algorithms like ColmeseCube (to enhance faults and
structural features)

Based on these objectives, conclusions and reconmtiens were made regarding the
effectiveness of the different attributes (enhareenof structural features) and processing
work flows (improving signal-to-noise ratio and igiag quality of seismic data) which have
been used for identifying the top and bottom resierv

This thesis is organized as follows.
Chapter 1 gives an introduction to the geologyhefdrea, also to the use of 3D seismic
dataset in poststack processing and seismic itiatgon and the detailed objectives for this

thesis work.

Chapter 2 gives an overview of the 3D seismic stdaataset (3D acquisition parameters and
3D processing parameters),



Chapter 3 discusses the methodology the seismgegsong and seismic interpretation with
the methods, theories and their implementationfer3D seismic stacked dataset.

Chapter 4 gives the results and discussions

Chapter 5 gives the conclusions for this thesikvemd offers some suggestions for future
research.

Chapter two: Literature Review

I ntroduction

In order to characterize and then exploit the petro reservoirs efficiently the reservoir
engineers need realistic description of the reserVbe process of reservoir characterization
is about to tie all pieces of information regardihg reservoir from different sources
(geological, petrophysical, geophysical, etc...) imay that it assures the utilizing of all the
available data in a consistent manner.

This chapter will present a brief literature of soof the approaches which are related to this
project thesis.

Petrophysical Approach

The assessment in formation evaluation and regeteoelopment of petrophysical properties
such as porosity, permeability, fluid type etc..ussially supplied by the well logs, well-tests
and core data which constitute the available bdesimdormations.

The reservoir characterization will involve integpng a well log, basing zones strictly on log
character, averaging properties within zones, aappimg them with equally spaced contours
between the wells. This approach works best fan@ry recovery of homogeneous reservoirs
in the sense that most of the measurements giveamcin depth direction, while in the
heterogeneous reservoirs the predictions betweewdlis is relatively poor. This is the



reason why the poor interpolation between the vaeits the extrapolations from the wells
might be erroneous.

The dataset of this project does not provide amjl@vie borehole informations in order to
characterize the reservoir efficiently, but it isem a 3-D dataset.

An overview of the geological and geophysical apph®s using the Three-dimensional
seismic technology will be discussed below.

Geological and geophysical approaches of the Three-dimensional seismic technology

The three-dimensional (3D) seismic method has eadetg help reduce the uncertainty
inherent in finding and recovering new petroleusserges.

The 3D technology improves the accuracy of the wtise information obtained from
surface-recorded measurements over conventiorshgeiechniques by understanding the
spatial or 3D nature of the problem to be solvdte ihcreased detail and accuracy obtained
from the method allow better definition and delith@a of the structural (or stratigraphic)
trap; hence, the reservoir management can proceledess uncertainty (ie. more information
has been used to reduce the uncertainty), enhati@ngalue of in-situ reserves.

The most promising role for 3D techniques lieshia area of reservoir description. The 3D
seismic method is uniquely capable of providingisfig continuous estimates of rock
parameters. When it is integrated with availablé,vaed core data, areal distribution of net
pay, porosity, or hydrocarbon content across teerv@ir can be derived and add significantly
to the quality of information provided by the intated database input to the reservoir
simulation process.

Thus the 3D seismic method offers positive levei@géhe net present value of the field.
Fewer dry holes, better well placement, earliedpaion, and greater total hydrocarbons
recovered are the result.

3-D seismic now delivers not only structural detilit also stratigraphic information and
direct hydrocarbon indicators as well. The abiéifya technology to separate good from poor
prospect situations defines its efficiency and wiigt] 12]

The 3D data volume offers structural accuracy, hegolution, and a horizontal perspective
of the subsurface by allowing the user to slicaezomtally to view the total prospect area at a
single depth-analogous to removing the geologichawelen to the target level and viewing
the resulting subcrop map.d

A primary benefit of inserting the 3D seismic methoto the total development plan will be

the high geometric resolution and detailed infoiorabn the spatial distribution of rock
parameters and content.
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A three-dimensional seismic technology can helméednd map the reservoir. This is
discussed below in the role of three-dimensioniahsie in defining and mapping of the
reservoir.

Role of three-dimensional seismic in defining and mapping of the reservoir

A hydrocarbon system is composed of seven elensests as source, generation, migration,
reservoir, seal, trap and time which is the ovargelement. All the elements can be
evaluated based on seismic data to reduce thassiciated with drilling the well14{]

3D seismic surveys provide more details aboutélsemvoir and its contents than any
conventional seismic interpretation. In fact thatcasts of acoustic impedance (i.e., the
product of density and seismic velocity) betweendljacent layers are the cause of seismic
reflections. If it is assumed that a thick reserwioverlain by a thick caprock, the signal
reflected at the interface is a function of thetcast of the acoustic impedance. This strength
of the seismic reflection can be altered by songtofa such as: 1) the changes in density,
velocity and lithology which are the caprock prdjesy;

2) the changes in the reservoir properties (porogérmeability, mineralogy, fluid content);
and changes in the geometry of the interface ssdhudting, fracturing and steep dips.

The use of 3-D seismic data can provide informatiorthe reservoir and its contents because
caprocks generally have constant properties ovege ldistances, and the reservoir variation
and the reservoir geometry is the cause of change$lection amplitude.

Seismic data can be used to correlate a sourcennticlseismic reflection to determine the
extent and possibly the thickness of the reservoir.

Since the generation of hydrocarbons requires pressd temperature for some length of
time, the burial history of source rock is an issukich can be assisted by mapping many
seismic horizons and doing paleographic reconstmgt Once it has been determined that
source rocks have generated hydrocarbons, we mdghe route they took from the
generation area to the trap.

The value of the seismic here is in mapping thé&aseralong which migration takes place to
determine which traps are favorably located. Ireotd assess the reservoir rock properties
such as porosity and permeability, and the resesvbiickness and extent, seismic methods
can be used in much the same way as for the soackaletermination.

3D seismic can be used to construct a very detaigplitude map of a reflector, where the
amplitude variations on these maps are interprieted calibrations with well data, which
might indicate that low amplitudes will always coigie with low porosity in the wells.

3D seismic surveys are a cost-effective tool foppiag hydrocarbon reservoirs and can have

a major impact on the volume of reserves estimdtbd.greatest benefit, however, is gained
from 3D data that are recorded in a timely manner@mpletely interpreted, which can be

11



done efficiently with computer-based interpretatsystems. All the intrareservoir details
(i.e., porosity, pore fluids, faulting, and reséngedimentology) can be improved and
mapped from 3D seismic datd5]

Mapping the extent of the reservoir rock can beartgnt nowadays, especially when it does
not underlie the entire trap. With the advent oidilapse seismology, the permeability might
be provided geophysically as well. All these tasiquire very efficient cooperation between
geophysicists, geochemists, geologists, petropisysiand reservoir engineers.

Seismic Quality

All the disciplines involved in the search for hgdarbons are affected by seismic data. It is
important to understand that not all the seismta dae generate in the same way and the data
quality does vary.

According to Greevelll], four elements of a seismic tool need to be dedli These are
continuity, character, coverage or control and eossion to depth.

Continuity: When looking at 3-D data one first checks the fwriamplitude map to see how
uniform the amplitudes are. Then one can ask iathplitude variations are whether due to
acquisition or processing effects or due to gealeffiects? An observation at the cross
sections is done to see the continuity of the sa@ad from one point to another. The number
of breaks in continuity provides the measure oadptality.

Character: Character comes through the shape of the basicleta¥@e important criteria
here are to know if the wavelet character doesghdartong the mapped horizon and, if so,
how the change in character does cause any unggrtiaithe mapped horizon. Any change in
the character means something has happened todkerthe vicinity of the reflector.
Sometimes changes in bed thickness can cause tdrathanges due to interference.

Coverage or control: One can ask about the amount of seismic data whiahailable to

define the prospect. In this case it is requiteddtermine if the line spacing is too large or
the entire survey is too small to allow adequatemivay of critical dips.

12



Conversion to depth: There are three methods to do this. One relieseéntoin well control
and the other entirely on velocities derived fraissiic data.

For the first method, the quality control issugoisdentify the location of the wells with
respect to the prospect. For the second methodnoseconsider the number of control
points. The third method is a combination of the.tw

All these aspects have to be analyzed by geopBisici order to estimate the quality of 3D
seismic before it will be used by other memberthefmulti-disciplinary team.

Seismic Attributes

The goal of seismic exploration is to map geoldgatures associated with hydrocarbon
deposition, generation, migration, and entrapmEme. goal of seismic exploitation is to
characterize the static and dynamic characterisfissibsurface reservoirs.

A seismic attribute is a quantitative measure s¢iamic characteristic of interest. Good
seismic attributes and attribute-analysis tools im@ngood interpreterlf]

In another words, an attribute is necessarily avdgve of a basic seismic measurement. That
basic information is time, amplitude, frequency atténuation. 7]

Over the past decades, we have withessed attidlewelopments tracking the breakthroughs
in reflector acquisition and mapping, fault ideictition, bright-spot identification, frequency
loss, thin-bed tuning, seismic stratigraphy, angihgerphology.

During 1970s and 1980s, the seismic attributes nmed in petroleum exploration were
amplitude-based instantaneous attributes.

However, in the 1990s, seismic attribute technology dramatically advanced in several
directions: techniques now range from single-tiastantaneous event attribute computations
to more complex multi-trace windowed seismic e\atribute extractions to the generation of
seismic attribute volumes. What do they all meag88ic attributes are specific
measurements of geometric, kinematic, dynamictatistical features derived from seismic
data.

As a broad generalization of seismic attributesetdependent attributes provide structural
information, amplitude-derived attributes providiaggraphic and reservoir informatiori.g]

13



Frequency derived attributes are not yet well ustdexd but there is a widespread optimism

that they will provide additional useful reservimformation. Attenuation is not used today

but there is a possibility that in the future itlwield information on permeability.

Seismic attributes describe is any calculated diyaindbm seismic data. They quantify
specific data characteristics, and so represersiessiiof the total information. In effect,
attribute computations decompose seismic datacomnatituent attributes.

Attributes are used like filters to reveal trendpatterns, or combined to predict a seismic

facies or a property such as porosity. While qatie interpretation of individual attributes

has dominated attribute analysis to date, the éubetongs to quantitative multi-attribute
analysis for geologic prediction.

Most attributes are derived from the normal stacked migrated 3-D data volumes but

variations of basic measurements as a functiomgiezof incidence (and hence source to-

receiver offset) provides a further source of infation.

The table below shows somesthods for computing Poststack seismic attribwigs,
representative attributes. (19)

Method

Representative Attributes

Complex trace

Amplitude, phase, frequency, polarity
response phase, response frequency dip,
azimuth, spacing, parallelism

Time-frequency

Dip, azimuth, average frequencgnratation,
spectral decomposition

Correlation/covariance

Discontinuity, dip, azimugimplitude
gradient

Interval Average amplitude, average frequency,
variance, maximum, number of peaks, %
above threshold, energy halftime, arc leng
spectral components, waveform

Horizon Dip, azimuth, curvature

Miscellaneous

Zero-crossing frequency, dominant
frequencies, rms amplitude, principal
components, signal complexity

A classification of seismic attributes and theiplegability for reservoir characterization is

given by Quincy Chen and Steve Sidney. Their papgs that Reservoir forecasting is the

primary goal of applying seismic attribute techrgylo

There are several exploration challenges facinggence interpreters such as:

1)

the discrimination of non-hydrocarbon anomaliesraer to reduce dry holes or

waterwet sands,

14
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2) the repeatability of a good-luck forecasting suslnawildcatdrilling (i.e., he process
of drilling for oil or natural gas in an unproverea, that has no concrete historic
production records and has been unexplored as &osipotential oil and gas output)

3) away to recover a bypassed reservaoir.

A good forecasting model must tackle these chadlery pointing out the directions to
develop appropriate technology in order to meettialenges.
[20]

Post-stack attributes are a more manageable appfmacbserving large amounts of data in
initial reconnaissance investigations. These atteib can also be classified by their
computational characteristics:
- Instantaneous attributes which are computed sabysdample, and represent
instantaneous variations of various parametersgteavelope is an example of
instantaneous value of attribute)

- Wauvelet attributes are an attribute class whichpises those instantaneous attributes
computed at the peak of the trace envelope andwitage a direct relationship to the
Fourier transform of the wavelet in the vicinitytbe envelope peak. The wavelet
attributes are sub-divided on the basis of thdio#lahip to the geology:

1) Physical attributes which are related to physicalligjes and quantities, such as
the relationship between the magnitude of the tesvelope and the acoustic
impedance contrast, the frequencies related tdtbekhess, wave scattering and
absorption.

2) Geometrical attributes which describe the spandltemporal relationship of all
other attributes. Semblance which measures thealatentinuity is a good
indicator of bedding similarity as well as disconiity.

Most of the attributes, instantaneous or waveletaaiunction of the characteristics of the
reflected seismic wavelet. Since a seismic wa\atléie interface between two beds is
characterized by both its reflectivity and transivgy, two new categories of attributes can
be enumerated:

- Reflective attributes which correspond to the ctimrstics of the interfaces. AVO
(Amplitude Versus Offset) which is a pre-stackihttte is reflective attribute because
of the angle dependent reflection response of nface.

- Transmissive attributes are related to the chanatits of a bed between two

interfaces. There are many transmissive attribsiies as interval, RMS (i.e., Root
Mean-Square) and average velocities, Q absorptidrdapersion.

Some other basic attributes

15



The Trace Envelopeis a physical attribute and it can be used as factefe discriminator
for the following characteristics:

- Mainly represents the acoustic impedance contnasice reflectivity,

- Bright spots, possible gas accumulation,

- Sequence boundaries,

- Thin-bed tuning effects,

- Major changes in depositional environment,

- Spatial correlation to porosity and other lithologariations,

- Indicates the group, rather than phase compondhedfeismic wave propagation.

There are two types of envelope derivatives:

The first derivative of the envelope which is thed rate of change of the envelope shows the
variation of the energy of the reflected eventst e second derivative of the envelope
provides a measure of the sharpness of the envpkgle

The instantaneous phase attribute is a physicéatit that can be effectively used as a
discriminator for geometrical shape. In a 3-D sa@istiataset, the instantaneous phase is:
- A good indicator of lateral continuity,
- Is related to the phase component of wave- proayat
- Used to compute phase velocity
- Gives the visualization details of stratigraphiereénts
- Devoid of amplitude information

The instantaneous frequency is a physical attritnieh responds to both wave propagation
effects and depositional characteristics. It igHective discriminator in the sense that it is an
indicator for hydrocarbon (by low frequency anomafsacture zone (by lower frequency
zones) and bed thickness indicator (higher freqgesnndicating sharp interfaces, and lower
frequencies indicating massive bedding geometries).

Complex seismic trace attributes have become irapbdualitative and quantitative
measures for geophysical exploration. Attributegeh@ade it possible to define seismic data
in a multidimensional form and neural network tealogy enables us to unravel the complex
nonlinear relationships between seismic data ackl aad fluid properties 2[1]

The use of seismic attribute in this project theslktry to support the interpretation part of
the 3D seismic dataset.
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M ethodology
Background of the Project Area

3.1 3-D seismic dataset from WesternGeco

The 3D seismic stacked dataset used for this tie#ie seismic cube provided by
WesternGeco and Schlumberger with the code ared @14997/98 3D and survey 7006
which covers a rectangular area of approximateB/&&750 (kmi) and has a recording length
of 5s.

This 3-D seismic stacked data consist of 1251 sesnpér trace, 676 inlines which are
numbered from 981 to 2636 and the number of cressIiB545 from 1 to 3519.

Besides a final scaling time section from 4 (ms3@04 (ms), a sampling rate of 2 (ms) and a
line-spacing (or bin spacing) of 25 (m), a sampliatg were used to acquire the data. The
total number of cells is 2659651020.

The longitude and latitude values for the four epsrof the survey were translated to X and Y
values for the offshore east Scotland in the centdhern sea. Table 3.1 describes the four
corners of the 3-D seismic data which were repiteskewith the grid information 12.50 x 25.0
m.

Quad 21 1997/1998 3D (Survey ID: 7006) 651 Sg. Km

Vertice Inline Xline Survey Survey X Y
Longitude | Latitude
A 1658.0 19.0 0.146286 57.130016608856.00 6332010.50
B 1669.0 3165.0 0.795880 51.130047548181.00| 6332285.50
C 996.0 3169.0 0.793476 56.978917648231.00| 6315460.50
D 991.0 9.0 0.143642 56.980227®08731.00, 6315333.50

Table 3.1 Coordinates of the Corners of 3D Seismic Survey Area

3.2 3-D seismic data acquisition

The aim of seismic data acquisition and procesisitg deliver products which will look like
cross-sections through the earth. A certain amanditypes of data must be acquired, and
processing applied in order to remove unwantedipiett or energy, and to place the required
events in the correct locations.
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The field data were processed by Western GeopdlySmmpany of America, Bedford, Great
Britain. The description of the processing procedargiven as a summary in Table 3.2.

The seismic vessel used to acquire this 3D daims¥lv Western Patriot. It is powerful and
sophisticated enough to tow multiple subsurfaceaamdconnect two or more gun arrays that
are shot.

This will allow the multiple subsurface lines to t@lected for each pass of the boat, and this
is more efficient and reduces data acquisitionscddte energy source that was used an array
of air guns which were tuned to give a short engngge with directivity characteristics that
concentrate the energy vertically downwards. Thga is a device that discharges air under
very high pressure into the wate22] To be able to shot and process data in a cowaygt

from a 3-D survey the boats have sophisticatedgadioins systems. The boat and cables are
subject to currents and winds, which will often gathe cables to be pushed away from the
line, meaning that the positions of shots and x&rsimust be continuously recorded, and this
information is saved together with the trace data.

The table 3.2 below presents the general desamipfithe 3D acquisition performed by

Western Geophysical Company of America in the fosth.

Survey Vessdl

| R/V Western Patriot

Recording System

Seismic Recording System:

I/O System MSX Recorder

Number of Channels:

1728

Recording Filters: Freq. & amplitude
attenuation
Sample rate

L.C: 2Hz,12dB/Oct; H.C:
206Hz,264DB/Oct
2 milliseconds

Record Length (nominal): 5 Seconds
Recording Format: SEGD 8058
In-line Coverage: 48

Line Spacing: 25 metres
Preamp Gain: High
Energy Source

Seismic Energy Source:

Tuned air gun array

Array Volume:

2250 cu. in. per array

Pressure: 2000 psi
Number of Strings per Array: 3

Number of Guns per Sub Array: 8

Array Width: 12.0 metres
Array Length: 15.1 metres
Array Separation 50.0 metres

Shotpoint Internal:

18.75 metres alternating

Array 1: Starboard
Array 2: Port
Gun Depth: 5 metres =+ 1 metre
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Gun Timing Spec:

+ 1 millisecond

Source Control System: SSS
Dedicated Computer: Sun Sparc
Operating System: Sun OS 5.5

Streamer

Seismic Streamer:

Thomson Marconi Sentry Solida®ter

Active Length:

6 x 3600 metres

Number of Groups:

1728 (6 x 288)

Crossline Separation: 100 metres
Hydrophone Group Length: 17.75 metres
Group Interval: 12.5 metres
Hydrophones per Group: 14

Group Sensitivity: 14 V/bar

Streamer Depth: 7 metres + 1 metre
Number of Cable Levellers: 96 (6 x 16)
Number of Cable Compasses: 96 (6 x 16)

Number of Cable Acoustic Units:

6 per cable (plyset tailbuoy)

Cable/Sour ce Offsets

Navigation Reference Point (NRP):

GPS antennaaalese|

Number of Cables: 6

Cable Separation: 100 metres
NRP to CRP (Inline): 500 metres
NRP to CRP (Inline): 377 metres
SRP to CRP (Inline): 123 metres
Quality Control Systems

Online/Postplot Coverage QC: Reflex

Online Navigation QC: Spectra
Postplot Seismic QC: Omega

Online Seismic QC: EVP, NCU2 (SeisView)
Onboard Navigation Processing: UNAVCHK
Onboard Seismic Processing: Omega

Vessel Heading Control

Gyrocompass-1 (Primary): Sperry Mk 23
Hull Alignment Angle: 1.205 degrees
Gyrocompass-2 (Secondary): Sperry Mk 227

Hull Alignment Angle:

0.485 degrees

Line Control System/
Navigation Data Recor ding

System: Spectra

Dedicated Computer: IBM SP2 node 5
Tape Transport: 3590 data cartridge
Packing Density: 38,000 bpi

Navigation

Primary Navigation:

SkyFix DGPS (Spot Beam)

Secondary Navigation:

Sargas PosNet (StarFix ciores)

Tertiary Navigation:

N/A

Tailbuoy Positioning:

PosNet rGPS
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DigiRANGE Acoustics

Cable Positioning: DigiRANGE Acoustics

DigiCOURSE 5011 compasses

Source Positioning: PosNet rGPS

Fanbeam Laser

DigiRANGE Acoustics

Geodetic Parameters

Spheroid:

International

Semi-Major Axis:

6378388.000

Semi-Minor Axis:

6356911.946

Reciprocal of Flattening (1/F):

0. 0033670034

Geoid/Spheroid Separation:

47 .47 metres

Proj ection Parameters

Projection:

Transverse Mercator (UTM 31 N)

Central Meridian:

00° 0 0.00E

Latitude of Origin: 00° 0 0.00N

Scale Factor on Central Meridian: 0.9996

False Easting: 500,000.00 metres
False Northing: 0.00 metres

Magnetic Declination:

-4.58 degrees

Datum Shift

(7 parameter shift in Bursa Wolfe sense)

Datum Shift: WGS-84 to local

Dx: 89.5 metres

Dy: 93.8 metres

Dz 123.1 metres

Rx 0 seconds

Ry 0 seconds

Rz -0.156 arc seconds

Scale Factor: -1.2 ppm

Echo Sounder

Type: Simrad EA500

Draught Compensation: Not Applied (6.06 metresrv8&y Aarhus
May 1997)

Conversion Velocity: 1500 metres per second

Table 3.2 Summary of acquisition parameters of the 3D post-stack seismic data used in
this dissertation.

The data processing for this project will be ddssdliin section 3.3.

3.3 3-D dataprocessing
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The processing of a 3-D seismic data is importanthbse it ensures spatial consistency of
parameters such as the velocity field. In ordeutoa processing sequence for 3-D several
steps are required.

The first step is to reformate the operation. Tamaoming from the receivers are put into
trace order. At this stage the data are writtelape in one of the formats used by industries
so that the raw records are retained to form tisesha possible reprocessing. For this dataset,
the reformatting operation was performed by convgrthe SEG-D format to Western

internal format. In addition to that zero-phases@farm has been used for processing of the
data and it has been recorded with SEG (SocieBxpforation Geophysicists) standard
reverse polarity.

The second step, designature, is performed bydakimwavelet which was created by the
source and converting it to a more compact fornth\éir guns outputting a signal with a
main peak and then followed by a smaller secondaak which is due to re-expansion of the
air bubble. This source signal is not desirableabee every reflection is followed by a
smaller repetition of itself. Designature is vesetul here because it will remove the second
peak, giving the input wavelet a good shape andi@ mompact form. In addition to that, a
decision has to be made whether to have a zereemrasinimum-phase wavelet as output.
(By zero-phase wavelet, we have one of the wavdtéth is symmetrical about its center,
while a minimum-phase wavelet is one which startgv@ zero and has as much energy near
the start as physically possible.) The modeledgtesgure which is combined with a low-cut
filter and an anti-alias filter of respectively 5ldmd 93.75 Hz of frequency and 18 dB/Oct and
36 dB/Oct of magnitude attenuation in order to reenthhe lowest frequencies from the data
(low-cut filter) and to ensure there is no aliasi(@ny higher frequencies in the near surface
do not alias on to lower frequencies).

Because of the high requirements in the seismiaiaitipn techniques it is respectively
recorded a field filter with low-cut of 2 Hz withagnitude attenuation of 12 B and high-cut
of frequency 206 Hz with magnitude attenuation &4 2B.

Marine data have a sampling interval record of &Rous, which is enough to record
frequencies up to 250 Hz, frequencies which are évwgher than the ones actually recorded
from the earth. The data are resampled to 4ms hakienough to record the frequencies up
to 125 Hz. The resample was from 2ms to 4ms. lerai@ circumvent spatial aliasing, data
often are recorded twice as many numbers of champslshot record as that would be used
in processing. Before reducing other traces asthe of a processing sequence, a
wavenumber filter (k-filter) is then applied to rewe any wavenumber components for all the
frequencies beyond the Nyquist wavenumber corredipgrio the trace spacing of the data
after reducing the traces which alternate fromstéimond shot.23] This wavenumber filter is
actually a spatial high-cut anti alias filter. Asanpling filter is required and in this case, we
have 0.45 Nyquist, and a taper of 10% of K Nyquisis will speed up all the later
processing stages. The next step is to reduceacgstthat appear excessively noisy and
which lead to a poor coupling or equipment faildrbe next step is the amplitude recovery.
As the wavefront from the source is traveling deepi® the earth, it covers a larger area and
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suffers a decrease in amplitude because of trasgmiksses and attenuation. That is why a
recovery is required in order the remove the lasamplitude due to the expansion of the
wavefront with depth. This expansion is saying thatsame energy in the wavefront is
spread over an increasing area as the distanaadlédby the wave increases, and for this
reason the wave amplitude is getting less. The stegtis the merge navigation with seismic
headers which consists of assigning the corredtipoimg information to the traces as
referred to in the acquisition parameters sectiee {able 2.1). The inline interval is 25 m and
the crossline interval is 12.5 m.

Deconvolution before stack, also called D.B.Spiglied in order to sharpen the wavelet and
remove any short period of reverberations. An dpeiia designed for each trace which is
convolved with the trace to remove the ringinesg dieconvolution used in this 3-D
processing was predictive. In general it is becgmare to apply spiking deconvolution
before stack because it is assumed that the irgtatisl minimum-phase, and a spiking
deconvolution process might be variable in phase.

Every two kilometers on 48-fold common-mid-pointigars were collected to produce a
multi-velocity function (MVF) stacks and velocitgmblance displays.

Because in some cases the automatic mute may renealv@ata and it may be better to pick a
mute by hand to avoid removing too many far offsg4]

Here an outside mute is picked at 153, 400, 600B&38 m for a travel-time of respectively
8,100, 450 and 3300ms. Low-cut (8 Hz and 32 dBy aatl high-cut filters (30 Hz and 36
dB/oct) are applied; the instantaneous gain is Sl@mdow.

The next step is the multiple attenuation of veiolines. Normally there are two techniques
which are used, Radon and FK demultiple. In bodesanormal moveout (NMO) correction

is applied to flatten either the multiple or thénparry events. The data were transformed to
FK domain and the unwanted events are removed lityasting the multiple events. The
methods work because multiples spend longer tiagah the near-surface and hence have a
moveout velocity that is slower than the primargme arriving at the same time. The
multiple attenuation in the FK space was perforimgedsing 90% primary velocity at the

time range 0-2000ms and 85% of primary velocitgZ20ms.

A single regional velocity function was used aater function guide and 7 MVF stacks
were generated based on the central function. were three higher and three lower
functions and each of these was spaced at a sminpage higher or lower than the previous
function. The percentages were 4% at 4ms, 5% an606% at 2000ms, 8% at 4000ms and
8% at 5120ms.

A second velocity analysis is performed. Here theeace of the overcorrected events in the
move-out corrected gather is convincing evidenag tthe velocities of the steeply dipping
reflections have been corrected for the dip effegt. move-out correction is applied every
500 meters on multiple attenuated with 48-fold canmid-point gather. The outside mute
and the different filter parameters were the sasia ¢éhe first velocity analysis.
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In this case 2 kilometers velocities were used @ander function guide and 7 MVF were
generated based on the central function. The nupfldanctions was the same as in the first
velocity analysis and the percentages were alsedire. The objective of this step was to
remove the effect of dip on stacking velocities tnade positions.

Data binning is performed where every trace isgagsl to midpoint locations. For this
marine the bins contain a regular sampling of ¢$fsehich is highly required for seismic
processing. The distribution of offsets more umifas the flexible binning which is from
12.5m x 50 m at Om offset to 12.5m x 100m at 3785iset.

The 3D dip move-out (DMO) is applied for dipping weeout correction and stacking to the
3D seismic data where progressive 3D dip moveaaksdf 48 offset planes is used.

The K Notch filter is performed in order to remdhe pattern left caused by the acquisition.
In fact what is happening here is that differemhamon mid-points (CMPs) will contain a
different combination of traces in a regular patteo that it may be visible in the final stacked
section. Any regularly repeating pattern whichighte as a strong component can be
removed by a Notch filter.

An additional deconvolution is performed in orderémove the 3-D noise. The predictive is
once again used for this deconvolution after s{&uksS).

The interpolation in crossline direction to infiw-fold holes in the upper section; a primary
dip limitation was about 4ms per trace.

Before the pre-migration scaling two processes \@ppied on two surveys in order to match
the phase and amplitude of two surveys with egbate shift (+ 45 degrees) and different
time shift (-2.7ms and -14ms).

The Pre-migration scaling or data conditioningesfprmed to remove a sudden amplitude
variation between traces since these are not densiwith the behavior of waves. This causes
artifacts during the migration process.

The next process is the migration velocity fielécBuse it is not usual to use the raw
velocities as original picked, the velocities ubede are smoothed both in space and in time;
and various percentages of the picked velocityl fegk performed and the results are
analyzed for evidence of over too high velocitiesioder too low velocities migration.

For this data set, the velocity field was smootbeer 2 kilometers radius, the scaling was
100% from Oms to below Top Chalk and the 95% fr@@-8000ms below Top Chalk to the
end of the data. It is also said that in the soutistern corner of the merged survey area, the
scaling was 102.5% from Oms to below Top Chalk @%b from 800-1000ms below Top
Chalk to the end of the data.

Migration in the FK domain is an important methaats it is by far the quickest assuming
constant velocity and is accurate td.g@5] We apply a 3-D modified residual migration
with the smoothed and scaled velocity field whiglallowed by a two pass residual
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migration. This is the final, “high-fidelity” migtaon process which uses the spatial varying
velocity field.

A time variant filter or band-pass filter is applieo reduce the higher frequencies with time to
eliminate those that are mostly noise due to thiggmuation on passing through the rocks
(chalk).

The final step in this 3-D processing sequencewaatdone by Western geophysical
Company of America was to run a final scaling, vahapplies time-varying trace scaling to
ensure a balanced-looking section with timé&Résidual Amplitude Analysis Compensation
(RAAC) is applied for the whole survey. The AutomatiarG@ontrol (AGC) could have also
been used; it applies a time-varying gain to eemtet with the gain calculated so as to keep
the average absolute amplitude constant withinnalew that slides down the trace.

3.4 Theseismic processingtool (Vista 2D/3D)

For the present project thesis the program Vist&8PDQvas used for the processing of the
three-dimensional poststack data. The softwa@algary-based provider of integrated
geophysical survey design software and servicesiaadbeen recently the acquisition of
Schlumberger which is the world's leading suppitechnology, integrated project
management and information solutions to customerging in the oil and gas industry
worldwide. 26]

Vista is an industry leading software package pinavides complete processing of 2D/3D
seismic data acquired on land, offshore, or throd§R (i.e. Vertical Seismic Profile). Vista
2D/3D delivers algorithms for quality control toraplete the seismic processing. Those
algorithms and techniques are employed in orddrgjplay and/or process 3D seismic data.

The following paragraphs will present the differemgthods or techniques that have been used
to process the 3D poststack data.

3.5 Processing of the poststack data

The final output from the main processing that desd in section 3.3 is a stacked dataset
which differs in the processes applied or in theioks of parameters, especially display
parameters such as filtering, amplitude and p@latibices. This poststack data may be
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further analyze for amplitude, frequency conteppaaent polarity, inverted to acoustic
impedance, or synthetic-velocity traces, and saod,displayed in many way27]

Some preliminary steps which are listed below wegglired in order to initialize the project
in Vista software:

- Create a new 3D project: The project was createsklycting the file “new project”
from the Vista menu bar; the name of the file waagesd as Quad_21 Papi_3D
marine_Vista 11. The project data list was dispiiegtter the 3-D survey was selected
and the project units used as meters.

- The second preliminary step was to set the plotlefgults for the 3D stacked data
with the SEG-Y parameters for the trace headerotiaty used as SEG-Y Revision 1.
This step was very important in the sense thaintivee and crossline numbers were
going from 1 to 1 and the SHOT and REC coordinasesthe same values. The
project was then saved from the Vista menu bar.

- The next step was to import the 3D SEG-Y file aslstd
- Another important preliminary step wastting up the geometry and saving that
information to the headers. Without this informatibwould not be able to continue

processing with any certainty. An accurate positig for offsets; arrival times are
required.

The figure below is the displayed traces for thesBirked data that has to be processed in
Vista.
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Figure 3 D raw stackedadet to be processed in Vista.

In order to improve the quality of this 3D stacldata the objectives for this seismic data
processing will be as followed:

Noise attenuation: FX- prediction and FX-Y decomiain

- Poststack F-X prediction random noise attenuation
- FK-FXfiltering for linear noise attenuation

- Inverse Q Filtering

- Time variant spectrum balancing

- Poststack clean-up FXY noise attenuation

3.5.1 Noise attenuation

Many factors influence the reliability of the seisrdata to ensure drilling success and later to
provide a better understanding of the reservoiradtaristics because many oil and gas
companies require several methods to try and utadetsheir reservoirs and maximize the
hydrocarbon recovery.
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Adequate and proper noise attenuation methodstbefmximize the potential benefit and
contribution of the seismic data in exploration aedelopment. In this case there are many
advantages of applying noise attenuation, but tixtbem are as followed:

1) When the noise is properly addressed it providefportunity to track amplitude
anomalies and stratigraphic objectives with confie

2) The effective noise removal, which preserves tigiraal amplitude and phase
characteristics of the data, will provide the oppoity for advanced attribute work
and inversion to better understand the reservoir.

Regardless of the source of the noise, the noidwided into two categories:

- Coherent noise: is a noise which can typically loelebed and subtracted from the
data such as ground roll, strum noise, multiplad,so on...Coherent noise such as
ground roll can be measured at a specific velamityuite of velocities. The noise can
then be removed from the data based on velocity.

- Random noise is any noise spikes bursts which@ireaherent in nature.[27]

The random noise can have many effects on decaotimoiu

1) Field data practically contain a noise compondrthis component is small, then we
can ignore its effect.

2) Alternatively, the deconvolution can be delayedluhe data is stacked, so that the
S/N ratio is improved.

3) However, if the noise component is considerableafeer stacking, a deconvolution
should be applied in order to enhance the resolwidhe data without destroying its
interpretive content.

The filtering methods include predicted deconvalntirandom transform, stacking, principal
component analysis, f-k filtering and Singular watlecomposition etc.

With some adjustment most methods can be applieooin coherent and random noises.

In fact random noise uncorrelated from trace todrabounds in recorded data and remains its
presence at almost all steps in a processing seguen

In this project thesis the filtering that will engdize are the predicted deconvolution and
FXY prediction filtering.

 Predicted deconvolution
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Predicted deconvolution is one of the most comneghriiques in seismic prospecting to
attenuate noise. It is also knownFas-deconvolution or FX-prediction. The signal is
predicted by the nearby trace and noise is theadqted factor.

This method is used when random noise is presemhen coherent noise can be viewed in a
random domain. In predicted deconvolution seismaicds are transferred to the F-X domain
i.e. frequency - space domain by taking the forwrodrier transform of each trac@3]

Noise that remains in the stacked data can haverseleffect on reflection continuity.
Despite the fact that a number of multichannel gigmhancement techniques has been
practiced, the one which best preserves relatiy@iardes and retains the signal character
without amplitude distortion. [23]

Luiz L. Canales, who invented the spatial predicfitiering, presented method to reduce
incoherent noise from seismic data. The signaéfsdd in terms of a simple model that
separates the time and space variab®§. The prediction process involves estimating some
future value of the input series defined by thedft®on lag from the past values of the input
series. The first step is to perform a Fouriergfarm over a time gate for every trace. The
spatial variation of each Fourier amplitude is tb&@amined. The signal energy in a trace
amplitude will be therefore predictable in a sdaténse as a linear combination of adjacent
trace amplitudes 3]

A prediction filter, when applied to the recordailssnic trace produces an estimate of the
predictable part, the multiple reflections. Theoein the prediction process then represents
the random reflectivity series.

In Vista software, the FX Prediction command wdrkdirst calculating the Fourier
transform of every trace. The complex frequencymamare then multiplexed so that one
gets a series of mono-frequency values across gpaXdransform).

In addition, VISTA calculated a two-sided complexeer prediction Filter for each Mono-
frequency series. This filter is then applied amelinverse F-X transform calculated. This will
give a smoothing effect to the data across spagd3X]

The objective of performing this flow in Vista sei€ data processing is the improvement in
removal of random noise.
The F-X deconvolution flow was executed as showthéfigure below

&3 Project * Ouad_21_Papi_3D Marine_Vista11" Flow: H:\thesis-surveyiQuad_21_Papi_3D Marine_¥istal1

g EIE col Set Flow Command Parameter and Move/Drag Commands

g | Fxveco)|
B =g
74

Figure F-X deconvolution flow.

The flow was executed by taking into account tHwang parameters:
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- The input parameter of this flow was the 3D ravekta data which was sorted by
inline and crossline;

- The second parameter is the FX-Prediction flow caman Its design dialog which is
shown below has several parameters which are lostkxiv:

Filter length - the number of traces to use inglesind application of the filter.
Design Window - The number of traces in the desigrdow.
Cut—off Frequency - This value acts as a high-ittet f

Power - Output frequency amplitudes will be inceshby this exponential value. Phase will
be unchanged.

Restore Trace Mutes - Restore the input trace mutes

Design Signal Window - Define window to calculatedtiction filters over. They are then
applied to the entire data set.

The 3D F-X Prediction Design Parameters is showtherfigure below.

ZE Pt-Prediction Design

Parameters lThreshuld ]

— FX Parameters
FX Filter Mode:  Prediction " Projection

Filter Length: |3 Traces

Design Window: |100 Traces
Cut-Off Frequency: (100 Hz
Power: |1

Output 26 AddBack: |0 [0-100%]

¥ Restore Trace Mutes

[~ Design Signal Window

Start Time: |0 ms
End Time: {1000 ms

0K | CANCEL |

Figure: Design parametersdialog for FX-Prediction flow command.

- The output command outputs data from a flow touista project data list. The output
was saved as FX_Pred in the project data list.

In general the effects of F—X prediction are hargimesmaller windows meaning fewer traces
and short time intervals.

It is also said that the big disadvantage of F—edption is the inability to handle conflicting
dips, so split the data into sections each comtgionly consistent dips prior to inputting to
F—X prediction.

This method of reducing random noise was perforlnedombining the given 3D dataset
with the paper described by Luis Canalé&g]

One another method of applying poststack FX premhiatf random noise attenuation was
done using FX prediction flow command for attenoratbf random noise in stacked data.
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E Project * Quad_21_Papi_3D Marine_Vista11® Flow: H:\thesis-survey\Quad_21_Papi_3D Marine_VYista11-

g EIEI ﬂl Set Flow Command Parameter and Move/Drag Commands
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Figure Poststack random noise attenuation flow using FX decon flow command.
This flow consists of five parameters which described as followed:

- The input data were the 3D stacked data sortedlmes with the crosslines as
secondary key.

- The scale flow command works by calculating the dedéine scale function of all
trace samples within the scale window; and theemtace are multiplied by scale
over the average. The scale flow command is ex#otlgame with the second in the
flow dialog window. The scale design parameterstdewm is shown in the figure
below.

Lz X

Parameters

+ Mean Scale " RMS Scale
" RMS Trim Mediarn © Max Amplitude

Output Scale Factor: |1
DESIGN WINDOW

[~ Apply Signal Bandpass

[10 ! 15 |55 ! |60

0K | canceL |

Figure Scale design parameter swindow.

- The FXDecon as described in the previous methditeishird flow command.

- The last flow command is the Output which is sawvedista project data list.

Another method of reducing random noist® iapply the prediction filtering in 3D.
* FXY prediction

FX prediction filtering for random noise reductibas been extended successfully to 3D. The
advantage of using the 3D version is that thelesis distortion of the geology.

Another advantage in FXY prediction over FX preiictis that in the FXY prediction the

significant coefficients are spread in spatial cli@, thereby reducing the severity of the
smearing in any given direction.

30



In FXY prediction filtering the 3-D version of tredgorithm described above (FX prediction
filtering), the assumptions made that events arallp planar, and that therefore the Fourier
amplitudes of the traces are predictable as cortibireof adjacent trace amplitudes in all

spatial directions.
This F-XY prediction can avoid noise amplitudes anrgy to other offset by applying this
process in common offset volume30]

This optimum filtering significantly reduces thendm noise while preserving relative
amplitudes.

In Vista software, the FXY Prediction command (FR¥ed) worked by first calculating the
Fourier Transform of every trace. The complex featry samples are then multiplexed so
that one gets a series of mono-frequency valuesaapace (F-XY transform).

Then the process calculates a two-dimensional tdedscomplex Wiener Prediction Filter
for each Mono-frequency series. This filter is tlagplied and the inverse F-XY transform
calculated. This gives a smoothing effect on the daross space (X-Y).

The FXY prediction flow was performed as shownha figure below.

E Project * Quad_21_Papi_3D Marine_¥ista11® Flow: H:\thesis-surveyAQuad_21_Papi_3D Marine_Y¥ista11-fi

g EIEI col Set Flow Command Parameter and Move/Drag Commands

|
B [ g
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Figure FXY prediction filtering flow.
The flow was performed by setting the following graeters

- The input data used for this flow was the 3-D réacked dataset sorted by inline
numbers.

- The second parameter is the FXY-prediction or decluion flow command. Its
design dialog which is shown below has severalmpatars which are listed below:

1) Filter Size (N) - The number of traces to use in the applicatiterfi

2) X-LineDesign - The number of traces in the design window inXHene
direction.

3) X-Line Step - Step between designs.

4) In-Line Design - The number of traces in the design window inlthkine
direction. Normally this will be equal to the X-larDesign. Unusual structure
which is dominant in one direction may cause onmafie these parameters
different.

5) In-Line Step - Step between designs. For processing adjacbaesuof a
dataset, the step size is the number of tracestly she calculated filter to

6) Design Window - Define window to calculate prediction filtersesv They are
then applied to the entire data set. This Designd&iv helps to ignore noise at
start or end of input traces.
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The 3D F-XY Prediction Design Parameters for flammenand FXY-decon is shown in the
figure below.

@ x|

CFXY Design Parameters

Filter Size: 1
X-Line Design: 10 X-Line Step: 1
In-Line Design: (10 In-Line Step: |1
Cut-Off Low Freq: |0 H
*  DESIGN WINDOW

Cut-Oft High Freq: 100 Hz

Solve Method: ‘Complex Gradient ﬂ

# Of lterations: (20 Damping: |0

Iv Interpolate Dead Traces for Filter Design

Interpolate Trace Box Size: |3

Minimum Percent Live: (50 [0 - 100%]
[~ Output Interpolated Traces to Project

Output

% AddBack: |0 [0 - 10026]

¥ Restore Trace Mutes ¥ Re-Kill Dead Traces

0K | canceL | BINUMITS |

Figure: Design parametersdialog for F -XY Prediction flow command.

- The last flow command is the Output which is saagdXY-Deconv in Vista project
data list.

* Poststack clean-up FXY noise attenuation

The objective of this step was to perform a FXYdicBon filtering by “cleaning” noise.
The flow generated for this step is presented kswed:

3 Project * Quad_21_Papi_3D Marine_¥ista11" Flow: H:\thesis-survey¥Quad_21_Papi_3D Marine_Vistal1-fi... E
g Elgl col Set Flow Command Parameter and Move/Drag Commands

put | putersd | [soae |

e EE

® N &
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Figure: Poststack Clean-up FXY noise attenuation

- The input data used for this step was the 3D raswse stacked data which was
sorted by inline and the crossline as secondary key

- MuteTrc flow command is applied in order to mute tfata set.

- The Scale flow command is used to calculate the defened scale function of all
trace samples within the scale window, and theehtace is multiplied by scale over
average.

- The FXY deconvolution filter is also applied to veg random noise in the stacked
data

- An Ormsby bandpass filter is also used. It worke@mputing the Forward Fast
Fourier Transform of each trace. The frequency $esmre then multiplied by a
function which is specified in the Ormsby Band-Ped®r dialog.

- The output flow command is processed data sav#teiproject data list.

* Linear noise attenuation

Elimination of coherent linear noise in seismicadaas been usually carried out with
either F-K filtering or by radial trace transforBoth of them involve transformation to
another domain and back.

F-K filtering suffers from aliasing problems anet tktrict requirement of uniform source-
receiver offsets while accurate trace interpolatiothe x-t domain is a must for effective
filtering of linear noise in the transformed radi@ce domain.33]

The objective of this method was to attenuatealim®ises on this 3-D seismic stacked
section through the technique and use of locahtdice median filtering, subtract directly
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the noise from the sample values to give the deditered output and to see the effect of
linear noise attenuation on the 3-D stacked section
This linear noise attenuation will be run in fotess:

1) Linear noiseremoval: Filter is applied to remove or isolate linear moid he level of
noise removal is controlled by the length of thplegal operator.

The job flow dialog window is shown in thgure below.

@
g EIEI EI Set Flow Command Parameter and Move/Drag Commands
&
= N
v = B <2
ol

Figure: Linear noiseremoval job flow
- The input of this flow was the 3D raw stacked dateied by inlines.

- The FK-FXfilter is an alternate to the FK filtdris applied to remove or isolate
linear noise.

- The output of this job flow is the FK-FX data sawedlinear noise removal in the
Vista project data list.

2) Linear noise extractionThe objective of this flow is to subtract thedied data from
the initial data.

The job flow below is presented in the figure below

& Project’ Quad_21_Papil 3D Marine_Vista11" Flow: H:Mhesis-survey\Ouad_21_Papi_3D Marine_Yista11]

e Rie [NpumE (&

Figure: Linear noise extraction
- The first input data used was the 3D raw stacke@ddy inline

- The second input was the FK-FX data sorted byenlin

- The Sublnput flow command works by subtractingtthe input trace streams. The

second input is subtracted from the 3D raw stacletd and is assumed to be a type of
operator.
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3) Band-pass Fk-Fx filterThe goal of running this flow is to apply a baadsp filter by
passing a certain bandwidth that will have littteno modification on the spectrum.
[23] The job flow is presented in the figure below.

2 Project® Quad_21_Papi_3D Marine_Vistal1® Flow: H:\thesis-survey\Quad_21_Papi_3D Marine_Yista11-

g ﬂg ﬂl Set Flow Command Parameter and Move/Drag Commands

we e output

B & ] <=
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Figure Bandpassfilter flow

The input used for this flow was the extracted eaisrted by inline;

The second flow command is the OrmsbyBP (Ormsby{pass) that works by computing
the Forward Fast Fourier Transform of each trace.

The frequency samples are then multiplied by atfanavhich is specified in the Ormsby
Band-Pass Filter dialog.

The output of this job flow is the filtered noise.

4) Noise removal with adaptive subtractiomhe objective of running this flow is to
remove noise without damaging the signal.

Below is presented the flow that was performedtic step.

".E Project * Quad_21_Papi_3D Marine_Vistad1® Flow: H:\thesis-survey\Quad_21_Papi_3D Marine_Vistal1

g EIEI ﬂl Set Flow Command Parameter and Move/Drag Commands

o
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%I \Msmt
2 o AEH =
2 /

L [rngot ]

s B

Figure: Noise removal with adaptive subtraction flow

- The first input used for this is 3D raw stackedadiby inline
- The second input is the filtered noise from thedpass filtering

- The output of this flow is the removed noise.

* Timevariant inverse Q Filtering
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Deconvolution has always been one of the procdssesnove the effect of attenuation by
modifying the amplitude spectrum of the signalyéiby making it broader.

Alternative methods to compensate for frequenanaitition are time-variant spectral
whitening and inverse-Q filtering

The objective of applying inversgfiltering is to eliminate the non-stationary chasaistics
generated by attenuation processes from the si§e@&mic waves traveling through inelastic
media are attenuated by the conversion of elasgcgy into heat. At being attenuated the
traveling wave experiment some distortions: amgétiare reduced, traveling waveform is
changed due to high frequency content absorptiwhphase is delayed. Attenuation is
usually quantified through the quality fac@r the ratio between the energy stored and lost in
each cycle due to inelasticity. [34]

In Vista seismic data processing, the process wesnmed as time-variant inverse Q
filtering in order to correct the effects of eafittering.

Inelastic attenuation of seismic energy is a @itaonstraint upon seismic resolution because
the seismic data processing is unable to fullyestrfor the effects of the earth filter. Because
of the time variant nature of the wavelet, the sjldeconvolution that was applied before
stacking could not correct fully these effects witthe seismic bandwidth.

The phase and amplitude, characteristics of a seisavelet, are time variant in the presence
of Q. Spiking deconvolution makes a fundamentaliaggion that the wavelet is stationary in
time over the design window, and therefore canoatect for a time variant earth filter. The
seismic resolution could be improved by determiaistne variant inverse Q filtering. [35]
This process is executed for several reasons:

- The quality factor Q is directly related to thébtogy

- Spiking deconvolution is incapable of treating linear phase component and time
variant nature of the earth filter.

- Time variant inverse Q filters can compensate fwhlthe positive drift and high
frequency attenuation which are evident in seishata.

In Vista the flow was run with the different commagparameters which are shown in the
figure below.

“.'g'.: Project * Quad_21_Papi_3D Marine_VYistal1® Flow: H:\Mhesis-surveyMQuad_21_Papi_3D Marine_¥ista11-

g EIEI (;ol Set Flow Command Parameter and Move/Drag Commands
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(- ( [ M H;\ggl ﬁl
g

Figure Timevariant inverse Q filtering
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- The input for this flow was the 3D raw stacked dadegted by inline

- The TV_Inv which is the time variant inverse Qdilto calculate the quality factor g
for each time - Q value pair entered in the list.

- The OrmsbyBP filter which computes the forward festrrier Transform of each
trace. A function in the Ormsby bandpass filtel Wwé& multiplied by the frequency
samples, and the result will pass through an irvEmurier Transform to arrive at a
time domain result.

- The AGC is commonly used seismicprocessing to improve visibility of late-
arriving events in whiclattenuatioror wavefrontdivergencehas caused amplitude
decay. B6] In Vista the AGC works by calculating the averadpsolute amplitude of
all trace sample within a moving AGC. The samplthatcenter of the window is then
multiplied by scale / average; and the whole pre@@#i move down one sample and
starts again.

- The output of this time variant inverse Q filteriisgsaved in the project data list.

* Timevariant spectrum balancing or whitening

Sometimes the resolution limit of a seismic datalba a complex issue affecting the wavelet
frequency, phase characteristics and the qualitheotiataset. It is also known that spatial and
temporal resolutions are the key to extract argtigiiaphic detail from the seismic data. At
the acquisition stage utmost care is required &tirgg greater reflection detail from seismic
data. That is the reason why many attempts are chaleg the processing stage to enhance
the spectral bandwidth.

The objective of applying time variant spectraldmaing on the data was to improve its
resolution. Seismic resolution is in fact the kektraction of stratigraphic detail from the
seismic data.

The objective of spectral balancing is to boostftequencies to obtain perfect resolution,
attenuate frequency and compensate it. Althouglspleetrum could in theory be obtained, in
practice it would likely result in the boostingrdise at low and high frequencie37]

The time-variant spectral whitening has the abtlitylatten the spectrum within the passband
of stacked section.

The preparation of stacked input data to ampliingersion with the broadest possible
bandwidth and flattest possible spectrum is require

The time-variant spectral whitening was done int&/seismic processing by running a simple
flow which is presented in the figure below.
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Figure Time-variant spectral whitening

- The input used was the 3-D raw stacked data sobstécline

- The TVSpBal flow command consists of each tracectvig processed independently.
The trace is broken into a series of traces, ehdalhizh corresponds to a different
band-pass range. Typically the trace is broken10tdz components. Thus the first
component trace is 0 - 10Hz, the second is 10 z2dndl so on. Automatic Gain
Control is applied on each "component trace" torowp the visibility of late-arriving
events. Thus the amplitudes are equalized anadidi(this is the "time variant” part of
the algorithm). Finally all of the trace componeatts added back together to create
the output trace.

The dialog box for TVSpBal command flow is showiowe

IS

|

Frequency Range l Scaling } Advance ] True Amplitude

— Freq y Range

Band Width: [10 HZ

Slope: |5 HZ

Start Frequency: |0 HZ

" End Frequency to Nyquist
+ SetEnd Frequency [100 HZ

oK |  cancer |

Figure Time-variant spectral whitening flow command window

Understanding the geological features can be hasdg®r noise in the vintage input data. The
3D seismic post-stack post-processing methods eamlessential step in the verification of
existing structural interpretations.
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In this study the primary objective was to applg poststack processing methods in order to
visualize the processed data in Petrel. The pugpokesing the seismic interpretation
software Petrel were the computation of seismidoaities, the visualization of structural
features and a simple evaluation of the field.

The seismic interpretation and visualization wéldiscussed below.

3.5 Seismic interpretation tool (Petréel)

The literature review chapter presented previobhakyshown how the 3D seismic data can
significantly improve the description of the resarvin this project thesis the seismic
interpretation software used was Petrel from Schenger.

The main purpose of using Petrel was to visuaheedata quality improvement. Since Petrel
is also geophysical and seismic interpretationsa® the objective of project thesis was
extended to an extraction of the seismic attrilaune a simple seismic interpretation to
enhance the structural features.

Two advantages of using Petrel for geophysicalsaisimic 3D interpretation are:

- Petrel geophysical software provides a full spentad geophysical workflows, 3D
interpretation, a full set of seismic attributesluding ant tracking for the
identification of faults and fractures, volume mmieetation (geobody detection)

- Petrel is a powerful tool in the sense that it almes and interprets regional 3D
seismic data manually or uses advanced auto-trg¢&ohniques. It can also create
attribute maps of horizons or intervals.

The import of the 3D seismic stacked dataset itoePwas the preliminary and fundamental
task before starting any kind of work. Loading tfaa into the software required the
coordinate parameters such as inline, crosslindtagrojection parameters.

The loaded 3D stacked data for this project is shmihe figure below.
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Figure: View of t3—D loaded sted data in Petré software with oneinline and
crosslinewith survey grid.

3.5.1 Interpretation of 3-D seismic data

In Petrel software, the process called “seismierpretation” can be used for the purpose of
interpreting seismic horizons.

The first step in the “seismic interpretation” pess is to create a seismic horizon and then to
set the parameters for further interpretatiors liere essential to decide which reflector has to
be interpreted.

Petrel is again a powerful tool in the sense iegithe user the option to choose between
manual and automatic interpretation. For manuakpretation the user chooses freely where
to interpret a horizon, while for automatic intexfation, parameters are chosen which act as
guidelines. When the automatic interpretation afzums is used, three functions can be
chosen from a “guided autotracking”, 2D autotragkamd 3D autotracking. For this project
thesis the 3D autotracking was selected.

The second step of this seismic interpretationggsavas to create a fault
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3.5.2 Attributesused for seismic interpretation

Seismic attributes sometimes reveal features tieat@t as obvious otherwise, especially
lateral changes along the bedding, such as theseiated with stratigraphic changes or
hydrocarbon accumulationg].

3.5.2.1 Volume based attributes

When the volume based attributes are used the piegpand values are extracted from the
seismic data and the result is display. Petrelso# has several seismic attributes available,
but only the ones that were applied in this projeesis will described.

Chaos. The chaotic signal pattern contained within seisthaitas is a measure of the
“lack of organization” in the dip and azimuth esdition method. The chaos attribute
in the signal can be affected by migration of gadt, body intrusions, and for seismic
classification of chaotic texture.

Dip: This attribute calculates the difference betweendip trend and the
instantaneous dip. By tracking rapid changes irotientation field, edges and subtle
truncations become visible.

RM S amplitudes: RMS amplitude calculates the square of the seiamiglitude
values within a desired volume interval and is by dividing the sum of the
squared amplitudes with the number of live samésmnges in the pattern of seismic
amplitude both vertically as well as horizontalgcbme apparent when using RMS
amplitude. Changes might be a result of changéthwlogy or fluid content.
Variance: The variance cube displays the variance in therseisignal and is a good
indication of the continuity of seismic reflectofseas of lower continuity can be
good indications of the presence of for examplé$aar slide deposits.

3.5.2.2 Selsmic complex attributes
The complex attributes were based on the quadrphase analysis. Those attributes are
listed below:

I nstantaneous phase: The phase displays are helpful for showing disooities,
faults, pinchouts, angularities, prograding beds, @ents with different dips that
interfere with each other.
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- Instantaneous frequency: Variations at pinchouts and the edges of hydtwmwar
water interface tend to change the instantaneeagiéncy.

Chapter 4 Results

The results are based on the seismic data progessihe 3D seismic survey Quad 21
1997/1998 (7006). This chapter presents the diftaresults for the seismic data processing
and the seismic interpretation discussed in thptena.

4.1 Seismic data processing

In the seismic processing part the expectatioa isdk at the improvement of the image after

the different poststack methods were performedealch method the results will be presented
with two figures: On the left the original raw stad data and on the right the processed data.

4.1.1 Predicted deconvolution (FX prediction)
The objective of this method was to attenuatiors@or he result below is presented with two
figures where the first one is the raw stacked (lafg and the second the processed one

(right).
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Figure: 3D stacked data before (left) and after FX prediction (right)

The unique observation is that the predicted degloion was quite successful in term of
noise attenuation. It has removed the ringy events.

4.1.2 FXY prediction
The objective of this step was also to attenuaigenia the 3D raw stacked data. The result is

presented below.

Figure 3D stacked data before (Ieft) and after FXY prediction (right)

4.1.3 Poststack clean-up FXY noise attenuation
The objective of this step was to perform a FXYdogon filtering by “cleaning” noise. The
result is shown below.

Figure 3D stacked data before (Ieft) and after poststack clean-up FXY noise attenuation
(right)

As can be seen this step was successful with rerbavaome problems occurred.
4.1.4 Linear noise attenuation
The objective of this step was to isolate lineasepextract linear noise, apply a band-pass

filter and remove noise without damaging the sigfhk result of this step is presented with
3D raw stacked data and the final output of Nogeaval with adaptive subtraction.

43



1 e e

i

NS BEE BEw Sl RoRE

Figure: 3D stacked data before (Ieft) and after linear noise attenuation.

4.1.5 Timevariant inverse Q Filtering

The objective of this step was to improve the sa&gesolution by deterministic time variant
inverse Q filtering. The result is shown below.

i
Mumg'm_w«umwm e
s S
i 3 i

ﬂ“,'g‘ i
WWIW

Figure: 3D stacked data before (Ieft) and after time variant inverse Q filtering

As can be seen the time-variant inverse Q filtegage a better resolution. It looks a bit ringy
but the image is much better than the original data

4.1.6 Timevariant spectrum balancing or whitening
The objective of doing this step wisboost the frequencies to obtain perfect resmuti
attenuate frequency and compensate it. The ressittawn below.
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As can be seen, the time variant spectrum balancing gave a better resolution. The processed image
looks better than the raw stacked data.
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Result summary:

The objectives of this seismic data processing weare good and each processed data is
clearer than the original. Vista showed once agahit is a very powerful tool to improve
image.

Results from the seismic inter pretation (from Petrel)

4.2.1 Visualization of the processed data
After the Vista seismic data processing has danwdtrk, Petrel seismic interpretation can
take over in order to:

- Check if the resolution was better in the procesid
- Estimate the noise attenuation

In this case, only two processed data will be preskhere, the FX prediction and the
poststack time variant inverse Q filtering. The @yinal stacked figure will on the left side
and the processed data on the right.

4.2.2 Visualization of the seismic attributes
4.2.2 Visualization of the seismic attributes

Three seismic attributes were done in Petrel aay #ne presented in the figures below. The
left figure is the seismic attribute and the righe the original data.
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Figure: RM S amplitude attribute (left) and original stacked data (right)

We see that the highlighted changes might be dtrelschanges in lithology or fluid content.
It could be the chalk reservoir.

The second one is the instantaneous phase anesisnped below.
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Figure: Instantaneous phase attribute (Ieft) and original stacked data (right)
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The third seismic attribute is the instantaneoagquency and the figures present it.
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Figure: Instantaneous frequency attribute (left) and original stacked data
(right).

4.2.2 Seismicinterpretation

This step presents an interpretation of the dataséthe objectives here were to enhance the
faults and the structural features. Some normalkdaand two horizons (Top and bottom
horizons) were interpreted.

The figure below shows the interpreted data waghidrmal faults and horizons.
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Figure: Normal faultsand horizonsinterpretation in the 3D stacked data.

Conclusion

3D seismic data and the use of both Vista seisiia grocessing and Petrel allowed
improving the quality of the data and interpretthg structural features.

By using Vista seismic data processing the objestiwhich were noise attenuation,
improvement of the seismic resolution were perfatnsiccessfully so that the
processed data could be visualized and interpietBétrel.

This type of post-stack data was acceptable facstral interpretation; however, for
the purposes of the extraction of seismic attributged in this study it was very
critical to ensure that the amplitude spectra vpeeserved at each stage of the data
processing.

However , the seismic attributes which were disedss the previous chapters gave
more
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