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Abstract 
 

Each year Myocardial Infarction affects millions of people worldwide. Approximately 66% of 

those experiencing a Myocardial Infarction survives, but are at a higher risk of heart related 

complications and another Infarction. Approximately 30% of post Myocardial Infarction 

Patients will experience two- or more Infarctions.  

 

A Myocardial Infarction causes damage to the heart muscles, which is later healed by forming 

a scar at the damaged area. Scarring on the heart impacts the hearts ability to pump blood 

around the body, how big of an impact depends on the scars size and localization.  

 

When cardiac magnetic resonance images are used to study the scar, general anatomical 

reference points can be used to define the scars size and/or localization in terms of the angular 

position. Two meaningful reference points, similar in all patients are the left ventricles center 

point and the point where the left- and right ventricle intersect.  

 

The reference points are often manually marked by a cardiologist. Since this is a time-

consuming work, it is desirable to automate this process. Detection of the left- and right 

ventricles center point has not yet been automated. The objective of this thesis is therefore to 

determine whether the intersection point can be automatically found with use of image 

processing, in terms of image segmentation and point features, in terms of texture and 

location. 

 

The system presented in this study showed promising results, with room for improvement. 

109 images, from 15 different patients, with various contrast resolutions, placement of the 

scar and eventual enlargement of the heart were tested.  

 

Results showed that 70% of the images where an intersection point was detected were 

classified as a satisfying result, while the average Euclidean distance between the 

automatically- and real intersection point was 10,46 pixels.  After an interpolation method 

was used to find the missing intersection points, the results were somewhat worsened to 67% 

and 11,13 pixels. 
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1 Introduction 
 

Each year Myocardial Infarction (MI) affects millions of people worldwide [1]. It occurs 

when the supply of oxygen to the heart is severely- or completely cut off causing damage to 

the myocardium, also known as the heart muscle. When the myocardium is damaged, it heals 

by forming a scar tissue. Since scarred tissue does not contract as well as healthy tissue, this 

will have an impact on the hearts ability to pump blood around the body [2]. 

 

A study conducted in Norway [3] in 2015, show that approximately 2/3 of those who 

experienced MI was still alive after 30 days. With proper treatment, many post-MI patients 

can live a full life without any further damage, but this group has a higher death rate and an 

increased risk of another infarction. Approximately 30% will experience two or more 

infarctions [1] [3]. Because of the severity and extent connected to MIs and their 

complications there have been conducted several studies on this field [4] [5] [6]. At the 

University of Stavanger, in cooperation with the Department of Cardiology at Stavanger 

University Hospital there has i.e. been conducted studies where late gadolinium enhanced 

cardiac magnetic resonance (LG-CMR) images of post-MI patients are used [7] [8]. 

 

To conduct studies where information about the scars localization and/or size is needed, the 

scar and healthy myocardium has to be marked. Also, to have meaningful reference points 

similar in all patients, the left ventricles heart center and the intersection point between the 

left and right ventricle need to be marked. Using the heart center and the intersection point 

makes comparison with the American Heart Association 17 segments model easy [9]. The 

segmentation and markings can be done manually by a cardiologist. Since manually mapping 

is a time-consuming task, it is desirable to automate this process. There has been proposed 

several successful methods for automatically segmentation of scar and healthy myocardium 

[10] [11] [12] and methods which automatically finds the center of the left ventricle [13].  

 

As of the authors knowledge there has not yet been presented a method which automatically 

detects the intersection point between the two ventricles. The objective of this thesis will be to 

check if it is possible to automatically detect the intersection point with use of image 

processing, features describing texture and location and classification. 

 

  
 

Figure 1.1  Healthy and scarred myocardium, with and without markings. Damaged myocardium marked 

blue and healthy myocardium marked red. 
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2 Background 
 
This chapter contains a presentation of the medical background information this thesis bases 

upon. First, a brief presentation of the heart, myocardial infarction (MI) and epidemiology of 

MIs in Norway is presented. Thereafter, the data used in this study is presented.  

 
2.1 Heart 
 
A heart consists of a total of four chambers – two superior atria and two inferior ventricles. 

The atria are separated by the interatrial septum, while the ventricles are separated by the 

interventricular septum. The atrium and ventricle are separated by internal valves, which 

opens and closes in response to differences in blood pressure and prevents blood flowing back 

from the ventricle to the atrium [15].   

 

 
 

Figure 2.1 Illustration of a human heart with its four chambers and internal valves. 

Illustration by Blausen.com [16], Distributed under a CC-BY 3.0 license.  

Modifications are done by the author of this thesis.  

 
The heart is the pump in the body’s circulation system, pumping oxygen-poor blood to the 

lungs, and oxygen-rich blood to the rest of the body [15]. 

 
2.2 Myocardium Infarction 
 

The heart wall consists of three layers, the outer epicardium, the myocardium, which is the 

contracting layer, and the inner endocardium. The myocardium is supplied with oxygen-rich 

blood from vessels known as the coronary arteries. If the supply of oxygen to parts of the 
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myocardium is interrupted, severely or completely cut off, and heart cells gets damaged or 

dies it is called myocardial infarction, commonly known as heart attack [15]. 

 

An interruption is often caused by blockage of one, or more, of the coronary arteries. Over 

time the coronary arteries can become narrower from buildups of plaques, such as fat and 

cholesterol. These buildups can cause an interruption of the flow of oxygenated blood to the 

heart. A plaque can also break loose in one of the arteries. When a plaque breaks loose a 

blood clot can form itself around it, causing a total blockage of blood flow to the heart [15] 

[2].  
 

 
 

Figure 2.2 Illustration showing a healthy artery (left) and a clogged artery (right). 

Illustration by Blausen.com [17]. Distributed under a CC-BY 3.0 license.  

Modifications are done by the author of this thesis. 

 
If the myocardium cells get damaged or dies, it will heal by forming a scar tissue in the area 

where the damage has been done. A scar on the myocardium will impact the hearts ability to 

pump blood around the body. How big of an impact the scar has, depends on the scars size 

and location, respectively the time between injury and treatment and which area that were 

affected by the blockage [2]. 

 
2.3 Epidemiology in Norway 
 

Since 2012 there has been published annual reports presenting data from the Norwegian 

Myocardial Infarction Register (NORMI). NORMI is a web-based medical quality register 

containing information about medical history, diagnostics, treatments and complications 

regarding patients hospitalized with MI. It is organized within the framework of the 

Norwegian Cardiovascular Disease Registry controlled by the Norwegian Institute of Public 

Health [18].  

 

In 2015 88% of all patients, with a Norwegian identification number, hospitalized and treated 

for MI was registered in NORMI1. This percentage is based on patients registered in NORMI 

against patients registered in the Norwegian Patient Registry [18]. 

 

                                                 
1 All patients in NORMI are registered with the ICD101-codes I21 or I22 as main- or bi diagnosis [18]. Code 

I21 and I22 respectively defines diagnosis connected to AMI and subsequent MI [21]. 
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In the 2015 annual report from NORMI, there were 13397 registered acute myocardial 

infarctions (AMI) for 12621 individual persons, meaning some persons experienced two or 

more AMIs. Almost 1/3 (32%) of the patients also had a medical history of previous MIs.  

 

In a study from 2015 [3], conducted on participants with an incident coronary heart disease 

event, the mortality rate due to MI was presented. Out of the 1845 cases considered in the 

study, the mortality rate within 28 days was approximately 1/3. Out of these deaths, 58% 

occurred as sudden deaths outside the hospital. 

 
2.4 Data Material   
 

The data material used in this study are collected from a data set of LG-CMR images 

provided by the Department of Cardiology at Stavanger University Hospital. The data set 

consist of images from 91 post-MI patients, from groups of both high- and low risk for 

cardiac arrhythmia. All images were obtained with a pixel size of 0.82 x 0.82 mm2, covering 

the whole ventricle with short-axis slices with thickness of 10 mm. The images were stored 

per the Digital Imaging and Communications in Medicine (DICOM) format with a 512 x 512 

pixel resolution. More information about the image capturing process can be found in [18]. 

 

 

   

   

   

(a) Stacked slices (b) All short-axis slices from one patient   
 

Figure 2.3 Cropped short-axis slices 

 

In this study the focus will be on the images taken minimum one year after the infarction, by 

then the swelling and scar have settled. Out of 91 patients, 6 patients lacked images taken one 

year after the infarction and were therefore discarded. To tell how well the proposed system 

works, it is necessary to have data to compare the automatic detected points with. Images 

without an intersection point marked by a cardiologist were therefore discarded from the data 

set as well. Out of the remaining 85 patients, 20 were removed due to lack of markings set by 

the cardiologist, leaving a data set of images from 60 patients.  
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2.4.1 Previous work on this data set  

 

The original data set contains LG-CMR images of the whole torso from the patients. There 

are several studies at the University of Stavanger that have taken this data set into use [7] 

[10]. The focus area for these studies, as well as the presented study, have been on the heart.  

 

At UiS, there have been developed functions which are used in this study. The first function 

used, organizes the sub-images from one patient in order from bottom to top, as is illustrated 

in Figure 2.3 The second function crops the original image, narrowing in the focus area, as 

illustrated in Figure 2.4. The last function automatically finds the left ventricles center point.  

 

 

 

 
 

(a) Original image (b) Cropped image 

 
Figure 2.4 Illustration of have the original image is cropped  
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3 Theory 
 

This chapter contains a presentation of the theoretical information used in the study. Bilateral 

filtering and Otsu’s method are first presented, morphological operations and contrast 

adjustment are then presented. Finally, performance measures and the used classifier are 

presented.  

 
3.1  Bilateral Filtering 
 

Bilateral filtering is a method proposed by C.Tomasi and R.Manduchi in 1998 [19]. The basic 

idea of bilateral filtering was to create a filter which averaged away noise within the smooth 

regions in an image without averaging across the edges. This way creating a filter which 

smooth the image, while still preserving the edges.  

 

The proposed filter is a filter which combines low-pass domain filtering with range filtering. 

Combining these filters enforces both geometric- and photometric locality. The filter applied 

to an image, I(x,y) produces an output image as follows: 
 

 𝐼𝐵𝐹(𝑥, 𝑦) = 

𝑘−1(𝑥, 𝑦)∫ ∫ 𝐼(𝑥𝑛, 𝑦𝑛) 𝑐((𝑥𝑛, 𝑦𝑛), (𝑥, 𝑦)) 𝑠(𝐼(𝑥𝑛, 𝑦𝑛), 𝐼(𝑥, 𝑦)) 𝑑(𝑥𝑛, 𝑦𝑛)
∞

−∞

∞

−∞

 
(3.1) 

 

where (x,y) is pixel coordinates, (xn, yn) a nearby point to (x,y), c((𝑥𝑛, 𝑦𝑛), (𝑥, 𝑦)) the 

geometric closeness between (x,y) and (xn, yn), 𝑠(𝐼(𝑥𝑛, 𝑦𝑛), 𝐼(𝑥, 𝑦)) the photometric 

similarity between the pixel at (x,y) and the pixel at (xn, yn)  and k(x,y) the normalization for 

the filter given by  
 

 
𝑘(𝑥, 𝑦) = ∫ ∫ 𝑐((𝑥𝑛, 𝑦𝑛), (𝑥, 𝑦)) 𝑠(𝐼(𝑥𝑛, 𝑦𝑛), 𝐼(𝑥, 𝑦)) 𝑑

∞

−∞

∞

−∞

(𝑥𝑛, 𝑦𝑛) (3.2) 

 

 

The low-pass domain filter, hd(x,y), the range filter, hr(x,y), and their respectively 

normalizations kd(x,y) and kr(x,y), can be defined as followed 
 

 ℎ𝑑(𝑥, 𝑦)

=  𝑘𝑑
−1(𝑥, 𝑦)∫ ∫ 𝐼(𝑥𝑛, 𝑦𝑛) 𝑐((𝑥𝑛, 𝑦𝑛), (𝑥, 𝑦)) 𝑑(𝑥𝑛, 𝑦𝑛)

∞

−∞

∞

−∞

 
(3.3) 

 

 
𝑘𝑑(𝑥, 𝑦) = ∫ ∫ 𝑐((𝑥𝑛, 𝑦𝑛), (𝑥, 𝑦)) 𝑑(𝑥𝑛, 𝑦𝑛)

∞

−∞

∞

−∞

 (3.4) 
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ℎ𝑟(𝑥, 𝑦) =  𝑘𝑟

−1(𝑥, 𝑦)∫ ∫  𝐼(𝑥𝑛, 𝑦𝑛)𝑠(𝐼(𝑥𝑛, 𝑦𝑛), 𝐼(𝑥, 𝑦)) 𝑑(𝑥𝑛 , 𝑦𝑛)
∞

−∞

∞

−∞

 (3.5) 

 

 
𝑘𝑟(𝒙, 𝒚) = ∫ ∫ 𝑠(𝐼(𝑥𝑛, 𝑦𝑛), 𝐼(𝑥, 𝑦)) 𝑑(𝑥𝑛 , 𝑦𝑛)

∞

−∞

∞

−∞

 (3.6) 

 

 

The filter takes the pixel value at x and replaces it with an average of nearby and similar pixel 

values. If the filter is centered in a smooth region, where the pixel values in the neighborhood 

are similar to each other, the normalized similarity function will be close to one and the filter 

will essentially act as a pure domain filter. In smooth regions, the filter averages away the 

small correlated differences between the pixel values which is caused by noise.  

 

If the filter is centered on either side of a sharp boundary, the similarity function will assume 

that values close to one, for center on bright side, as pixel on the same side and values close to 

zero as pixels on the different side and vice versa for center on dark side. The filter then 

ignores the pixels on the wrong side, and replaces the pixel at the center by an average of 

close pixels on the same side.  

 

The closeness function, 𝑐((𝑥𝑛, 𝑦𝑛), (𝑥, 𝑦)), and the similarity function, 𝑠(𝐼(𝑥𝑛, 𝑦𝑛), 𝐼(𝑥, 𝑦)), 

are Gaussian functions of the Euclidean distance between their arguments and can be defined  
 

 
𝑐((𝑥𝑛, 𝑦𝑛), (𝑥, 𝑦)) =  𝑒

−
1
2(

𝑑((𝑥𝑛,𝑦𝑛)( 𝑥,𝑦))
𝜎𝑑

)
2

 
(3.7) 

 

 𝑑((𝑥𝑛, 𝑦𝑛)( 𝑥, 𝑦)) =  𝑑((𝑥𝑛, 𝑦𝑛) − ( 𝑥, 𝑦)) =  ‖((𝑥𝑛, 𝑦𝑛) − ( 𝑥, 𝑦)‖ (3.8) 
 

 

𝑠(𝐼(𝑥𝑛, 𝑦𝑛), 𝐼(𝑥, 𝑦)) =  𝑒
−

1
2(

𝛿(𝐼(𝑥𝑛 ,𝑦𝑛),𝐼(𝑥,𝑦))
𝜎𝑟

)

2

 
(3.9) 

 

 𝛿(𝐼(𝑥𝑛 , 𝑦𝑛), 𝐼(𝑥, 𝑦)) =  𝛿(𝐼(𝑥𝑛, 𝑦𝑛) −  𝐼(𝑥, 𝑦)) =  ‖𝐼(𝑥𝑛 , 𝑦𝑛) −  𝐼(𝑥, 𝑦)‖ (3.10) 

 

 

The amount of low-pass filtering is chosen based on the geometric spread, 𝜎𝑑. Larger 𝜎𝑑 

combines pixel values from more remote image locations and blurs the image more.  

The photometric spread, 𝜎𝑟, loosely speaking, chooses the amount of pixels which is mixed 

together. If the difference in pixel values are smaller than 𝜎𝑟 the pixels are mixed together, if 

not, the pixels are not mixed together. The higher 𝜎𝑟, the more pixels are mixed together.  
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Figure 3.1 Bilateral filtering on grayscale image, R = 0,1,  D = 1 

Image source: MATLAB test images  

 

3.2 Otsu’s Method 
 

A simple approach to image segmentation is to choose suitable thresholds which can be used 

to divide the image into distinct regions. I.e. separating objects from the background. A 

renowned method for threshold selection is Otsu’s method [20]. Otsu’s method is a simple 

procedure which automatically selects one or several optimal thresholds.  

 

 
 

Figure 3.2 Otsu’s method used to segment a grayscale image. 

Image source: MATLAB test images 

 

Given an image where the pixels are represented by L gray levels with a normalized gray-

level histogram p. The pixels are divided into two classes by a threshold at level k, where the 

probability of the two classes are given by  

 
 

𝑤0 = ∑𝑝𝑖 

𝑘

𝑖=1

,          𝑤1 = ∑ 𝑝𝑖  

𝐿

𝑖=𝑘+1

 (3.11) 

 
where pi denotes bin i in the normalized histogram p. The two class mean levels and the total 

mean level are respectively given by  



 10 

 
 

𝜇0 =  ∑ 𝑖
𝑝𝑖

𝑤0

𝑘

𝑖=1

 ,         𝜇1 = ∑ 𝑖
𝑝𝑖

𝑤1

𝐿

𝑖=𝑘+1

  ,         𝜇𝑇 = ∑𝑖𝑝𝑖

𝐿

𝑖=1

  (3.12) 

 
and the variance for the two class levels are given by  

 
 

𝜎0
2 = ∑(𝑖 − 𝜇0)

2
𝑝𝑖

𝑤0

𝑘

𝑖=1

 , 𝜎1
2 = ∑ (𝑖 − 𝜇1)

2
𝑝𝑖

𝑤1

𝐿

𝑖=𝑘+1

  (3.13) 

 
When the class means, class variances and total mean and variance are given, the method 

calculates the within-class variance level  

 
 𝜎𝐵

2 = 𝑤𝑜(𝜇0 − 𝜇𝑇)2 + 𝑤1(𝜇1 − 𝜇𝑇)2 

  =  𝑤0𝑤1(𝜇1 − 𝜇0)
2                        

(3.14) 

 
To find the optimal threshold value k*, the method calculates 𝜎𝐵

2 for each threshold k finding 

which threshold giving the maximum 𝜎𝐵
2. The threshold k giving the maximum 𝜎𝐵

2 is chosen 

as the optimal threshold value. 

 
3.3 Morphological operations 
 

In image processing, working with binary or grayscale images, mathematical morphology has 

proven to provide successful- and useful tools. Morphological operations provide algorithms 

that can be used to identify and extract image components of interest. The basic principle is to 

extract topological and geometrical information from an image, using transformations 

inputting the image and a well-defined structuring element (SE) [21].  

 
Structuring Element 

 

The basic idea is to probe an image with a SE checking how well the SE fits within an image. 

A SE is often represented by a matrix, containing binary valued pixels, and can have any 

shape and size, depending on its use. The SE has a great impact when applying the 

morphological operator to the image, so defining the size and shape is a crucial step. Defining 

the wrong shape or size may result in loss of structural information regarding the image. [21] 

[22] [23].  
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a) Square b) Cross c) Diamond 

 

Figure 3.3 Example shapes for structuring elements 

 
Erosion and dilation 

 

Every morphological operation can be defined in terms of two morphological operators, 

erosion and dilation. The erosion- and dilation operation on image A by a SE B can 

respectively be defined as 

 
 𝐼𝑒𝑟𝑜𝑑𝑒𝑑 =  𝐼 ⊝ 𝐵 (3.15) 

 

 𝐼𝑑𝑖𝑙𝑎𝑡𝑒𝑑 = 𝐼 ⨁ 𝐵  (3.16) 

 

Erosion is an operation designed to thin-, while dilation is an operation designed to thicken 

the objects in the image. The SEs size and shape controls the extent and direction of the 

thinning and thickening. For both erosion and dilation, the SE slides over the image placing 

its center pixel over each for- or background pixel whichever is desired. The size of the SE 

defines which neighborhood pixels to be looked at.  

 

For erosion, only pixels where the SEs origin can be placed and the shape of the SE is fully 

contained within the corresponding neighborhood pixels is kept. These kept pixels make out 

the eroded image. For dilation, the SEs origin is also placed over all the chosen object pixels, 

but here all neighborhood pixels that are covered by the shape of the SE is set as an object 

pixel making out the dilated image [24].  

 

 

⊝ 

 

= 

 
(a) Original image  (b) SE  (c) Eroded image 

 

Figure 3.4 Morphological erosion 
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⊕ 

 

= 

 
(a) Original image  (b) SE  (c) Dilated image 

 

Figure 3.5 Morphological dilation 

 
Opening and closing  

 

Two other morphological operations that plays a key role in the processing of an image are 

opening and closing. Opening and closing are dual to each other and are defined with use of 

erosion and dilation. The equations for opening and closing can respectively be expressed as 

followed 

 
 𝐼𝑜𝑝𝑒𝑛 =  𝐼 ∘ 𝐵 = (𝐼 ⊝ 𝐵) ⨁  𝐵 (3.17) 

 

 𝐼𝑐𝑙𝑜𝑠𝑒 = 𝐼 • 𝐵 = (𝐼 ⨁ 𝐵) ⊝ 𝐵 (3.18) 

 
where I is the image, and B the SE. 

 

 
(a) Original image (b) Erosion of original image (c) Dilation of eroded image 

 

Figure 3.6 Morphological opening.  

Illustration by Robotyczna Owca, Distributed under CC0 
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(a) Original image (b) Dilation of original image (c) Erosion of dilated image 

 
Figure 3.7 Morphological closing. 

 Illustration by Robotyczna Owca, Distributed under CC0 

 

The use of opening and closing, results in images replicating the original images in a finer 

manner than using only erosion and dilation. Opening smooths the boundary and removes 

objects which are smaller than the SE from the foreground, setting them as background. 

Closing sets small regions of background into foreground, closing small holes which may 

occur in the object [23] [24].  

 
Top-Hat Transformation 

 

There are two types of top-hat transforms, open top-hat transform and, its complementary, 

closed top-hat transform. The focus for this chapter will be the open top-hat transform, since 

this is the operator used in the proposed system.  

 

Open top-hat transform is defined as the difference between the original image, I, and the 

morphologically opened image, Iopen  

 
 𝐼𝑇𝑜𝑝𝐻𝑎𝑡  =   𝐼 − 𝐼𝑜𝑝𝑒𝑛  =   𝐼 − (𝐼 ∘ 𝐵)   

 
The transformation can efficiently be used to find small clusters of dark pixels surrounded by 

a bright background or white pixels surrounded by a dark background. It can also be a useful 

tool to correct uneven illumination in an image, and in images with little noise it can be used 

to find edges [23]. 
 

  
 

Figure 3.8 Image illustration Top-Hat transformation with use of a disk-shaped SE. 

Image Source: MATLAB test images 
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3.4 Classifier 
 

Using data-sets where the classes are imbalanced tend to be challenging when the data is used 

to train a classifier. Traditional classification algorithms tend to create models where the 

overrepresented class is favored. Since the class of interest often is the underrepresented class, 

such a model would be ineffective for this class [25]. 

Several methods have been proposed to ease the problem of class imbalance. In this section 

two of these techniques are presented, data sampling and boosting [26]. 

 
Data Sampling 

 

Data sampling is one method which can be used to overcome the problem of unbalanced 

classes. Data sampling oversamples the minor class by adding examples or undersamples the 

major class by removing examples.  

 

Random Undersampling 

A simple method for undersampling is random undersampling (RUS). RUS reduces the 

examples available in the major class by randomly removing examples in the training-set [27] 

The benefits of using RUS is that the required time needed to train the classifier is reduced. 

However, removing examples also results in loss of information.  

 

Random Oversampling 

A simple method for oversampling is random oversampling (ROS). ROS increases the class 

ratio of the minor class by duplicating the class’ examples. The benefits of using ROS is that 

no information is lost due to the duplication of already existing examples. However, this can 

also lead to overfitting [28] 

 
Synthetic Minority Oversampling Technique 

Synthetic Minority Oversampling Technique (SMOTE) is another oversampling method 

which adds minority examples by extrapolation instead of duplication of pre-existing 

examples [29].  

 

Boosting 

 

Boosting is technique which also can be used to overcome the problem of unbalanced classes. 

Boosting is a technique which tries to boost the performance of any weak classifier. A well-

known boosting algorithm is adaptive boosting.  

 

Adaptive Boosting 

Adaptive boosting (ADABoost) iteratively builds an ensemble of models. For each iterations 

ADABoost updates weights related to the examples. The weights are updated with the 

intention of classifying examples which were classified incorrectly in the current iteration 

correctly. When all iterations are completed, a weighted model are constructed and used to 

classify new unlabeled examples [30] 

 
3.4.1 RUSBoost classifier   

 

RUSBoost was presented by Seiffert et al. in 2008 [25] It is a hybrid approach which uses 

ADABoost and RUS to alleviate class imbalance. The algorithm is based on SMOTEBoost’s 
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algorithm [31] which uses ADABoost in combination with SMOTE to improve the 

classification performance by balancing the class distribution. In difference from 

SMOTEBoost, RUSBoost improves the classification performance with use of RUS to 

balance the class distribution, making the algorithm both simpler and faster due to its reduce 

amount of data. The main drawback of using RUS is loss of information. By combining RUS 

with boosting, this drawback is greatly overcome as examples absent in one iteration of 

boosting is likely to be included in other iterations [25].  An overview of the RUSBoost 

algorithm can be seen in Algorithm 1.  

 

 

Algorithm 1 RUSBoost classifier  [25] 

Given: 

Set S of examples (x1, y1), …, (xm, ym) with minority class yr  Y, |Y| = 2  

Weak Learner, WeakLearn 

Number of iterations, T 

Desired percentage of total instances to be represented by the minority class, N 

1 Initialize D1(i) = 
1

𝑚
  for all i 

2 Do for t = 1,2, …, T 

a  Create temporary training dataset St with distribution Dt  using random    

          undersampling 

   b  Call WeakLearn, providing it with examples St and their weights Dt. 

   c  Get back a hypothesis ht : X x Y  [0, 1]. 

   d  Calculate the pseudo-loss (for S  and Dt) :  

        𝜖𝑡 = ∑ 𝐷𝑡(𝑖)(1 − ℎ𝑡(𝑥𝑖 , 𝑦𝑖) + ℎ𝑡(𝑥𝑖 , 𝑦))(𝑖,𝑦):𝑦𝑖 ≠𝑦
 

   e  Calculate the weight update parameter: 

        𝛼𝑡 =  
𝜖𝑡

1−𝜖𝑡 
 

   f  Update Dt : 

        𝐷𝑡+1(𝑖) =  𝐷𝑡(𝑖)𝛼𝑡

1

2
(1+ℎ𝑡(𝑥𝑖 ,𝑦𝑖)−ℎ𝑡(𝑥𝑖 ,𝑦: 𝑦≠𝑦𝑖))

 

   g  Normalize Dt+1 : Let 𝑍𝑡 = ∑ 𝐷𝑡+1(𝑖)𝑖  

        𝐷𝑡+1(𝑖) =  
𝐷𝑡+1(𝑖)

𝑍𝑡 
 

3 Output the final hypothesis: 

    𝐻(𝑥) =  argmax
𝑦  Y

∑ ℎ𝑡(𝑥, 𝑦)𝑙𝑜𝑔
1

𝛼𝑡

𝑇
𝑡=1 . 
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4 Methods 
 

In this chapter, each implemented method is presented in detail. First, the pre-processing and 

quantization methods are presented. Thereafter, the point detection methods, followed by the 

feature extraction method are presented. Last, the classification and detection of intersection 

point methods are presented.  

 

An overview of the devised system is shown in Figure 4.1. 

 

 
 

Figure 4.1 Overview of devised system 
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4.1 Normalization 
 

Data-material used in the proposed system consist of grayscale images from several patients. 

Due to variations in grayscale-range for each patient, a range normalization is done. A 

normalization gives consistency in the images. First, the images are normalized to a [0 255] 

range before they are cropped using the following equation 

 

 𝐼𝑁(𝑖) =  
𝐼𝑂(𝑖)

max (𝐼𝑂)
∗ 255 

(4.1) 

 
IN(i) and IO(i) represents the normalized and original sub-image i, while IO represent all original 

sub-images from one patient. Each pixel in the sub-image are divided by the maximum pixel 

value for all sub-images before it is multiplied with 255.   

 
After the images are cropped each sub-image goes through one more normalization that 

changes the grayscale range from [0 255] to [0 1] by dividing each pixel by 255. This 

normalization makes it possible to work with the images as double floating-point matrices.  

 
4.2 Preprocessing  
 

This section describes the pre-processing block in Figure 4.1 Two pre-processing methods are 

presented.  

 
4.2.1 P.M 1: Bilateral filtering 

 

The images provided by the data-set contains noise. To smooth the image and remove noise, a 

Bilateral filter is applied. This filter smooths the image, with minimal loss of the images’ 

shapes and contrasts.   

 

The filter is implemented based on the theory proposed by C.Tomasi and R.Manduchi [19] in 

1998, section 3.1. 

 

  
                           (a) Original image          (b) Bilateral filtered image 

 

Figure 4.2 Images illustration the effect of bilateral filtering. 
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4.2.2 P.M 2: Top Hat filtering and contrast adjustment 

 

In some of the sub-images, the contrast between the ventricles (further referred to as objects) 

and the background are not that distinct. Low contrast differences might cause the background 

to be interpreted as objects or the objects to be interpreted as background. When the images 

are further processed in the upcoming methods, this might cause the objects to be merged into 

the background, or vice versa, resulting in poor placement- or no detection of the intersection 

point.  

 

To overcome this problem, a second preprocessing is done on the image. First, the bilateral 

filtered image is Top-Hat filtered with a suitable disk-shaped2 SE to remove uneven 

background illumination, as described in section 3.3. Thereafter, the Top-Hat filtered image is 

contrast adjusted to highlight the objects.  

 

Contrast adjustment is done by setting the bottom and top 1% of all the images’ pixel values 

to 0 and 1, before the intensities are stretched to fill the [0, 1] range. Stretching of the images’ 

intensities is done using equation (4.2). 
 

 
𝑰𝐶𝐴 = (𝑰𝑻𝑯 − min (𝑰𝑻𝑯)) =  

max(𝑰𝐶𝐴) −  min (𝑰𝐶𝐴)

max (𝑰𝑻𝑯) −  min  (𝑰𝑻𝑯)
+ min (𝑰𝐶𝐴) (4.2) 

 

 
ICA represents the contrast adjusted image and ITH represents the Top-Hat filtered image.  

 

   
(a) Bilateral filtered image (b) Top-Hat filtered image (c) Contrast adjusted image 

 

Figure 4.3 Top-Hat filtering and contrast adjustment of the image  

 

 
                                                 
2 A disk-shaped SE is chosen because the objects of interest are mainly of circular and/or 
elliptical shapes. 
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4.3 Quantization 
 

This section presents the different steps used in the quantizing block in Figure 4.1. 

 

To extract information using structure and contrast, without loss of valuable information, the 

filtered image is quantized two times. Method Q.M1 is used for the image pre-processed by 

both P.M1 and P.M2. Method Q.M2 is used for the image only pre-processed by P.M1.  

 
4.3.1 Q.M1: Quantization after pre-processing by P.M1 and P.M2 

 

After the image has been preprocessed, two thresholds are automatically chosen using Otsu’s 

method, as described in section 3.2. The image is thereafter quantized into an image with 

three discrete levels using the thresholds and the following criteria 

 
𝐼𝑓:  𝐼𝐹(𝑥, 𝑦)     ≤ 𝒕(1)        𝑡ℎ𝑒𝑛:    𝐼𝐿(𝑥, 𝑦)  =  1 

(4.3) 𝐼𝑓:    𝒕(𝑛 − 1)  < 𝐼𝐹(𝑥, 𝑦)     ≤ 𝒕(𝑛)        𝑡ℎ𝑒𝑛:    𝐼𝐿(𝑥, 𝑦)  = 𝑛        
𝐼𝑓:  𝐼𝐹(𝑥, 𝑦)     > 𝒕(𝑛)        𝑡ℎ𝑒𝑛:    𝐼𝐿(𝑥, 𝑦)  =  𝑇 + 1 

 

where t is the threshold-vector, T the total number of thresholds, IF the filtered image and IL 

the levelled image. 

 

The pixels in the levelled image are now indexed 1, 2 or 3, where pixels indexed 1 makes up 

the background layer while pixels indexed 3 makes up the object layer. Using the index 

values, the layers are split into three binary images. Splitting is done by setting all pixels with 

chosen index value to 1, the rest to 0. The process is repeated for all indexes.  

 

Each of the three binary images goes through a process which morphologically opens the 

image, setting small objects as background, then closes it, filling in small dark holes. The 

quantization- and splitting process for method 1 can be seen in Figure 4.4. 
 

  
                                                Preprocessed image          Levelled image 

 

   
             IB11: Level 1 binary image IB12: Level 2 binary image IB13: Level 3 binary image 

 

Figure 4.4 Levelled image and its associating binary images. 
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4.3.2 Q.M2: Quantization after pre-processing by only P.M1 

 

Unlike Q.M1, Q.M2 uses the bilateral filtered image without any further preprocessing. It also 

chooses three thresholds, instead of two, giving an image with four discrete levels. The 

quantization is done according to the criteria presented in equation (4.3). 

 

The pixels in the levelled image are now indexed 1, 2, 3 and 4, where pixels indexed 1 makes 

up the background layer and pixels indexed 4 makes up the object layer. The different levels 

can be seen by the different gray-tones in Figure 4.4 and Figure 4.5. Like the first method, the 

index values are used to split the image into binary images by setting all pixels with a chosen 

index value to 1 and the rest to 0. Repeating this process for all index values results in four 

binary images which is then morphologically opened and closed. The quantization - and 

splitting process for method 2 can be seen in Figure 4.5. 

 

  
                                              Preprocessed image          4-levelled image 

 

    
IB21: Level 1 binary image IB22: Level 2 binary image IB23: Level 3 binary image IB24: Level 4 binary image 

 

 Figure 4.5 Levelled image and its associating binary images. 

 
4.4 Point detection 
 

This section presents the Point Detection block in Figure 4.1 

 

In this section IB_j represents the binary images produces by Q.M1 and Q.M2, where j 

indicates the different binary images and (x,y) represents the pixel position. IB_j contains one- 

or several objects. An object is defined as a neighborhood of pixels with value 1 (white 

pixels) surrounded by pixels with value 0 (black pixels). 
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Figure 4.6 Binary image, IB_jk, with two objects. 

 

In total, the quantization processes produce seven binary images. Binary images containing 

little- to none objective information are of no further interest. The two first images from 

Q.M1 and Q.M2 (IB11, IB12, IB21, IB22) are therefore removed since these contains mostly 

background information. Each of the remaining binary images (IB13, IB23, IB24) goes through 

two separate point-detector methods, PD.M1 and PD.M2.  

 

PD.M1 uses simple addition and finding operations, and PD.M2 looks for equalities between 

the image and an adaptive binary mask.  

 
4.4.1 PD.M1: Point detection using simple addition and find operations  

 

PD.M1 uses simple operations, as addition and find, to detect points. It looks separately at 

each object in IB_j. For each object the method performs two operations, OP1 and OP2, 

resulting in two potential intersection points.  

 

For every object in IB_j, OP1 searches through the objects pixels, finding the pixel where the 

added x- and y-coordinate value is the highest. The process is described in equation (4.4).  
 

 (𝒙𝑚𝑎𝑥, 𝒚𝑚𝑎𝑥) =  𝑎𝑟𝑔𝑚𝑎𝑥{𝑥 + 𝑦, 𝑜𝑏𝑗𝑒𝑐𝑡(𝑥, 𝑦)} (4.4) 

 

 

If several pixels are found, the potential intersection point, (xpIS, ypIS), is chosen based on the 

pixel with the highest y-value. If only one pixel is found (xpIS, ypIS) = (xmax, ymax).  

 

An overview of OP1 can be seen in Algorithm 4.1. 
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Algorithm 4.1: Point detection using PD.M1, OP1 

for IB_j do 

for all objects do 

  (𝑥𝑚𝑎𝑥, 𝑦𝑚𝑎𝑥) =  𝑎𝑟𝑔𝑚𝑎𝑥{𝑥 + 𝑦, 𝑜𝑏𝑗𝑒𝑐𝑡(𝑥, 𝑦)}  

        if (𝒙𝑚𝑎𝑥, 𝒚𝑚𝑎𝑥)  contains more than one point then  

   (𝑥𝑝𝐼𝑆 , 𝑦𝑝𝐼𝑆) =  𝑚𝑎𝑥{𝑦𝑚𝑎𝑥, (𝒙𝑚𝑎𝑥 , 𝒚𝑚𝑎𝑥)}   

else 

   (𝑥𝑝𝐼𝑆 , 𝑦𝑝𝐼𝑆) =  (𝑥𝑚𝑎𝑥 , 𝑦𝑚𝑎𝑥) 

       end 

 end 

end 

 
The second operation ignores all object pixels that lays above the left ventricles center point, 

creating an array containing only object pixels laying below the center point. The operation 

then searches the new array for the highest x-coordinate. The pixel with the highest x-

coordinate is then added and stored as a potential intersection point. If there are several 

coordinates with the same x-value, the operation chooses the coordinate with the lowest y-

value. An overview of the method can be seen in Algorithm 4.2. 

 
Algorithm 4.2: Point detection using highest x-coordinate 

for IB_j do 

for all objects do 

for all pixels in object do 

   if ypixel < ycenter 

    Add point to array 

    end 

end  

Find pixel with largest x-value in array.  

if pixel with largest x-value > 1 then 

Mark pixel with lowest y-value as potential intersection point 

  else 

   Mark pixel as potential intersection point. 

  end 

 end 

end 

 
4.4.2 PD.M2: Adaptive masking 

 

Method 2 looks separately at each binary image using an adaptive binary mask which run 

through the image. For each step in the run-through the method checks if there are equalities 

between the adaptive mask and the sectional area. If the mask fits the sectional area perfectly, 

the left middle pixel in the sectional area are added and stored as a potential intersection 

point. An overview of the method can be seen in Algorithm 4.3. 
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Algorithm 4.3: Point detection using an adaptive mask 

for chosen binary images do 

 create mask 

 for whole image do 

run mask through each section of image 

if mask fits section do 

   Mark middle left pixel in section as potential intersection point 

end  

 end 

expand mask 

end 

 
4.4.3 Point reduction and manual classification of training-data 

 

As a consequence of detecting points in the whole image, a majority of the detected points are 

not suitable as an intersection point. To reduce the inequality between suitable- and not 

suitable points, an algorithm is devised. The algorithm excludes points laying above the left 

ventricles center point, or within a radius, r, from the image wall.  

 

This solution can be used since all the images are taken on equal premises where the left 

ventricle is located to the right for the right ventricle and the intersection point is in the lower 

intersection between the left and right ventricle.   

 

  
(a) All detected points (b) Points left after reduction 

 

Figure 4.7 Detected points before and after point reduction 

 

4.5 Feature extraction 
 

This section presents the different steps used in the Feature Extraction block in Figure 4.1. 

 

For each potential intersection point, features describing the points intensity, its position and 

the neighboring area are extracted.  
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4.5.1 Intensity and position 

 

Features describing the intensity and position are introduced because of previous knowledge 

of the intersection points placement. The features extracted regarding the points position and 

intensity are: 

• Position 

o The points’ pixel coordinates: (xp, yp). 

o The Euclidean distance, d, between the point, (xp, yp) and the associated 

center-coordinate (xc, yc), found using the following equation. 
 

𝑑 = √(𝑥𝑝 − 𝑥𝑐)2 + (𝑦𝑝 − 𝑦𝑐)2  (4.5) 

 

 

o The angle, , between the point, (xp, yp), the center-coordinate, (xc, yc), and 

the point located at the left image wall, (xw, yw), positioned at the same y-axis 

as the center-coordinate. The angle is found using the following equation 
 

 =  cos−1 (
𝑎2 + 𝑑2 − 𝑏2

2𝑎𝑑
) (4.6) 

 

     where  

      

𝑎 = √(𝑥𝑤 − 𝑥𝑐)2 + (𝑦𝑤𝑝 − 𝑦𝑐)2  

and 

𝑏 =  √(𝑥𝑝 − 𝑥𝑤)2 + (𝑦𝑝 − 𝑦𝑤)2  

 

 

• Intensity 

o The pixels’ intensity value, g, in IBF(x, y), where g = IBF(xp, yp). 

 

  

Figure 4.8 Images illustrating the extraction of position- and intensity features 

[xp ,yp] 

IBF(xp , yp) 

d 
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4.5.2 Neighboring area 

 

Features extracted using the neighboring area is found using the percentage of dark pixels and 

how the pixel intensities are distributed row-wise.  

 

• The percentage of dark pixels, p, is found by looking at the number of pixels, nP, with 

an intensity lower than gL compared to the overall number of pixels, NT, in the 

neighborhood. p is found using the following equation 
 

𝑝 =  
𝑛𝑃

𝑁𝑇
  (4.7) 

 

 

  

 

Figure 4.9 Percentage of dark pixels (marked with black circles) 

 

• Afterwards, all pixel intensities in each row are summarized using equation (4.8). 
 

𝑽(𝑟𝑦) =  ∑ 𝐼𝐵𝐹(𝑟𝑥, 𝑟𝑦)
𝑟𝐿

𝑟𝑥=1
 (4.8) 

 

 

The maximum value, vmax, in V is then found before the local minima, vmin1 and 

vmin2, on both side of the maximum are found, as shown in equation (4.9). The 

absolute difference, h, between the two local minima is calculated and used as a 

neighboring feature. 
 

𝑣𝑚𝑎𝑥 = max(𝑽)                                
 

𝑣𝑚𝑖𝑛1 = min(𝑽(1: 𝑣𝑚𝑎𝑥 + 1))        
 

𝑣𝑚𝑖𝑛2 = min(𝑽(𝑣𝑚𝑎𝑥 + 1 ∶ 𝑒𝑛𝑑)) 

(4.9) 

    

ℎ =  |𝑣𝑚𝑖𝑛1 − 𝑣𝑚𝑖𝑛2 |       (4.10) 

 

 

p 
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Figure 4.10 Difference between the two local minima (red points)  

 
Combining the position-, intensity- and neighboring features results in a seven-feature vector, 

shown in equation (4.11). 
 

 

𝒇 = 

[
 
 
 
 
 
 
 

   

𝒙𝑝
𝑇

𝒚𝑝
𝑇

𝒅𝑇

∠𝑇

𝒈𝑇

𝒑𝑇

𝒉𝑇

   

]
 
 
 
 
 
 
 

 
(4.11) 

 
4.6 Classification 
 

This section presents the Classification block in Figure 4.1. 

 

The classifier implemented in the proposed system is a RUSBoosted classifier. The classifier 

is trained using features extracted from points found from a dedicated training-set, as well as 

the points desired output response.  

 

The desired output response is one of three classes: 

1. Point laying within a Euclidean distance of r pixels from the actual intersection point, 

2. Point laying on or within the left ventricles myocardium3,  

3. Point belonging to either of the previous classes.  

 

Points labelled as class 1 are of further interest since these points are close to the actual 

intersection point. The class boundaries are shown in Figure 4.11. In the figure, the actual 

intersection point is marked red, the left ventricles center point is marked blue, class boundary 

for class 2 are marked cyan while the magenta circle shows the boundary for class 1.   

 

                                                 
3 If a point lays in both class 1 and class 2, the point is classified as class 1. 

h 
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Afterwards, the trained classifier is used to predict the class for each point found from a 

dedicated testing-set. 

 

 

 
 

Figure 4.11 Image showing the boundaries for class 1 (magenta) and class 2 (cyan). 

 
4.6.1 Feature standardization 

 

Since the features extracted from each point uses different range of values, standardization of 

features is implemented in the classifier. Before training the classifier, each feature is 

standardized to have a normal distribution with the parameters N = 0 and N = 1, where N is 

the standardized feature mean and N is the standardized standard deviation. The 

standardization is done using the following equation 
 

 
𝒇𝑠,𝑖 = 

𝒇𝑡,𝑖 −  𝜇(𝒇𝑡𝑟,𝑖)

𝜎(𝒇𝑡𝑟,𝑖)
 (4.12) 

 

 

where fs,i is the standardized feature i, ft,i is the feature i from the dataset to be standardized, 

ftr,i is the feature i from the training-set and  and  is the associating mean and standard 

deviation.  

 

Features extracted from the test-set are also standardized, before testing, using the same 

equation, but instead of calculating new mean and standard deviations for the features, the 

same  and  parameters found for the training-set are used.  
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4.7 Decision of intersection point  
 

This section describes the deciding block in Figure 4.1 

 

The classifier might find several- or no points that might be potential intersection points. To 

decide the exact intersection point in cases where several points have been found, two 

decision methods, D.M1 and D.M2 is implemented in the system.  

 

D.M1 detects an intersection points, while D.M2 alters the position of the detected 

intersection point. For cases where no points have been detected, an interpolation method, 

D.M3, finding the missing intersection points have been implemented.  

 
4.7.1 D.M1: Find intersection point 

 

D.M1 uses the detected points placement in regards to the center point to narrow all points in 

to one specific intersection point. The features taken into account are the points angle, , and 

Euclidean distance, d, as extracted in section 4.5 

 

An overview of the method can be seen in Algorithm 4.4, where: 

(xA, yA) are the points left after removal of points due to angle size 

(xD, yD) are the points left after removal of points due to distance size  

 

dA are the mean distance found by the following equation, where n is the number of points 
 

 
𝑑𝐴 =  

∑ 𝑑𝑛𝑖
𝑛
𝑛𝑖=1

𝑛
 (4.13) 

 

(xM1, yM1) is the median point found using the following equation for either odd or even 

number of points. 
 

Odd: 𝑥𝑀1 = (
𝑛 + 1

2
)

𝑡ℎ

𝑥𝐷 𝑦𝑀1 = (
𝑛 + 1

2
)

𝑡ℎ

𝑦𝐷 

 
(4.14) 

Even: 𝑥𝑀1 = 
(
𝑛
2)

𝑡ℎ
𝑥𝐷 + (

𝑛
2 + 1)

𝑡ℎ
𝑥𝐷

2
 𝑦𝑀1 = 

(
𝑛
2)

𝑡ℎ
𝑦𝐷 + (

𝑛
2 + 1)

𝑡ℎ
𝑦𝐷

2
 

 

Algorithm 4.4 Detection of intersection point 

Part 1 

for all (xp, yp) do 
 

  if   < 90 do 

   (xA, yA) = (xp, yp) 

  end 

end 

if (xA, yA) is empty do 

  (xA, yA) = (xp, yp) 

end 
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Part 2 

 

dA, = mean((xA, yA)) 

 

for all (xA, yA) do  

  if dA - rd < d < dA + rd do 

   (xD, yD) = (xA, yA) 

  end 

end 

if (xD, yD) is empty do 

  (xD, yD)  = (xA, yA)  

end 

 

 (xM1, yM1) = median((xD, yD))  

 

 

 

4.7.2 D.M2 Alteration of detected intersection point 

 

When all possible intersection points are calculated, the method alters the intersection points 

placement using Algorithm 4.5. In the algorithm (xIS, yIS) is the intersection point after 

alteration, rx number of pixel to move and gL a specific grayscale intensity.  
 

Algorithm 4.5 Alteration of intersection point 

 

(xIS, yIS) = (xM1, yM1) 
 

for i := 1 to rx do 
 

  if IBF (xM1 + rx, yM1)  <  gL do 
 

   (xIS, yIS) = (xM1 + rx - 1, yM1)   
  

   return (xIS, yIS) 

end 

end 

 

 
4.7.3 D.M3 Find missing intersection point  

 

In some cases, no points are detected as potential intersection points. D.3 is implemented to 

find these missing intersection points. The missing intersection points are found using the 

detected intersection points in the nearby sub-images.  

 

An overview of the method can be seen in Algorithm 4.6, where (xIS, yIS)(i) represents the 

missing intersection point in sub-image i and (i+n) represents the next sub-image after sub-

image (i  1) containing an intersection point.  
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Algorithm 4.6 Detection of missing intersection points 

for all missing (xIS, yIS)(i) do  
   

  if (xIS, yIS)(i-1) and (xIS, yIS)(i+1)  ≠ (0, 0) do 

   

   (xIS, yIS)(i) =  
(xIS, yIS)(i−1) + (xIS, yIS)(i+1)

2
  

 

  elseif (xIS, yIS)(i-1) or (xIS, yIS)(i+1) = (0, 0) do 
 

   (xIS, yIS)(i) = (xIS, yIS)(i ± 1)  ± 
(xIS,yIS)(i±1) + (xIS,yIS)(i±n)

2
 

   

end 

end 

  

 
4.8 Implementation 
 

The methods in the proposed system are implemented using the matrix-based programming 

language, MATLAB [25]. MATLAB provides built-in graphics and a vast library of 

prebuilt toolboxes, making this program suited for this thesis. Among these toolboxes, the 

Image Processing Toolbox [26], Statistics and Machine Learning Toolbox [27] and their 

associated pre-built functions were widely used.  

 

4.8.1 External- internal or function provided by UiS 

 

This section lists all the functions used in the proposed system. It gives an overview of which 

functions that are internal (self-written), which is collected from external sources and the 

functions provided by UiS. All internal functions use one- or several functions provided by 

MatLabs toolboxes.  Below the presented table are some of the MATLAB functions used, 

presented.  

 

In appendix A all internal functions used in the study, and its associating codes are described 

and attached.  

 

Main.m External UiS Internal 

loadDataSet.m   X 

dbread.m  X  

genFeatures.m   X 

organizeimage_KE.m  X  

normalize_inD.m   X 

crop_heart_v2016.m  X  

bilateralFilter.m [35] X   

Quantization.m   X 

simplePointDet.m   X 
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maskPointDet.m   X 

findLengthAndAngle.m   X 

characteristics.m   X 

rusBoostedClassifier.m    

Standardization.m   X 

confMatrix.m   X 

findInterSection.m   X 

findAngDistIS.m   X 

findNewIS.m   X 

 

Table 4.1 Table which shows whether the methods are internal- external or provided by UiS. 

 

 

4.8.2 MATLAB functions 

 

This section presents some of the MATLAB functions used in the methods. 

 
Quantization.m 

- imtophat.m is used for Top-Hat filtering. 

- imadjust.m is used for contrast adjustment. 

- multithresh.m uses Otsu’s method to find suitable threshold values.  

- imquantize.m is used to quantize the images. 

 

findLengthAndAngle.m 

- norm.m is used to calculate the Euclidean distance between two coordinates 

- acosd.m is used to find the inverse cosine in degrees 

 

characteristics.m 

- imcrop.m is used to crop out the neighbourhood, creating a separate image of the 

neighbourhood.  
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5 Experiments and Results 
 

The proposed system is designed to automatically find the lower intersection point between 

the left- and right ventricles in LG-CMR images. Images from one or several patients, without 

any prior knowledge of the intersection points, are inputted in the system. 

 

All images, except the first- and last sub-image from each patient, are sent through the system 

one-by-one. Each image is first processed before potential intersection points are found. 

Features extracted from each potential intersection point are then inputted in a trained 

classifier that classifies each point in one of three classes. All points classified as class 1 are 

then processed and narrowed into one specific intersection point. An overview of all methods 

can be seen in Figure 4.1. 

 

In most patients, the sub-image of the lower part of the heart contains little- to none 

information about the right ventricle. In the sub-image of the upper part of the heart, the 

ventricles are covered by the aorta, the pulmonary artery and/or the atriums, as seen in Figure 

2.1. Since the ventricles are covered or not present, these images are not processed and no 

intersection points are found. Images illustrating the first- and last sub-image can be seen in 

Figure 5.1. 
 

 

  
(a) Image illustrating the lower part of the heart (b) Image illustrating the upper part of the heart 

Figure 5.1 Illustrations of the first- and last sub-image from one patient 

 

To optimize the systems performance, a series of experiments are conducted. This chapter 

presents the experiments and the results achieved for each experiment.  

 

First, validation of possible intersection points detected and validation of classification 

parameters is described. Results achieved when intersection point is decided are then 

presented, before results comparing the detected intersection point using manually and 

automatic set center point of the left ventricle is presented.  

  

The data is split into sub-sets before it is used in the experiments. To get variety of patients 

with images of good and poor contrast differences and resolution, as well as variety of 

patients having normal- and enlarged heart, the patients were first manually split into 

associated groups. Thereafter, each group were split into testing- and training sets before the 

training- and testing-sets were merged into one dedicated training-set, T1, and one dedicated 

testing-set, T2.  
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Patients, where images were used in the creation of methods and to adjust parameters during 

the process were put directly in the dedicated training-set.  

 

In total, T1 contained 3/4 of the data, while T2 contained 1/4 of the data. T1 were thereafter 

split into two data-sets, T1-1 and T1-2, where T1-1 contained 2/3 of the data. 

 

Because some of the results are further used in the upcoming experiments, each experiment 

and its results are presented before the next experiment with its results are presented. 

 
5.1 Detection of possible intersection points  
 

Two quantization methods, Q.M1 and Q.M2, and two point detection methods, PD.M1 and 

PD.M2, are implemented in the devised system. In total, Q.M1 and Q.M2 produces seven 

binary images, as described in 4.3. Four of the binary images are discarded due to little- to no 

objective information, while the remaining three are further used and sent through PD.M1 and 

PD.M2. 

 

To find the optimal combination of Q.M1 and Q.M2 and which resulting binary images to use 

in PD.M1 and PD.M2, an experiment was devised. The experiment was conducted on 109 

images from 30 patients from dataset T1-1. The resulting amounts of points detected, and 

their distribution between the three classes were used to find the optimal combination. 

 

In total, the experiment tested 12 different combinations. Three combinations of Q.M1 and 

Q.M2 were used and can be seen in  

Table 5.1. The table describes the combinations and the resulting binary images produced in 

each combination. 

 
 Combination Resulting binary images4 

E.Q1 Only binary images as a result of Q.M1 is used IB_11, IB_12, IB_13 

E.Q2 Only binary images as a result of Q.M2 is used IB_21, IB_22, IIB_23, IB_24 

E.Q3 Binary images from both Q.M1 and Q.M2 is used  IB_11, IB_12, IB_13, IB_21, IB_22, IIB_23, 

IB_24 

 

Table 5.1 Illustration of the combination of E.Q1 and E.Q2 and the resulting binary images 

 

 

The resulting binary images were categorized in two groups, E.G1 and E.G2, which can be 

seen in  

Table 5.2. In E.G1 the image, from both Q.M1 and Q.M2, containing most background 

information was removed. In E.G2 the two images, from both Q.M1 and Q.M2, which 

contained most background information were removed. 

 
 E.Q1 E.Q2 E.Q3 

E1.G1 IB_12, IB_13 IB_22, IIB_23, IB_24 IB_12, IB_13, IB_22, IIB_23, IB_24 

E1.G2 IB_13 IIB_23, IB_24 IB_13, IIB_23, IB_24 

 

Table 5.2 Illustration of the groups, E1.G1 and E1.G2, the images are split into  

                                                 
4 The binary images can be seen in Figure 4.4 and Figure 4.5. 
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The groups of images were tested in four different combinations, E.PD1, E.PD2, E.PD3 and 

E.PD4, with PD.M1 and PD.M2. These combinations are shown in  

Table 5.3 

 

 
 COMBINATION 

E.PD1 PD.M1 find points in E1.G1 images 

PD.M2 find points in E1.G1 images 

E.PD2 PD.M1 find points in E1.G2 images 

PD.M2 find points in E1.G2 images 

E.PD3 PD.M1 find points in E1.G1 images 

PD.M2 find points in E1.G2 images 

E.PD4 PD.M1 find points in E1.G2 images 

PD.M2 find points in E1.G1 images 

 

Table 5.3 Illustration of the combination of binary images used with PD.M1 and PD.M2 

 

 

Results 

 

Table 5.4 shows the total amount of points detected and their distribution in each class for all 

12 combinations. In  

Table 5.5 the results are shown in percentage. 

 
           E.Q1 E.Q2 E.Q3 

E.PD1  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

371 428 1540 456 582 2502 827 1010 4042 

E.PD2  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

274 289 547 404 482 1351 678 771 1898 

E.PD3  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

301 334 724 406 500 1514 707 834 2238 

E.PD4  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

344 383 1363 454 564 2339 798 947 3702 
 

Table 5.4 Total amounts of points detected in the 12 combinations 

 

 
                   E.Q1 E.Q2 E.Q3 

E.PD1  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

16 % 18 % 66 % 13 % 16 % 71 % 14 % 17 % 69 % 

E.PD2  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

25 % 26 % 49 % 18 % 22 % 60 % 20 % 23 % 57 % 

E.PD3  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

22 % 25 % 53 % 17 % 21 % 63 % 19 % 22 % 59 % 

E.PD4  
Class1 Class2 Class3 Class1 Class2 Class3 Class1 Class2 Class3 

16 % 18 % 65 % 14 % 17 % 70 % 15 % 17 % 68 % 
 

Table 5.5 Total amount of pixels detected in the 12 combinations shown in percentage 



 35 

Due to a smaller search area for classes 1 and 2 compared to class 3, it is expected that the 

distribution of points will be uneven. Even though, it is of interest to find a combination that 

minimizes the irregularity to get minimum unevenness of data in the three classes. 

 

Overall, the distribution of points detected in each class were, as expected, unevenly 

distributed. In all 12 combinations, class 3 contains the majority of points, while class 1 and 2 

distributes the remaining points evenly between themselves. 

 

Combining E.PD1 and E.PD4 with E.Q1, E.Q2 or E.Q3 results in a poor distribution: 

- Class 3 contains minimum 65% of the points. 

- Class 1 contains maximum 16% of the points. 

 

Combining E.PD2 and E.PD3 with E.Q1 results in the best overall distribution: 

- Class 1 contains respectively 25% and 22% of the points. 

 

To minimize the risk of encountering images where no points are detected, it is also desirable 

to find the combination that produces a sufficient amount of points. By looking at the amount 

of points detected using E.PD2 or E.PD3 with E.Q1, there were only 274 and 301 points 

detected in the 109 images.  

 

Overall, all combinations using E.Q1 or E.Q2 results in fewer detected points in class 1 than 

desired. The maximum average of potential intersection points were 3,7 and were found using 

E.PD3 in combination with E.Q2 which only had a distribution of class1 points of 17%. 

 

The combination that satisfies the criterion of minimizing the distribution, as well as satisfies 

the criterion of amount of points the most, are combination E.PD2 or E.PD3 with E.Q3. Due 

to a slightly better distribution combining E.PD2 with E.Q3, this combination is chosen for 

further use. 

 
5.2 Features used for classification  
 

Several features were chosen as potential parameters to be used for training of the classifier 

and testing using the trained classifier. The chosen features can be seen in (4.11). A problem 

that might occur if there are too many parameters is that the classification model gets 

overfitted, giving a poor predictive performance.  

 

Too many parameters, or several parameters representing the same, can also result in an 

unnecessary slow model. To reduce the chance of an overfitted- or a slow model, an 

experiment was devised to decide if the features found were the optimal combination of 

features, or if this combination gave poorer predictive performance than combinations with 

fewer features.  

 

For this experiment, the features were split into four groups. Each of the four groups 

respectively represents the points coordinates, the points position relative to the left ventricles 

center point, the points grayscale intensity and the points neighboring area. For this 

experiment the groups of features are labelled 1-4 and can be seen in (5.1) 
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 1:   { xp , yp }   

 2:   { d,  } 
(5.1) 

 3: g 

 4: { p, h }  
  

In the first three groups, there are no system parameters directly affecting the features. In 

group four, the features are directly affected by the size of the surrounding neighborhood, NB. 

Due to the direct effect of the NB size, the experiment was conducted by testing both single, 

and multiple combinations of features in combination with different sizes of the NB. 

 

Each of the combinations were trained and tested using dataset T1_1 on the described 

classifier with a 10-fold cross validation. Optimal combination was evaluated based on 

system performance, in terms of the overall accuracy for all classes as well as the precision 

rate for class 1.  

 

Results 

 

The results are presented for both single features in combinations with various sizes of the 

NB, and for multiple features in combination with various NB sizes. Since a k-fold cross 

validation is used, the classifier finds the optimal model for each trial. There will therefore be 

some small differences in the results for combination of features not affected by the NB size 

in combination with different NB sizes.  

 

Single feature combination with various NB size 

 

Using single feature combinations (FC) in combination with different NB sizes resulted in 

overall good system performance, for FC=1 and FC=2 with an overall correct classification of 

89%-90% and 92% and a precision rate of 84% and 87%. For FC = 3 only 38% of points 

were classified correctly, and a maximum of 38% of the points classified as class 1 were 

actual class 1. FC = 4 had a slightly better overall accuracy of 58% with NB size of 17x17, 

but the same poor precision rate as FC = 3.  

 

                
         NB: 

FC: 
9x9 13x13 17x17 

         NB:  

FC: 
9x9 13x13 17x17 

1 89% 90% 90%  1 84% 84% 84% 

2 92% 92% 92%  2 87% 87% 87% 

3 38% 38% 38%  3 36% 36% 37% 

4 53% 55% 58%  4 38% 38% 38% 

Accuracy  Precision 

 

 

 

Multiple feature combinations with various NB size 

 

When multiple FCs was combined, the overall results improved slightly. FC = {3,4} gave, by 

far, the poorest results of multiple combinations independent of the NB size. The best overall 

accuracy, 63%, for this FC were in combination with a NB size of 17x17 and 21x21. 
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The remaining FCs had overall similar results in all NB size combinations. System 

performance were overall best for combinations were FC = 1 and FC = 2 were included.  

 

FC = {1,2} in combination with NB = {21x21} and FC = {1,2,3,4} in combination with NB = 

17x17 gave the best accuracy rate with 94% correct classifications. FC = {1,2,3} in 

combination with NB = 9x9, FC = {1,2,4} in combination with FC = 13x13, 17x17 and 21x21 

and FC = {1,2,3,4} in combination with FC = 17x17 gave the best precision rate. Results 

were 89% of the points classified as class 1, actually were class 1.  

 

 

 
         NB: 

FC: 
9x9 13x13 17x17 

         NB:  

FC: 
9x9 13x13 17x17 

{1,2} 93% 93% 93%  {1,2} 88% 88% 88% 

{1,3} 90% 90% 90%  {1,3} 85% 84% 84% 

{1,4} 90% 90% 90%  {1,4} 84% 84% 85% 

{2,3} 92% 92% 92%  {2,3} 87% 87% 87% 

{2,4} 92% 92% 93%  {2,4} 87% 87% 87% 

{3,4} 59% 62% 63%  {3,4} 37% 39% 43% 

{1,2,3} 93% 93% 93%  {1,2,3} 89% 88% 88% 

{1,2,4} 93% 93% 93%  {1,2,4} 88% 89% 89% 

{1,3,4} 90% 90% 90%  {1,3,4} 84% 85% 85% 

{2,3,4} 93% 93% 93%  {2,3,4} 87% 87% 87% 

{1,2,3,4} 93% 93% 94%  {1,2,3,4} 88% 88% 89% 

Accuracy  Precision 

 
5.3 Detection of intersection point  
 

Detection and classification of possible intersection points leaves everything from none to 

several points that might be suitable as an intersection point. To narrow these points into one 

specific intersection point, several methods were considered interesting.  

 

Due to unavoidable misclassifications, all points might not be as suitable as others. 

Considering this, the experiment tested methods with different angles, finding the method that 

pin-pointed the intersection points most accurately.  

 

The experiment tested both pure mathematical methods as median and mean, found using 

equation (4.14) and (4.13) and methods where the points placement were considered, to 

decide the intersection point. 

 

Three methods, E3.M1, E3.M2 and E3.M3, where the points placement were considered were 

tested.  

- E3.M1 considered each points angle-feature, , found in section 4.5 The possible 

intersection point was narrowed in using Algorithm 4.4, part 1, before the intersection 

point were found by finding the median of the narrowed points, using equation (4.14). 
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- E3.M2 used each points Euclidean distance, d, found in section 4.5, and used this 

distance with Algorithm 4.4, part 2, to narrow in the detected intersection points. 

When the points were narrowed in, the median of the points were found, using 

equation (4.14), and used as the intersection point.  

 

- E3.M3 used a combination of both E3.M1 and E3.M2 and found the intersection point 

by both part 1 and part 2 of Algorithm 4.4  

 

 

During pre-processing and quantizing of the images, the ventricles size and shape might have 

been altered and narrowed in. Because of this, the experiment was split into two separate sub-

experiments, SE1 and SE2. SE1 found the intersection point by testing the proposed methods 

on all points classified as class 1, while SE2 altered the placement of the intersection points 

found in SE1.  

 

For both SE1 and SE2, only images, where points of class 1 were detected, were validated. 

Images where no points were detected, were ignored and not implemented in the results. The 

results were validated using the resulting Euclidean distance between the detected intersection 

points, and the intersection point set by a cardiologist. The Euclidean distance was found 

using (4.5). Average-, minimum- and maximum Euclidean distance as well as the percentage 

of points laying within a Euclidean distance of r pixels, were found and used in the 

determination of the most optimal method.  

 

A Euclidean distance of r=10 pixels were chosen as the limitation of whether the detected 

intersection point was satisfying or not. If the detected intersection point laid within a 

Euclidean distance of r=10 from the intersection point set by the cardiologist, the intersection 

point was classified as a satisfying result.  

 
5.3.1 SE1: Detection of intersection point 

 

In SE1, the classifier was trained using dataset T1, before dataset T2 was tested on the trained 

classifier. In total, T2 consisted of 102 images. In 10 of these images, the classifier did not 

classify any points as class 1. 

 

 

Results 

 
 Median Mean E3.M1 E3.M2 E3.M3 

Minimum  0,83 0,90 0,83 0,83 0,83 

Maximum 46,39 46,39 48,33 46,39 48,33 

Average  11,74 12,04 11,72 12,15 11,84 

Percentage 59 % 57 % 60 % 54 % 60 % 

 

 

Overall, using E3.M2 to find the intersection point gave the poorest result. Only 54% of the 

intersection points laid within a Euclidean distance of 10 pixels from the manually set 

intersection point. The average Euclidean distance were the highest with 12,11 pixels.  
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The remaining methods generally had better results without major differences in the 

minimum-and average Euclidean distance. For the maximum Euclidean distance, both median 

and mean had the best overall results with 44,18 and 42,73 pixels.  

 

E3.M1 and E3.M3 gave the best results of intersection points laying within a Euclidean 

distance of 10 pixels, from the manually set intersection point, with 60%. E3.M1 also had the 

overall lowest average Euclidean distance.  

 
5.3.2 SE2: Alteration of detected intersection point 

 

Since the shape and size of the objects might have been narrowed in during pre-processing 

and quantization, the points found by PD.M1 and PD.M2 might lay further into the right 

ventricle than necessary.   

 

The experiment was devised to see if the results were improved by altering the detected 

intersection points placement. Since Mean and E3.M2 presented the poorest result in S1, these 

were left out from this experiment. The alteration was done using Algorithm 4.5 with three 

values of rx, rx = 10, rx = 15 and rx = 20. 

 
Results  

 

 
 Median E3.M1 E3.M3  Median E3.M1 E3.M3  Median E3.M1 E3.M3 

Minimum 0,18 0,18 0,18  0,50 0,50 0,50  0,50 0,50 0,50 

Maximum 47,42 48,95 48,95  51,74 51,55 51,74  56,19 55,96 56,19 

Average 10,42 10,10 10,18  10,69 10,24 10,19  11,18 10,57 10,46 

Percentage 67 % 68 % 67 %  65 % 67 % 68 %  65 % 68 % 70 % 

 rx = 10  rx = 15  rx = 20 

 

 

For all combinations of rx, the minimum and average distance, as well as the percentage of 

points laying within a distance of 10 pixels from the real intersection point, were improved 

compared to the points found in SE1. The maximum Euclidean distance were worse for all 

combinations of rx. 

 

Method E3.M3 gave the best result in all combination of rx, while median in combination 

with rx = 20 gave the poorest results for all combinations. E3.M3 in combination with rx = 20 

found most points laying within a distance of 10 pixels from the real intersection point, while 

E3.M3 in combination with rx = 10 had the best average distance.  

 

Since E3.M3 in combination with rx = 20 found most points within a distance of 10 pixels 

from the real intersection point, and the difference between its average distance and the best 

average distance were only 0,28 pixels, this combination was used for further processing.  
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5.4 Interpolation of missing intersection points 
 

If the classifier does not classify any points as class 1, no intersection point is either found. 

Since it is desirable to find an intersection point for all the inputted images, an interpolation 

method is implemented in the system. The interpolation method uses information about 

intersection points to the nearby images to decide the missing intersection point.  

 

The missing intersection points were found using Algorithm 4.6 

 

To validate the results, the resulting Euclidean distances were used in terms of average- 

minimum and maximum distance as well as the percentage of points laying within a 

Euclidean distance of 10 pixels. 

 

Results  

 

  

Number of not detected points 0 

Minimum 0,50 

Maximum 56,19 

Average 11,13 

Percentage 67% 

 

 

The presented results were poor in comparison to the results found in section 5.3.2. Number 

of detected intersection points which were satisfying was reduced from 70% to 67%. There 

was no change in minimum- and maximum distance, but the average distance was worsened 

with 0,67 pixels.  

 
5.5 Manually set heart center compared to automatically found 

heart center 
 

It was desired to propose a fully automatic system. Due to this, the proposed system uses the 

left ventricles center point, found automatically by a function previously presented at the UiS, 

instead of the manually set intersection point.  

 

Since the proposed system bases itself on the automatically found center point of the left 

ventricle, it was of interest to see if there were any differences in the outputted intersection 

points found using manually- or automatic set heart centers.   

 

An experiment was devised to compare the differences in the outputted results from both the 

manually- and the automatic set heart center. The experiment only focused on the intersection 

points found before any interpolation of missing intersection point. The eventual differences 

would be in the detection and classification of points of class 1.  

 

The experiment was conducted by finding intersection points using method E3.M3, as 

described in Algorithm 4.4. Results were validated using the resulting Euclidean distances, in 
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terms of the average- minimum and maximum distance, percentage of points laying within a 

distance of 10 pixels from the real intersection point and number of missing points.    

 

 

Results 

 

 Automatic Manually 

Number of not detected points 10 5 

Minimum 0,50 0,50 

Maximum 56,19 56,19 

Average 10,46 10,98 

Percentage 70% 68% 

 

 

In total 102 images were tested in the experiment. Both with use of manually- and automatic 

found center point, there were some images where an intersection point was not found. Using 

automatic set heart center the intersection point was not found in 10 of the images. With use 

of manually set heart center this number was halved.  

 

For both the average distance and the percentage, the result was poorer with 2% and 0,52 

pixels when the manually set heart center was used instead of the automatic set heart center.  
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6 Discussion 
 

This chapter discusses the results found in the previous chapter.  

 
6.1 Data material 
 

The data material used in this study is a collection of LG-CMR images provided to UiS by the 

Department of Cardiology at Stavanger University Hospital. In addition to the images, 

associating mat-files where the left ventricles center point, the intersection point, the scarred- 

and the healthy myocardium plotted by a cardiologist where provided.  

 

In total, the data set consists of images taken minimum one year after the infarction from 91 

post-MI patients. Due to lack of intersection point or center point in some of the mat-files, 

only images from 60 patients were further used in the study. It would have been desirable 

with a larger set of data, to test the system on several patients. Images taken earlier than one 

year after the infarction were available, but because of swelling of the heart and scar, it was 

decided to only use images taken after the swellings had settled. The provided data were 

therefore considered as a good starting point.  

 
6.2 Image processing 
 

The proposed system uses the left- and right ventricles edges to find points that might be 

potential intersection points. It was therefore important to have minimum damage to the edges 

when smoothing was applied to remove the noise. During the early stages of the study, two 

noise removal methods were considered interesting: a Gaussian smoothing filter and a 

Bilateral filter. Both methods showed visually good smoothing results, but the Bilateral filter 

showed better visual results when it came to preservation of the edges and was therefore used 

without any further experimenting.   

 
Quantization 

 

Even though the images were normalized and contrast adjusted, the intensity values for the 

ventricles varied from patient to patient. It was therefore decided to quantize the images into 

several layers and look at the different layers separately. This resulted in several binary 

images.  

 

Using quantization can be both positive and negative. If chosen thresholds are optimal, 

quantization can successfully extract the desired objects from the background, making it easy 

to find what is desired. In other cases, quantization can cause problems. Information about the 

object’s structure and size can be altered by being levelled at different levels, or that 

background and object are levelled at the same level.  
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To reduce, and prevent big loss of information, precautions were taken. It was decided to 

implement two quantization processes, Q.M1 and Q.M2. With use of two quantization 

processes, the chance of information loss, was reduced.  

 

In addition, Q.M1 and Q.M2 were quantized with different number of thresholds in case 

information about the ventricles got lost using one- or the other set of thresholds. Three and 

four levels of quantization were considered preferable. Using fewer, or more, levels were 

considered unprofitable since this could increase the chance that background and ventricles 

were merged, or that the ventricles was split between several layers.  

 

An experiment was devised to see whether it was useful to use both Q.M1 and Q.M2 or not. 

In addition, the experiment tested which of the binary images that was most profitable to use.  

 

The distribution of points detected in the three classes was overall best using only Q.M1 in 

combination with the three most objective related binary images. This combination resulted in 

a distribution of points of class 1 of 25%. Even though the distribution was good, only an 

average of 2,5 potential intersection points was detected in each image. Using both methods 

in combination with the same binary images resulted in a poorer distribution, but several 

potential intersection points. Use of both methods were considered preferable to reduce the 

risk of not finding any relevant points.  

 
6.3 Point detection 
 

Initially, only PD.M1 were initialized in the system to detect possible intersection points. To 

reduce the chance of encounter images, where no points were detected or none of the detected 

points found by PD.M1 were suitable as an intersection point, PD.M2 was also implemented.  

 

Using both PD.M1 and PD.M2 increased the number of potential intersection points and 

thereby the chance that the classifier would find suitable points in all images. Using both 

methods also increased the detection of points not suitable as intersection points. It was 

however considered preferable to use both methods since this increased the chance of 

detecting the intersection point.  

 
6.4 Feature extraction 
 

Each potential intersection point was described by seven features representing the points 

location in the image, location in relative to the left ventricles’ center point, grayscale 

intensity and its surrounding neighborhood. The features were chosen due to previous 

knowledge about the position of the intersection points.  

 

Having too many, too few, or no suitable features would increase the risk of a poor predictive 

classification model. An experiment was conducted to find the optimal combination of 

features, in combination with different sizes of the surrounding neighborhood. The results 

showed prominent results where the pixels coordinate and position in relation to the center 

coordinate were used. Use of only the intensity feature, the features describing the points’ 
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neighborhood or these in combination gave poor results with an accuracy of maximum 59% 

and a precision rate of maximum 43%. 

 

The best overall combination was found using all features and a neighborhood size of 17x17 

pixels. This resulted in an accuracy of 94% and a precision rate of 89%. In most of the results 

where multiple combinations of features were used in combination with different NB sizes, 

minimal difference was detected. It is therefore uncertain if other combinations could improve 

results in further use. 

 

Because the intensity and neighborhood features showed poor results, as shown in section 5.2, 

when tested alone, it was considered to remove these from further use. It was nevertheless 

decided to bring them along since the overall result were best when all features were used. 

 

In addition, it should be noted, that the validation was done using a 10-fold cross validation. 

Use of several folds or leave-one-out cross validation might provide different results, where 

other feature combinations comes out with better results.  

 
6.5 Decision of intersection point 
 

A Euclidean distance limit of 10 pixels from the real intersection point was set to determine if 

the points’ position was satisfying or not. It was also used to determine if the points used to 

train the classifier were class1 or not. This limit was set based on visual observations, by the 

writer of this thesis, and was not discussed with an expert cardiologist. Narrowing in- or 

expand this limit will change the outcome of the results.  

 

To reduce the potential intersection points down to one single intersection point, several 

methods were considered interesting. Median and mean were chosen as two potential 

methods. This way, if there were any points completely misplaced, these would be removed 

and not considered. Mean was chosen as another method, based on the same basis as the 

median, giving misplaced points little effect in the decision of the intersection point.  

 

In some images, there were other bright objects, in addition to the ventricles, in the 

image.This resulted in more misplaced potential points. Methods that looked at the points’ 

distance, d, and/or the points’ angle,  were also tested. The main idea for choosing these 

methods was to remove points that was placed far away- or too far to the right of the center 

point before intersection point was chosen.  

 

None of the proposed methods showed satisfying results. Only a maximum of 60% of the 

points laid within a distance of 10 pixels from the true intersection point, and the minimum 

average distance were 11,72 pixels. 

 

Since the shapes of the ventricles risk getting altered during the quantization process, the 

associated potential points were also placed into the right ventricle, further away from the 

edge than wanted. It was therefore implemented a method which altered the position.  

 

Alteration of the points improved the overall results. Most points were placed closer to the 

real intersection point, giving a lower average distance, as well as a higher percentage of 
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satisfying points. Even though, the maximum distance where worsened, meaning that some 

points were moved away from the real intersection point.  

 
6.6 Use of manual and automatic center point 
 

Since it was desirable to create a fully automatic system, use of automatic chosen center point 

was used throughout the study. To see if there were any differences in the use of automatic- 

and manually set center point, the system was tested with both points. Before conduction of 

the experiments, manually set heart center was expected to provide the best results.  

 

The results were somewhat improved using manually set heart center. The number of images 

where no intersection point was found were halved from ten to five images, with use of 

manually set heart center, compared to automatic set heart center. Even though the numbers 

of missing intersection points were reduced, the overall average and percentage of satisfying 

intersection point were somewhat poorer.  

 

Before drawing any exact conclusion about the system performance, the test-data must be 

taken into account. Only images from 15 patients were tested in experiment 5.3 to 5.5. Data 

from the 15 patients were also a variety of patients with enlarged- and normal hearts and 

patients where the images had both poor and good contrast.  

 

On a general basis, the systems’ performance was overall good for images with good 

resolution and clear edges. The poorest results were found in images were the scar is placed 

right at the intersection point.  
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7 Conclusion  
 

In this thesis, an approach for automatic detection of the lower intersection point between the 

left- and the right ventricle in LG-CMR images has been proposed. Due to little- to no 

information about the ventricles in the upper- and lower sub-images from each patient, these 

were not considered in this study. 

With use of image quantization, the ventricles are extracted from the background. After 

extraction, points that might be of interest are detected, before features describing the points 

are computed and used to predict whether the points are of further interest or not. Points 

found to be of further interest are then processed and narrowed into one specific point, the 

intersection point.  

Due to some misclassifications, or no classification of relevant points, the intersection point 

was not detected in all images. In these images, an interpolation method was used to fill in the 

missing intersection points.  

Results show that in 70% of the images, where points were detected, the detected intersection 

point was satisfying. The results also show that the average Euclidean distance for each point 

was 10,46 pixels, which was slightly higher than the desired limit of 10 pixels.   

After interpolation of missing points, the result of satisfying intersection points was reduced 

to 67%, and the average distance was increased to 11,13 pixels.  

Visual results show that the poorest results are found in images with poor contrast, no visible 

right ventricle or where the scar is placed at the intersection. Best results are found in images 

with good contrasts.  

Due to poor contrast and/or scar placed at the intersection, the extraction of ventricles worked 

poorly, or did not work at all for some of the images. In these images, either the background 

and ventricles were merged or both ventricles were merged together. 

Overall, there are several weaknesses in the various methods which can be further improved. 

Finding a method which detects possible points with use of the grayscale image, and not only 

a quantized version of it might be one improvement. Another improvement is to create a 

method that better narrows the potential points. Using methods that look at the points in 

relation to the segmented myocardium is one potential solution.  

 
7.1 Future work 
 

Improvement of interpolation method 

The interpolation method implemented in the system is not optimal and has room for 

improvements. Using the distance, d, and angle, , or autoregressive modelling for 

interpolation might be a better solution than to only rely on the already detected intersection 

points.  

 

Extrapolation of points in top- and bottom sub-image 

The top- and bottom sub-images were ignored in this study due to little- to none information 

about the ventricles. To automatically detect intersection points in these images, an 

extrapolation method needs to be implemented. The extrapolation method can be 

implemented using information about already detected intersection points, such as position or 

closeness to the myocardium.  

 

Detection of points 
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In some of the images, the quantization methods were not optimal, due to the scars position or 

poor contrast resolution. Proposing methods where points are detected with use of the 

grayscale image might provide better results for these images.   
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Appendix A Matlab code 
 
Main.m 

 Main program where parameters are set and data read in.  

 

 

loadDataSet.m 

 Splits the dataset used in this project into a training- and testing-set.  

 

 

genFeatures.m 

 Inputs: Original image and parameters 

Run through the pre-processing, quantizing, point detection and feature 

extraction functions, before outputting the extracted features. 

 

 

normalize_inD.m 

 Inputs: Original images 

Normalizes the inputted images. 

 

 

bilateralFilter.m 

 Source: Douglas R. Lanman, Brown University 

 

Inputs: Normalized image 

Pre-processes the images using bilateral filter 

 

 

Quantization.m 

 Inputs: Bilateral filtered image 

Quantizes the images using Q.M1 and Q.M2. 

Outputs binary images. 

 

 

simplePointDet.m 

 Inputs: Binary images 

Detect points in inputted images using PD.M1.  

 

 

maskPointDet.m 

 Inputs: Binary Images. 

Detect points in inputted images using PD.M2 

 

 

findLengthAndAngle.m 

 Inputs: Detected points 

Calculates the Euclidean distance, d, and angle ∠ 
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characteristics.m 

 Inputs: Detected points 

Calculate g, p, h  

 

 

rusBoostedClassifier.m 

 Source: Matlab classification learner app. 

 

Inputs: training-set and testing-set 

Train classifier with training-set.   

Predict classes for testing-set 

 

 

standardization.m 

 Inputs: training- and/or testing-data. 

Standardize inputted data. 

 

 

confMatrix.m 

 Inputs: Predicted and real classes for testing-set 

Calculates Accuracy and Precision rate. 

 

 

findInterSection.m 

 Inputs: Detected points 

Separate patients, images and detected points.  

 

 

findAngDistIS 

 Inputs: Detected points 

Find intersection point using D.M1 

 

 

findNewIS.m 

 Inputes detected intersection points 

Alter the points position by using D.M2 
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Appendix B Detection of intersection point 

 
Images where detection of intersection point gave good results. 

Blue mark is original point, while red mark is automatic detected point. 
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Images where detection of intersection point gave poor results. 
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