
 

  

  

  
  

 

 

 

 

 

  

 

FACULTY OF SCIENCE AND TECHNOLOGY 

  

  

MASTER'S THESIS  

Study programme/specialisation:  

 

Petroleum Technology / Drilling Technology 

 
           Spring semester, 2017 

  

Open 

Author:  

Kristian Lie Vorre 

  
…………………………………………  

(signature of author)  

Programme coordinator: Jann Rune Ursin 

Supervisor(s): Yen Adams Sokama-Neuyam 

Title of master's thesis:  

 Theoretical modelling of the effect of salt precipitation on CO2 injectivity 
  

  

  

Credits: 30 

Keywords:  

Permeability 

Salt Precipitation 

CO2 Injectivity 

CCS 

Climate 

  
                 Number of pages: 48 

  
                      + supplemental material/other: 8   

  

  

Stavanger, 15.06.2017 

date/year  



ii 

 

 

  



iii 

 

Abstract 

Since the industrial revolution we have produced more carbon dioxide. Carbon dioxide is 

greenhouse gas which contributes to global warming. Carbon Capture & Storage (CCS) has 

been working on technical solutions that will capture carbon dioxide, which is being produced 

as a product of industrialization. This captured carbon dioxide will be transported to suited 

storage areas. These storage areas can be geological formation, often old oil & gas reservoirs. 

For the CCS to safely store the carbon dioxide, it needs to be transported to the location, and 

then injected into the reservoir. Injection requires knowledge, as the deposition sites can be 

more than a kilometer below the ground. 

 

This thesis will focus on creating a model to simulate CO2-injection. The model is created in 

MATLAB, and will simulate problems such as: colloidal fine particles and salt precipitation. 

This model will help to understand how a rock formation act during injection. Absolute 

permeabilities and relative imjectivity are the key results that will be measured by this model.  
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λ̅ : Wavelength of dispersion force 

µ : Dynamic viscosity of the fluid 
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d : Particle radius 

Dg : Grain diameter 

Dp : Particle diameter 

Fn : Constant used if (
𝑠−2

λ̅
)>1 
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k : Boltzmann’s constant, 1.38*10-23 

k : Debye reiporcal double-layer thickness 
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∆p1 : Pressure drop across L1, Pa 

∆p2 : Pressure drop across L2, Pa 

 

 

∆r : Radius reduced by salt, m 

µ : Dynamic viscosity of the fluid, Pa*s 

µ : Location parameter 
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Daq : Density of aqueous phase, s.g. 

Ds : Density of salt, s.g. 
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kabs : Absolute pereability, D / mD 
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m : Mean value 
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N : Number of tubes in the core 
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Q : Net flow rate across the core, m3/s 

qi : Flow rate for a single tube, m3/s 

R : Radius of the core, m 

RA: Radius of area A in the core, m 

RB: Radius of area B in the core, m 

ri : Radius of a tube in the core, m 

Ss : Solid salt saturation 

v : Variance 

Vb : Bulk volume, m3 

Vp : Pore volume, m3 

Vs : volume of salt in the core, m3 

Xs : Mass fraction of salt in aqueous phase 

α : Fraction of dry-out zone 

β : Injectivity rate 

σ : Scale parameter 

Φ : Porosity 
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1 Introduction 

The climate has been discussed a lot the latest years. We have extracted fossil fuel to reach the 

ever-increasing energy demand we have worldwide. This has led to increasing CO2 emission, 

by using the acquired fossil resources. CO2 is considered one of the greenhouse-gases (GHG), 

and scientist has agreed upon that it is better to store it in a geological formation, rather emitting 

it into the atmosphere.  

 

Carbon dioxide has a longer retention time in the atmosphere. Other greenhouse gases, like for 

instance methane and nitrous oxide, has effect over the next few decades to centuries. Carbon 

dioxide stays in the atmosphere for longer and should be considered as a more long-term threat 

(Solomon, Plattner, Knutti, & Friedlingstein, 2009).  

 

CCS is a key technology for tackling CO2 emissions. It’s affordable, and CCSA has estimated 

that they will reuce the worlds CO2 emissions by 19% by 2050. Without CCS the handling of 

carbon dioxide would be 70% more costly (CCSA, 2011-2017c). Some challenges for CCS are 

funding long-term, developing frameworks regarding transport and storage of CO2 and 

generally getting the public understanding and acceptance for their technology (Gibbins & 

Chalmers, 2008). 

 

For carbon dioxide to be stored at a geological site, it is not enough to only have a high enough 

storage capacity. We need two more things; high sustainable injectivity and the ability to get a 

safe containment. The problem with injectivity to a well, is that we need to know the reservoirs 

ability to accept carbon dioxide at a high enough rate without making the reservoir lose it’s 

integrity (Birkholzer, Oldenburg, & Zhou, 2015; Schembre-McCabe, Kamath, & Gurton, 2007) 

 

This master thesis should help understanding how a formation may act during injection. A 

model will be introduced, and it takes into account how colloidal particles and salt precipitation 

impair the rock.  
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2 Problem Definition and Objectives 

The objective of this master thesis is to investigate CO2 injection further by developing a model. 

We will look at two impairments that can happen during CO2 injection into a rock-formation, 

and we will look at salt-precipitation and fines migration. Data from lab is used, where CO2 is 

injected into a core sample and brine is present to introduce the possibility of salt precipitation. 

 

From the model, we will look at data on mainly; absolute permeability and relative injectivity. 

The model will be statistical, and we will look at how our main parameters are changed by 

changing parameters like porosity and salt saturation. 
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3 Theory  

3.1 Climate Change and CCS 
 

Majority of scientist and governments worldwide is agreeing that a climate change is occurring. 

The main cause is fossil fuels, and it is also agreed upon that storing it is safer than emitting it. 

Developing countries need fossil fuel to deliver the growing energy demand. If the developing 

countries must maintain low carbon emissions, they will require flexible developments until 

more renewables become relevant.  

 

IEA (The International Energy Agency) (CCSA, 2011-2017b), has estimated that by 2030 we 

need to increase our energy output by 45 percent to meet the worldwide energy demand. To 

achieve this, we need to use fossil fuels, since it delivers a big fraction of the energy required 

worldwide.  

 

IPPC (The Intergovernmental Panel on Climate Change) (CCSA, 2011-2017b), found that if 

we are going to have a reasonable chance for out average global temperature not increase past 

pre-industrial levels by more than 2ᴼC, we need to reduce our CO2 emissions by more than 50-

80 percent by 2050. If we are to achieve this, we need better low-carbon technology at rate and 

scale that we currently have available.  

 

CCS is known as Carbon Capture and Storage. CCS goal is to allow us to continue the use of 

fossil fuels. It is a technology which captures carbon dioxide (CO2) from industrial settlements 

and preventing it from contributing to climate change. CCS is divided into 3 stages; capture, 

transport and storage.  

 

In the capture stage the carbon dioxide is removed or separated. The sources of the CO2 can be 

coal and gas power plants, and plants that manufacture steel and cement. The capture stage of 

CCS can be divided into three types; post-combustion, pre-combustion and oxyfuel 

combustion.  

 

After the capture stage, the carbon dioxide is compressed and transported to a storage site. The 

carbon dioxide can be transported, usually, by pipeline. If the transport must be done offshore, 

we can also transport by ship. 
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When the carbon dioxide has been transported, it will often be injected deep underground to a 

suitable storage location. These storage locations must be a geological site to ensure that the 

carbon dioxide is stored safe and permanent. The storage in its self can be done within depleted 

oil and gas fields or deep saline formations. (CCSA, 2011-2017a) 

 

3.2 General CCS Challenges 

CCS is considered to be feasible at a commercial scale. Many different kinds of technologies 

could be used, and currently no scientific breakthroughs are required. There are mainly two 

reason for why many CCS-projects has yet to be confirmed:  

1. Sufficient funding is required, and it has to be long-term.  

2. Frameworks has to be set up regarding the transport and geological storage of CO2 

Also, a minor barrier for CCS is that they need to develop public understanding and acceptance 

(Gibbins & Chalmers, 2008). 

 

In R&D there are certain challenges that has to be identified. Reduction of cost, especially 

druing the capture stage, is especially important for the CCS. Other facts that also are important 

are the identification, performance and monitoring at the carbon dioxide storage sites. Even 

though CCS-technology may be advanced, they will have to consider if the cost is justified to 

reduce CO2 emissions for a certain project. The CO2 reduction needs to bring value according 

to cost.  Legal and regulatory framework for emissions accounting and trading will govern if a 

emission reduction is viable (Gibbins & Chalmers, 2008).  

 

Regarding the storage stage of CCS, there may be rapid leadkage paths, which is the most 

common cases are failed wells. If such a problem would occur, they may be redeemed quickly, 

but even low rates of seepage from the storage site may cause problems. Low rates of seepage, 

even 0.1% of stored volume, may lead to an increased CO2 concentration in the athmossphere 

compared to other instances where this doesn’t happen. Important technologies for geological 

storage are: directional and horizontal drilling for cost-efficient injection, modelling to better 

understand the injection processes, seismic techniques for  locating CO2 and borehole 

logging/smart logging for seepage detection (Gibbins & Chalmers, 2008).  
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3.3 Mechanisms of CO2 Injectivity Impairment 

Salt precipitation during CO2 injection and Fines migration are two types of impairments that 

can occur during CO2 injection. The two are discussed in 3.3.1 and 3.3.2. 

 

3.3.1 Salt precipitation during CO2 injection  

Injecting CO2 into a formation containing saline water may lead to severe injectivity decline 

due to salt precipitation (Grude, Landrø, & Dvorkin, 2014; Muller, Qi, Mackie, Pruess, & Blunt, 

2009; Ott, Roels, & De Kloe, 2015; Peysson, Andre, & Azaroual, 2014). Formation water will 

start evaporating when dry CO2 is injected into the reservoir. This leads to a higher mole 

fraction of water in the CO2 stream, and increased concentration of dissolved salt in the 

formation water. At one point the salt concentration will exceed the solubility limit at the given 

conditions in the reservoir, and solid salt will start precipitating and alter the porosity and 

permeability of the formation. (Miri & Hellevang, 2016) 

 

Evaporation of trapped water in the porous media may also increase the relative permeability 

of CO2 by providing more space for CO2 to flow. This must not be confused with the absolute 

permeability, which can still be reduced as the relative permeability is increased. It is important 

to take both the effects into consideration to get a realistic view of how the injectivity changes 

(Ott et al., 2015; Roels, Ott, & Zitha, 2014). 

 

There are several physical mechanisms that have been identified to govern the dry-out and 

precipitation of salts. These mechanisms are (Miri & Hellevang, 2016): 

1. “Two-phase displacement of brine away from the injection well by viscous pressure 

gradients imposed through injected CO2” 

2. “Evaporation of brine into the flowing CO2 stream” 

3. “Capillary-driven back-flow of aqueous phase toward the injection point due to 

capillary pressure gradients” 

4. “Molecular diffusion of dissolved salt in the aqueous phase” 

5. “Gravity override of injected CO2” 

“Salt self-enhancing” 

The first CO2 that is injected into the reservoir will physically displace saline water already 

present in the formation. This results in a to phase flow zone with a water phase and a CO2 

phase. Some residual brine will be left behind in the formation after the majority has been 
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displaced (Ott et al., 2015; Peysson et al., 2014; Pruess & Müller, 2009). Residual brine can 

typically be found in as a wetting film around the grains, in small porous spaces and porous 

spaces with little to no communication (Miri, van Noort, Aagaard, & Hellevang, 2015). These 

areas are now exposed to a flow of dry CO2, initiating the evaporation of the residual brine. 

This results in drying out the area closest to the injection point. This creates a high salt saturation 

gradient in the evaporating front, resulting in capillary pressure gradient building up (Peysson 

et al., 2014). The capillary pressure gradient will eventually exceed the injection pressure 

gradient in the region, and more brine will be transported to the evaporating front (Ott et al., 

2015; Peysson et al., 2014; Pruess & Müller, 2009). Water will be dissolved in the CO2 and salt 

concentration in the trapped water will increase and lead to salt diffusion (Pruess, 2009; 

Shahidzadeh-Bonn, Rafaı̈, Bonn, & Wegdam, 2008). 

Salt will precipitate when it reaches the solubility limit at the given thermodynamic conditions. 

The salt is very water wet, and transports more water to the evaporation front, increasing the 

precipitation further (Miri et al., 2015). The capillary forces due to the salt is much stronger 

than the capillary pressure due to different salt concentration, but both effects leads to capillary 

backflow to the evaporation front (Miri & Hellevang, 2016). 

 

3.3.1.1 Drying regimes 

Salt precipitation can either occur local or non-local, dependent on the active drying regime. 

Three drying regimes have been identified based on experiments and numerical modeling. (Miri 

& Hellevang, 2016). 

 

3.3.1.1.1 Diffusive regime 

The diffusive regime is active during low injection rates of CO2, and results in a low evaporation 

rate. The evaporation induces a capillary pressure gradient that transports more saline water to 

the injection point (Ott, Snippe, De Kloe, Husain, & Abri, 2013; Peysson et al., 2014). This 

results in scenario where the evaporation rate is the same as the capillary backflow, preventing 

the formation of a drying front (Andre, Peysson, & Azaroual, 2014; Peysson et al., 2014). Water 

evaporating increases the salt super-saturation, and salt diffusion is the dominating depositing 

mechanism (Peysson, 2012; Peysson et al., 2014). This gives a more homogeneous distribution 

of salt in the reservoir formation.  
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3.3.1.1.2 Capillary regime 

The capillary regime is active when the initial evaporation is greater than the capillary 

backflow, but reaches equilibrium later. The area closest to the injection point will become dry, 

and the drying front will advance until the capillary backflow equals the evaporation (Kim, 

Han, Oh, Kim, & Kim, 2012; Peysson et al., 2014; Pruess & Müller, 2009). The initial 

evaporation is high, and the salt is precipitated much faster than it is diffused from the drying 

front. The capillary regime results in a massive salt accumulation at the drying front, but 

distributes evenly in the dry out zone behind the drying front. Some experiments have shown 

that the salt accumulated in the capillary regime have a porous and permeable structure (Miri 

et al., 2015).  

 

3.3.1.1.3 Evaporative regime 

Evaporative regime is active when the injection rate is high, and is over the critical limit (Andre 

et al., 2014; Giorgis, Carpita, & Battistelli, 2007; Kim et al., 2012; Ott, De Kloe, Marcelis, & 

Makurat, 2011; Ott et al., 2015). The rate of evaporation will always be greater than the 

capillary backflow, and the drying front continuous to move deeper into the aquifer. The 

trapped brine and coating is immediately evaporated by the drying front. The salt is thought to 

distribute homogenously throughout this region. Most models predict a precipitation equal to 

that of the salt in the coating film and trapped brine (Giorgis et al., 2007; Pruess & Müller, 

2009; Zeidouni, Pooladi-Darvish, & Keith, 2009). Some recent research show however that the 

precipitation could be much larger due to the strong capillary forces created by the already 

precipitated salt. (Miri & Hellevang) 

 

3.3.1.2 Mitigating actions 

The knowledge of the physics and mechanisms behind salt precipitation is very limited, and 

there exist very few mitigating actions. The most popular is injecting freshwater to dissolve 

already precipitated salt, and transport it further into the formation. Freshwater injection can 

also be done prior to CO2 injection to reduce the salinity of the near wellbore fluid.  

Salt precipitation is a major problem for CO2-injections, but little success has been made to 

quantify the effect it will have on the injectivity. The uncertainty of the injectivity decline that 

is caused by salt precipitation is still high, and further research and new numerical models are 

necessary (Miri & Hellevang, 2016). 
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3.3.2 Fines Migration 

Small particles in porous media can be called fine particles or fines. Migration of fine particles 

is a problem, important for both scientifically and industrially. Fines migration means, in this 

case, the entire process of where a particle is released, taken by the flow and then captured by 

the pores in the porous medium. The detachment of the fine particles is known to be caused by 

colloidal and hydrodynamic forces. 

 

When a fine particle gets captured by a constriction, mainly two things can happen.  In the first 

case, the fine particle may get captures by the constriction, resulting in reduced flow through 

the porous medium (Khilar & Fogler, 1998). In the second case, the particle may not the 

captured by the constriction, but rather just erode the medium and move on. Both cases may be 

desirable in their own way, so techniques may be introduced to induce or prevent fines 

migration.  

 

Forces acting on a particle in flowing suspension can be classified in three categories. Forces 

related to- transport mechanism, attachment mechanism, and detachment. (Ives, 1985).  

 

3.3.2.1 Forces that relates to transport mechanisms  

The relevant quantities under this chapter are as follows: d is the particle diameter, D is the 

porous grain diameter, 𝜌𝑠 is the density of the particles, 𝜌 is the density of the carrier fluid and 

µ is the viscosity of the carrier fluid, va is the convective velocity, g is the acceleration of gravity 

and T is the absolute temperature. 

 

3.3.2.1.1 Inertia force 

Inertia is the force that gives the particle the ability to maintain its momentum travelling in a 

straight line.  It can be expressed as (Ives, 1985) 

 
𝑁𝑖 =

𝜌𝑠𝐷𝑝
2𝑣𝑎

18𝜇𝐷𝑔
 

(3.1)  

 

3.3.2.1.2 Gravity force 

There may be a density difference between the carrier fluid and the particle. The particles will 

then move in the gravity direction according to Stokes’ law. The velocity is given by 
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𝑣𝑠 =

(𝜌𝑠 − 𝜌)𝑔𝐷𝑝
2

18𝜇
 

(3.2) 

 

Particles will become buoyant when they are lighter than the carrier fluid, the gravity force will 

react upwards. The opposite is true for a heavier particle, making the particles settle. We can 

express the gravity force in a dimensionless group called gravity number (Ives, 1985) 

 
𝑁𝑔 =

𝑔(𝜌𝑠 − 𝜌)𝐷𝑝
2

18𝜇𝑣𝑎
 

(3.3) 

 

3.3.2.1.3 Centrifugal forces 

External acceleration will generate centrifugal forces. An angular velocity w and radius R will 

create centrifugal force. The Centrifugal force can be expressed in following dimensionless 

form: 

 
𝑁𝑐 =

𝑅𝑤2(𝜌𝑠 − 𝜌)𝐷𝑝
2

18𝜇𝑣𝑎
 

(3.4) 

 

3.3.2.1.4 Diffusion force 

A particle smaller than 1.0mm tends to move irregularly when it is dispersed in a liquid. This 

is a phenomenon called Brownian motion. Particles undergoing Brownian movements is 

expressed by Einstein (McDowell‐Boyer, Hunt, & Sitar, 1986): 

 
𝐷 =

𝑘𝑇

3𝜋𝜇𝐷𝑝
 

(3.5) 

Where k = 1.38 x 10-23 is the Boltzmann’s constant. The diffusion force can also be expressed 

by Peclet number. The ratio of convection velocity to average Brownian velocity is given by 

(Ives, 1985) 

 
𝑁𝑝𝑒 =

𝐷𝑔𝑣𝑎

𝐷
=
3𝜋𝜇𝐷𝑝𝐷𝑔𝑣𝑎

𝑘𝑇
 

(3.6) 

   

 

3.3.2.1.5 Hydrodynamic force 

Fluid shearing and pressure forces make up the Hydrodynamic forces (A. Wojtanowicz, Krilov, 

& Langlinais, 1987). The motion of the fluids will move the fine particles along. The 

hydrodynamic force can be expressed by the dimensionless group given by Reynolds number 
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𝑁𝑅𝑒 =

𝑣𝑎𝐷𝑔𝜌

𝜇
 

(3.7) 

When the particles are small, the fluid velocity can be equal to the particle velocity. 

 

3.3.2.2 Forces that relate to attachment mechanisms 

Forces from attachment mechanisms can act upon a particle when it closer than 1µm away from 

the grain surface. (Ives, 1985) 

 

3.3.2.2.1 London-van der Waals force 

Electronic characteristic of atoms and molecules generate electromagnetic waves, making them 

attract to each other. This electromagnetic force can be expressed as 

 
𝐹𝑉𝑊(𝑠) =  

1

(𝑠 − 2)2
𝐹𝑛 (

𝑠 − 2

λ̅
) 

(3.8) 

Where λ̅ is a dimensionless wavelength of dispersion force, s is the dimensionless separation 

distance, and Fn is used according to if (
𝑠−2

λ̅
) is less or greater than 1. 

 

3.3.2.2.2 Friction-drag force and hydrodynamic thinning 

When a particle is about to attach on the grain surface, the particles will experience a friction 

force because they need to displace the fluid that is already present in the grain surface (Ives, 

1985; Khilar & Fogler, 1998) 

 

3.3.2.3 Forces that relates to detachment mechanisms 

3.3.2.3.1 Shearing force 

A particle may become detached and mobilized when the shear-force of the passing fluid is 

greater than the forces attaching the particle to the grain surface (Ives, 1985). 

 
𝜏 = µ

𝑑𝑣

𝑑𝑟
 

(3.9) 

 

3.3.2.3.2 Electrostatic Double-Layer Force 

These forces are created by ionic conditions. If the particle and the grain carry the same charge, 

then they would repel each other. The repulsive force can be expressed as (Ives, 1985): 

 
𝐹𝑅(𝑠) =

𝑒[−𝑘𝑑(𝑠−2)]

1 + 𝑒[−𝑘𝑑(𝑠−2)]
 

 

(3.10) 
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Where s is the ratio between separation distance and the particle radius, k is the Debye 

reciprocal double-layer thickness, and d is the particle diameter. 

 

3.3.2.3.3 Born Repulsion Force 

When electron clouds are overlapping, a detachment force may occur. If, let’s say two clouds, 

where to overlap, the cluster of negatively charged electrons would create this repulsion force 

(K. A. Wojtanowicz & Krilov, 1988).  

 

3.4 Pore-Scale Modelling  

Inside a porous material we find void spaces, which are free of solids. These void spaces are 

generally known as pore space. For a fluid to permeate through a porous medium, the pore 

space must be continuous (Scheidegger, 1974). A pore will have to be some sort of shape, so 

that it has the chance to be interconnected with other pores. Pores can also be non-

interconnected, and will become dead-end pores (Dullien, 2012; Scheidegger, 1974). 

Effective pore space, is the space that is interconnected. This makes it possible to transport 

matter (Lymberopoulos & Payatakes, 1992). One of the easiest ways to concept how a pore 

space could like is to stack spherical grains. The most stable rhombohedral packing would have 

a porosity, φ, of 0.2595. With this kind of packing we will get pore chambers and pore 

constrictions. These pore constrictions will be connected in more than one direction (Khilar & 

Fogler, 1998).  

 

Coordination number is generally the way to characterize connectivity of pore networks. The 

Coordination number represent the number of independent paths between the pore chambers. 

We want to have a number for how many pore chambers that are connected to a pore 

constriction (Khilar & Fogler, 1998). For sandstones an average coordination number is 

between 4 and 8 (Lin & Cohen, 1982). For a rock with higher coordination number, it will be 

less likely for the all the constrictions to be plugged (Khilar & Fogler, 1998). We can show how 

pore throats are connected, in sandstones, by Figure 3-1. Here we have four pore-throats 

connected to a single pore-chamber. This is only a picture in the 2D-plane, so the number 

coordination number could be higher than 4. In the 3D-plane, we could for instance have two 

extra pore-throats; one going “into the paper”, and one coming “out the paper”. In this case, the 

coordination number would be 6.  
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Figure 3-1: Pore-chamber connected by pore-throats with expected area D 

 

If we are going to make a model out of this, we have to take the coordination number into 

consideration. For a model with a bundle of tubes (parallell tubings with non-interconnectivity 

shown in Figure 4-1), instead of pore- chambers and throats, we would have to use a stasticial 

curve that takes into consideration the varying sizes of tubes. Some of the tubes could have a 

higher diameter than the expected size, and some could a lower diameter. Taken into 

consideration the pore-throats, it would be justified to say that the size-distribution should have 

a higher concentration of lower diameter-tubes, rather than higher diameter-tubes. An example 

of this distribution is shown in Figure 3-2 below. 

 

Figure 3-2: A distribution curve showing a probability density function 
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3.5 Flow patterns 
 

3.5.1 Laminar 
 

Laminar flow, also called streamline flow, is when fluid flows in parallell layers with no 

disruption between them (Batchelor, 2000). The movement in laminar flows are very orderly 

and the layers are moving in straight lines, which are parallell to the surfaces (Cath & Andrew, 

2009). When considering viscous fluid through a pipe, we will get a flow pattern where the 

veolocity of the fluid near the wall is zero and increasing towards a maximum near the cross-

sectional centre of the pipe (Nave, 2005). An example of this kind of flow, is further discussed 

in section 4.3.1.  

 

Reynolds number, shown in (3.7), is an important parameter to figure our if a flow should be 

laminar or turbulent (described in 3.5.2). Laminar flow will occur when the Reynolds number 

is below the critical value of about 2040. However, the transition range is considered to between 

1800 and 2100 (Avila et al., 2011). 

 

3.5.2 Turbulent 
 

Due to chaotic changes in pressure and fluid velocity, turbulent flows will occur (Batchelor, 

2000). Turbulent flows creates unsteady vortices. These vortices appear in many sizes, and will 

interact with each other to create drag due to friction. This will in turn increase the energy we 

require to pump a turbulent through a pipe, compared to a laminar flow. Turbulent flows will 

occur when the Reynolds number is above the critical value of about 2040 (Avila et al., 2011). 

 

3.5.3 Brownian movements 
 

When a particle is submerged into a fluid, fast moving atoms or molecules will collide with 

the particle. These collisions will result in the random motion called Brownian movements 

(Richard, 1970). Robert Brown was the one to observe this transport phenomenon in 1827. He 

observed, through a microscope, that particles moved randomly throughout water. He wasn’t 

able to figure out the mechanisms of these movements. Albert Einstein then published a paper 

in 1905, which explained that the particles had been moved by individual water molecules 

(Wikipedia, 2017).  
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4 Model Development 

4.1 Fundamental Assumptions and Simplifications 

4.1.1 Overview 

The model used here is a simplified model which uses a bundle of tubes, rather than a 

complex system of pore-throats and channels. The porous medium will be separated into a 

parallel system of tubes.

 

Figure 4-1: Bundle of tubes with precipitated salt. 

In Figure 4-1, L describes the entire length of the core, L1 is the dry-out zone (where salt has 

precipitated), L2 is the uncontaminated zone. R is the radius of the entire core and (r1, r2, r3, …, 

rn) is the varying lengths of each tube-radii. 
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For a single tube in the core we can define the reduction of radii as ∆ri according to which tube 

we are looking at. The dry-out zone, L1, is defined to be the same for each tube in the core.

 

Figure 4-2: A single tube in the core precipitated with salt. 

We introduce a dry-out coefficient, α, to define a ratio between dry-out zone and the length of 

the core: 

 

 
𝛼 =

𝐿1
𝐿
  

(4.1) 

 

We restructure equation (4.1) to express dry-out zone, L1, as: 

 𝐿1 = 𝛼𝐿 (4.2) 

The uncontaminated zone, L2, will then be expressed as: 

 𝐿2 = (1 − 𝛼)𝐿 (4.3) 

 

4.1.2 Fluid flow through a single tube 

 

From Figure 4-2 we assume that the dry-out zone and the uncontaminated zone can be 

connected as two different radii tubes. The net pressure drop across these tubes can be expressed 

as 

 ∆𝑝 =  ∆𝑝1 + ∆𝑝2 (4.4) 
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Where ∆p1 and ∆p1 are, the pressure drops of the dry-out zone and the uncontaminated zone 

respectively. Using Poiseuille’s law, ∆p1 and ∆p1 can be expressed as 

 

 
∆𝑝1 = 

8𝑞1𝜇𝐿1
𝜋(𝑟4 − ∆𝑟)4

 
(4.5) 

 
∆𝑝2 = 

8𝑞2𝜇𝐿2
𝜋𝑟4

 

 

(4.6) 

 

Where, q1 and q2 are the flow rate of the fluid across dry-out- and the uncontaminated zone 

respectively. µ is the dynamic fluid viscosity. We do neither gain nor lose our flow, so we can 

assume that 

 𝑞1 = 𝑞2 = 𝑞 (4.7) 

 

Now we can substitute equation (4.2), (4.3), (4.5), (4.6) into (4.4) to find the pressure drop 

across a singular tube in our core 

 

 
∆𝑝 =  

8𝑞𝜇𝐿

𝜋
[

𝛼

(𝑟 − ∆𝑟)4
+
(1 − 𝛼)

𝑟4
] 

(4.8) 

 

4.1.3 Fluid flow through N amount of tubes 

 

Since we look at our core as a bundle of cylindrical parallel tubes, the fluid rate through the 

core will look something like 

 
𝑄 =  𝑞1 + 𝑞2 + 𝑞3 +⋯+ 𝑞𝑛 =∑ 𝑞𝑖

𝑁

𝑖=1
 

(4.9) 

The pressure drop is the across each tube 

 ∆𝑝 = ∆𝑝1 = ∆𝑝2 = ∆𝑝3 = ⋯ = ∆𝑝𝑁 (4.10) 

If we combine equation (4.8), (4.9) and (4.10) , we can express the total flow rate as 

 

𝑄 = 
𝜋∆𝑝

8𝜇𝐿
∑ [

(𝑟𝑖 − ∆𝑟)
4

𝛼 + (1 − 𝛼)(1 −
∆𝑟𝑖
𝑟𝑖
)4
]

𝑁

𝑖=1
 

(4.11) 

 

4.1.4 Injectivety impairment induced by salt precipitation 

 

Fluid injectivety is defines as ratio of the injection flow rate to the pressure drop 
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𝐼 =  

𝑄

∆𝑝
 

(4.12) 

We can combine  equation (4.11) and (4.12) to express fluid injectivety as 

 

𝐼 =  
𝜋

8𝜇𝐿
∑ [

(𝑟𝑖 − ∆𝑟)
4

𝛼 + (1 − 𝛼)(1 −
∆𝑟𝑖
𝑟𝑖
)4
]

𝑁

𝑖=1
 

 

(4.13) 

 

Relative injectivety change β is introduced to quantify the effect the effect of salt precipitation 

on CO2 injectivety 

 

 
𝛽 =

𝐼𝑖 − 𝐼𝑓

𝐼𝑖
= 1 −

𝐼𝑓

𝐼𝑖
 

(4.14) 

Where Ii and lf is the fluid injectivety before and after salt precipitation respectively. 

 

Before salt precipitation ∆r and α will be 0. Inserting equation (4.13) into (4.14) yields 

 

𝛽 = 1 −
𝐼𝑓

𝐼𝑖
= 1 −

∑ [
(𝑟𝑖 − ∆𝑟)

4

𝛼 + (1 − 𝛼)(1 −
∆𝑟𝑖
𝑟𝑖
)4
]𝑁

𝑖=1

∑ 𝑟𝑖
4𝑁

𝑖=1

 

 

(4.15) 

 To solve equation (4.15), we need to find ∆r, α, N and 𝑟𝑖 for every tube 

 

4.1.5 Total number of capillary tubes, N 

 

Porosity φ is defined as the ratio between the pore volume Vp and bulk volume Vb. 

 

 
𝜙 =

𝑉𝑝
𝑉𝑏

 
(4.16) 

 

To find the pore volume Vp, we can sum the internal volume of all the tubes. 

 
𝑉𝑝 = 𝜋𝐿∑ 𝑟𝑖

2  ≈  𝜋𝐿𝑁𝑟𝑖
2

𝑁

𝑖=1
 

(4.17) 

Where 𝑟𝑖2̅̅ ̅ is the average value of the square of the tube radii. 

 

The bulk volume of the core can be expressed as 
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 𝑉𝑏 = 𝜋𝑅
2𝐿 (4.18) 

 

Substituting equation (4.17) and (4.18) into (4.16) gives us 

 
𝑁 = 𝜙

𝑅2

𝑟𝑖
2̅̅ ̅

 
(4.19) 

 

We can show, by integration 

 
𝑟𝑖
2̅̅ ̅ =

1

∆𝑟𝑚𝑎𝑥
∫ 𝑟𝑖

2𝑑𝑟𝑖

∆𝑟𝑚𝑎𝑥

0

 
(4.20) 

By doing the integration in equation (4.20), we can show that 

 
𝑟𝑖
2̅̅ ̅ =

4

3
𝑟�̅�
2 

 

(4.21) 

Where 𝑟�̅�
2 is the square of the average tube radii. We can then substitute equation (4.21) into 

(4.19), and find the total number of tubes in the core 

 
𝑁 = 

3

4
 𝜙 (

𝑅

𝑟�̅�
)
2

 
(4.22) 

Now we can estimate the total number of N tubes if we know the porosity, φ, and the average 

tube radius, 𝑟�̅�
2
. 

 

4.1.6 Thickness of precipitated salt, ∆r 

The solid salt saturation in a single tube is defined by 

 
𝑆𝑠𝑖 =

𝑉𝑠𝑖
𝑉𝑝

 
(4.23) 

Vsi is the volume of precipitated salt in the tube. From Figure 4-2 we can estimate the volume 

of salt (shaded area) as 

 𝑉𝑠𝑖 = 𝜋𝐿𝛼(2∆𝑟𝑖𝑟𝑒 + ∆𝑟𝑖
2) (4.24) 

Where re = (ri – ∆ri). The thickness of precipitated salt can be expected to be very small, and 

then probably fall within 10-7 to 10-9 region in meters. This means ∆ri will be small, and ∆ri
2 

will be neglectable. We can rewrite equation (4.24) as 

 𝑉𝑠𝑖 = 𝜋𝐿𝛼(2∆𝑟𝑖𝑟𝑒) (4.25) 

The pore volume can be defined as the volume of the tube, and we can substitute equation (4.25) 

into (4.23) and get 
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𝑆𝑠𝑖 =

𝜋𝐿𝛼(2∆𝑟𝑖𝑟𝑒)

𝑟𝑖
2  

(4.26) 

 

Substituting, 𝑟𝑒 = (𝑟𝑖 − ∆𝑟𝑖) into equation (4.26), we will get 

 
𝑆𝑠𝑖 = 2𝛼∆𝑟𝑖(

1

𝑟𝑖
−
∆𝑟𝑖

𝑟𝑖
2 ) 

(4.27) 

 

We can assume 
∆𝑟𝑖

𝑟𝑖
2  = 0, because 𝑟𝑖 ≫ ∆𝑟𝑖. 

 

Now we can express the precipitated salt in a tube as 

 
∆𝑟𝑖 =

𝑆𝑠𝑖𝑟𝑖
2𝛼

 
(4.28) 

 

We can estimate mass of precipitated salt in the tube 

 𝑚𝑠𝑖 = 𝜌𝑠𝜋𝛼𝐿2𝑟𝑖∆𝑟𝑖 (4.29) 

Where 𝜌𝑠 is the density of precipitated salt. 

 

Total mass of mass of precipitated salt can be estimated as 

 
𝑚𝑡 =∑ 𝑚𝑠𝑖 ≈ 𝑁𝑚𝑠𝑖̅̅ ̅̅ ̅

𝑁

𝑖=1
 

(4.30) 

 

We can also define the total mass of salt, mt by 

 𝑚𝑡 = 𝜌𝑠𝑉𝑠𝑡 (4.31) 

Where Vst is the total volume of salt in the tubes within the core. Vst can further be expressed 

as 

 𝑉𝑠𝑡 = 𝑆𝑠𝜋𝑅
2𝐿𝜙 (4.32) 

Where Ss is the total salt saturation of the core. 

 

 If we substitute equations (4.22),  (4.29), (4.31), (4.32) into (4.30), we will get 

 
∆𝑟𝑖 = 

2

3

𝑆𝑠�̅�𝑖
∝

 

 

(4.33) 

With equation (4.33) we express the average solid salt saturation in terms of total precipitated 

salt in each tube 
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4.1.7 Absolute permeability 

Absolute permeability kabsolute of porous rock is defined in Darcy’s equation (Darcy, 1856): 

 
𝑄 = −𝑘𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒

𝐴

𝜇

𝑑𝑃

𝑑𝑥
 

(4.34) 

Q is the volume flux through a porous medium; A is cross sectional area of the sample; µ is the 

dynamic viscosity of the fluid used; dP / dx is the pressure drop across the length of the medium 

used. 

 

We can describe the equation of laminar viscous flow in a pipe by 

 𝜕2𝑢

𝜕𝑟2
+
1

𝑟

𝜕𝑢

𝜕𝑟
=
1

𝜇

𝑑𝑃

𝑑𝑥
 

(4.35) 

where u is the velocity of the fluid; 𝜇 is the dynamic viscosity; dP / dx is the pressure gradient; 

r is the radius coordinate and x is the axial coordinate. 

 

We can find a general solution of equation (4.35) 

 𝑢 = �̃� + �̃�𝑟2 + �̃�𝑙𝑛𝑟 (4.36) 

Where �̃�, �̃� and �̃� are constants. 

 

We can derive our general solution from equation (4.35) 

 𝜕𝑢

𝜕𝑟
= 2�̃�𝑟 +

�̃�

𝑟
,

𝜕2𝑢

𝜕𝑟2
= 2�̃� −

�̃�

𝑟2
 

 

(4.37) 

 

If we substitute the equations from equation (4.37) into (4.35), we will get 

 
2�̃� −

�̃�

𝑟2
+ 2�̃� +

�̃�

𝑟2
=
1

𝜇

𝑑𝑃

𝑑𝑦
 

(4.38) 

 

We find a solution for B 

 
�̃� =

1

4𝜇

𝑑𝑃

𝑑𝑥
 

(4.39) 

 

We need to avoid a singularity when r = 0, because ln (0) will act in-proper. �̃� must be zero to 

avoid this. We employ no-slip condition u = 0 when r = b. 

 
𝑢 =  �̃� + �̃�𝑟2 = �̃� +

1

4𝜇

𝑑𝑃

𝑑𝑥
𝑟2 = �̃� +

1

4𝜇

𝑑𝑃

𝑑𝑥
𝑏2 

(4.40) 
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We find a solution for A 

 
�̃� = −

1

4𝜇

𝑑𝑃

𝑑𝑥
𝑏2 

(4.41) 

 

Substituting equation (4.41) into (4.40), gives us  

 
𝑢 = −

1

4𝜇

𝑑𝑃

𝑑𝑥
𝑏2 (1 −

𝑟2

𝑏2
) 

(4.42) 

 

The total volume flux through our pipe can be described as 

 
𝑞 = −

𝜋𝑏4

8𝜇

∆𝑃

𝑙
 

(4.43) 

 

We find out absolute volume flow by summing up all of our volume flux’ through the pipes 

 
𝑄 =∑ 𝑞

𝑁

𝑖=1
= −

𝜋

8𝜇

∆𝑃

𝑙
∑ 𝑟𝑖

4
𝑁

𝑖=1
 

(4.44) 

Where l is the length of the pipe; ∆P is the pressure difference across the tube lengths; and ri 

Is the individual radius a given tube (Dvorkin, 2009) 

 

Substituting equation (4.34) into (4.44) gives us 

 
𝑘𝑎𝑏𝑠 =

𝜋

8𝐴
∑ 𝑟𝑖

4
𝑁

𝑖=1
= 

1

8𝑅2
∑ 𝑟𝑖

4
𝑁

𝑖=1
 

(4.45) 

 

We can generalize equation (4.45) 

 
𝑘𝑎𝑏𝑠 = 

1

8𝑅2
∑ (𝑟𝑖 − ∆𝑟𝑖)

4
𝑁

𝑖=1
 

(4.46) 

Where ∆ri to expresses how our absolute permeability would change if it was precipitated by 

salt. If no precipitated salt were present then ∆ri will be zero.  
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4.2 Overview of equations used in the model 

 

Below are the functions used, and derived, equations used in the MATLAB script to generate 

the datasets. 

 

 
∆𝑟𝑖 = 

2

3

𝑆𝑠�̅�𝑖
∝

 
(4.47) 

 

Where ∆𝑟𝑖 is the amount of blockage from precipitated salt in each tube, Ss is the salt 

saturation, �̅�𝑖 is the average radius of tubing “i”, and α is the dry out coefficient. Equation 

(4.47) is used to generate the radii-reduction of salt precipitation in the MATLAB-script. 

 

 
𝑁 = 

3

4
 ϕ (

𝑅

𝑟�̅�
)
2

  
(4.48) 

 

Where N is the total number of tubing in the core, 𝜙 is the porosity and 𝑟�̅� is the average tubing 

radius. Equation (4.48) is used to estimate the amount of tubes in the MATLAB-script. 

 

 
𝑆𝑠 = (0.85 + 

∝

3.5
) (
𝐷𝑎𝑞 ∗ 𝑋𝑠
𝐷𝑠

) 
(4.49) 

 

Where ∝ is the dry out coefficient, Xs is the mass fraction of salt in the aqueous phase, and Daq 

and Ds is the density of the aqueous and salt respectively. This equation was derived through 

mass balance and by fitting the experimental data. Equation (4.49) will estimate the salt 

saturation in the MATLAB-script. 

 

 

𝑘𝑎𝑏𝑠 =
1

8𝑅2
∑(𝑟𝑖 − ∆𝑟𝑖)

4

𝑁

𝑖=1

 

𝑘𝑎𝑏𝑠,𝐴 =
1

8𝑅𝐴
2∑(𝑟𝑖 − ∆𝑟𝑖)

4

𝑁

𝑖=1

 

𝑘𝑎𝑏𝑠,𝐵 =
1

8(𝑅2 − 𝑅𝐴
2)
∑(𝑟𝑖 − ∆𝑟𝑖)

4

𝑁

𝑖=1

 

(4.50) 

 

𝑘𝑎𝑏𝑠 is absolute permeability, R is the total radius of the core sample, N is the total amount of 

tubes in the core, 𝑟𝑖 is the radius of a given tube, ∆𝑟𝑖 is a portion of the radius in a tube blocked 

by salt precipitation.. The difference for kabs,A and kabs,B is due formula (4.45), which consider 
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area, A. This will make the formula for permeability in area A and area B different. Description 

of the areas is shown in Figure 4-3. For the MATLAB-script kabs is run for “TurbulentNPart.m”, 

and kabs,A / kabs,B is both run for “LaminarNPart.m”. 

 

 

 

 

 

 

 

 

Figure 4-3: Figure showing the radii of area A and area B. 

 
𝛽 = 1 −

𝑘𝑓

𝑘𝑖
 

(4.51) 

Where 𝛽 is the relative permeability/injectivity, 𝑘𝑓 is the absolute permeability at a state of our 

choosing, and 𝑘𝑖 is the absolute permeability before salt-precipitation. We can compare relative 

permeability/injectivity with the impairment-change in percent, as the formula will end up 

being the same. 

 

 

𝜇 = 𝑙𝑛

(

 
𝑚

√1+ 
𝑣
𝑚2)

  

(4.52) 

Where 𝜇 is the location parameter, m is the mean value and v is the variance. 

 

 
𝜎 =  √𝑙𝑛 (1 + 

𝑣

𝑚2
) 

(4.53) 

 

Where 𝜎 is the scale parameter, m is the mean value and v is the variance. 

 

 
P = 

1

𝑥𝜎√2𝜋
𝑒
[−
(𝑙𝑛𝑥−𝜇)2

2𝜎2
]
 

(4.54) 

This is how the probability density function is defined in MATLAB. We are using a built-in 

MATLAB-function to use the PDF (“lognrnd”). The probability density function is used to 

generate a distribution for both tubing- and particle sizes in the MATLAB-script. 
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4.3 Statistical Modelling of Particle Transport 

 

The core has been split up into two areas, which has been called area A and area B, which is 

shown in Figure 4-4. Area A has been defined to contain 80% of the total diameter, and thus 

area B will have 20% of the total diameter. Relative area (in percent) can be expressed as 

 𝐴𝑟𝑒𝑙,𝐴 = 0.8
2 = 0.64 

𝐴𝑟𝑒𝑙,𝐵 = 1 − 𝑉𝑟𝑒𝑙,𝐴 = 0.36 

(4.55) 

Area A will contain 64% of the total area, while area B will contain 36% of the total area. Since 

the volumes are considered relative we can exclude 
𝜋

4
. When we estimate the total amount of 

tubes (N) by (4.48, we will then divide the tubes across the two areas  

 𝑁𝐴 = 𝐴𝑟𝑒𝑙,𝐴𝑁 = 0.64𝑁 

𝑁𝐵 = 𝐴𝑟𝑒𝑙,𝐵𝑁 = 0.36𝑁 

(4.56) 

For simplicity sake, we assume that any tube has the chance to be anywhere in the cores, and 

thus having the same distribution in both area A and area B. This means that 64% of the tubes 

are in area A and the rest of the tubes, which is 36%, is in area B. 

 

Figure 4-4: Cross section of the core showing how the area A and area B is divided. 

 

4.3.1 Laminar flow estimation 

We can consider the flow in the tube acting like a laminar flow, where the flow rate is less 

against the wall and increases cross sectional center (Nave, 2005) 
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Figure 4-5: Laminar fluid profile hitting the core. 

In Figure 4-5 the green arrows are representing the amount of flow hitting the green area of the 

core, which is representing area A. Likewise, the red arrows will represent the part of the flow 

that is hitting the red area (area B). In the MATLAB-script, described by section 4.4, we have 

defined an 80% chance to hit area A and a 20% chance to hit area B. This is just a rough 

estimation. 

 

4.3.2 Turbulent flow estimation 

As discussed in 3.5.2 we can assume that turbulent flows, being totally random, will lead to 

particles hitting random tubes in the core at this kind of flow.  

 

Another factor for considering where our particles will end up, can be Brownian motions. 

Einstein worked with Brownian motions and he required a statistical analysis for the random 

“jiggling” of the particles. If a particle starts from a given start position, then the particle has a 

chance to migrate further away from the initial point as the time increases. This can be 

represented by a bell curve. (Norton, 2005) The bell curve shown below, Figure 4-6, consider 

that the particle starts in its expected starting area, and is moving on its own concordance by 

being bombarded with gas molecules. Since we have a turbulent flow, the particle can’t be 

standing still. For simplicity sake, we can expect that the particle will appear where it first was 

estimated to appear, which could be anywhere. For simplicity sake, we can assume that the flow 

patterns from turbulent flows are the ones that will be valid. This means that it is totally random 

where a particle will hit the core in the model.  
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Figure 4-6: Bell Curve showing particles tendency to “random walk” 

 

4.4 Computational Algorithm  

The computational algorithm is divided into two parts, where the first one called 

“TurbulentNPart.m” while the other one is called “LaminarNPart.m”. The first gives us the 

simulations from a situation where the flow is turbulent while the second one gives the situation 

where the flow is laminar.  

 

4.4.1 MATLAB algorithm “TurbulentNPart.m” 

At the start of the script, we are putting all our initial values necessary to estimate the amount 

of N tubes (equation (4.48)) and initial absolute permeability (equation (4.50)). Afterwards the 

distribution for the tubing sizes are generated by equation (4.52), (4.53), (4.54).  

 

Next, the salt precipitation is considered. The amount of blockage in the tubes are calculated 

by equation (4.47). We have two datasets to consider and therefore the script is split into two 

(“Run 1 – Low salt concentration” and “Run 2 – High salt concentration”). The code is the 

same. The only difference will be the amount of blockage that is estimated. 

 

The number of particles will be defined and set to zero. At this point the loops will start to run. 

and a while-statement will check if the particle number is below 1 million. If we have less than 

1 million particles, then we will generate a lognormal distribution for the number of particles 

we have.  



27 

 

 

At this point the particle number “i” will be going through one random N tube, generated by 

the “randi” function in the script. The maximum number of particle “i” will change throughout 

the script and will be (0, 100k, 200k, …, 1M). If particle “i” is smaller than the random tube it 

goes through, then the tube will not be plugged and nothing will change. However, if particle 

“i” is bigger than the random tube it goes through, then the tube will be plugged and “removed” 

from the vector that contains all the tubing-sizes.  

 

After every particle “i” has gone through the system, we will estimate the new absolute 

permeability and relative injectivity. The number of particles will increase by a hundred 

thousand and will start at the beginning and run again. 

 

The whole process will stop when we reach 1 million particles. Each the vectors containing the 

data for absolute permeability and relative injectivity will be plotted. At this point, the 

MATLAB-script will stop. 

 

Figure 4-7: A flow chart of the MATLAB file “TurbulentNPart.m” 
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4.4.2 MATLAB algorithm “LaminarNPart.m” 

 

The algorithm for “LaminarNPart.m” will be the same as “TurbulentNPart.m”, except for some 

differences: 

 

Two areas are defined for a particle “i” to hit (area A and area B). A particle “i” will have an 

80% chance to hit A and a 20% chance to hit B. Particle “i” will then block or go through a 

tube that lies within the area that it was randomly chosen to go through.  

 

The totally amount of N tubes were estimated in the script firstly. Area A and area B has their 

own total area, and the N tubes in the entire core were distributed across this area. When for 

example particle “i” goes through area A and plugs a tube within that area, then area B will 

remain untouched (and values within B won’t change).   

Figure 4-8: A flow chart of the MATLAB file “LaminarNPart.m”   
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4.5 Inputs for the MATLAB-scripts 

Following is a couple of tables that shows us all the inputs that were used in the MATLAB 

script: 

Core and Tubes 

Parameter Value Unit 

R 2.81/200 m 

Average tube radius 6 µm 

Statistical mean 1 1 

Statistical variance 0,5 1 

Table 4-1: Input parameters for the core and tube in the MATLAB script 

Particles 

Parameter Value Unit 

Average particle radius 10 µm 

Average tube radius 6 µm 

Statistical µ 0 1 

Statistical ơ 0,5 1 

Table 4-2: Input parameters for the particles in the MATLAB script 

The MATLAB algorithm was split up into two separate runs, one for a low salt concentration 

and one for a high salt concentration. Below are tables for input parameters using equation 

(4.49): 

 

Low salinity 

α Daq Xs Ds 

1 1.0974 0.07168 2.16 

Table 4-3: Input parameters for a low salt concentration 

High salinity 

α Daq Xs Ds 

1 1.14875 0.1369 2.16 

Table 4-4: Input parameters for a high salt concentration 
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5 Results and Discussion 

5.1 Overview of Results Presentation 

The dataset that is generated by the MATLAB-scripts can be summarized in the table below 

Flow pattern Turbulent Laminar 

 

 

Porosity / Salt 

concentration 

0.100 Low 0.100 Low 

High High 

0.184 Low 0.184 Low 

High High 

0.300 Low 0.300 Low 

High High 

Table 5-1: Summary of all the dataset generated by the MATLAB-script. 

For each dataset that was generated by MATLAB (shown in Table 5-1 above), 1 million 

particles were ran through the system and the expected particle-sizes was set to 10 micro-

meters. 

 

5.1.1 Turbulent flow - Porosity 0.100 

Figure 5-1: Dataset for a turbulent flow, porosity of 0.100 
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Low salinity 

State Initial Final 

Abs. perm, mD 35.2524 31.1825 

Rel. perm 0.1058 0.2090 

High salinity 

State Initial Final 

Abs. perm, mD 31.4237 28.3436 

Rel. perm 0.2029 0.2811 

Table 5-2: Exact parameter-numbers as seen in Figure 5-1 

From this dataset, we can see that the relative permeability has increased steadily towards a 

higher value. The impairment due to particles has increased by 0.1032 and 0.0782 for a low 

salinity and high salinity respectively. 

 

By looking at the relative injectivity in Table 5-4, we can see that the impairment at the initial 

state is higher for a higher salinity data, than for the lower salinity data. This relative 

permeability change, by salt, (0.2029) is the same for every case we have a higher salt 

concentration.  The reason behind this is that we have generated a set amount of tubes (equation 

(4.48)), and blocked them partly by salt (eq. (4.47)). The blockage by salt will always be the 

same for every tube, even though we may estimate the more tubes by increasing our porosity. 

The same is true for every experiment where the salinity is low. 
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5.1.2 Turbulent flow - Porosity 0.184 

Figure 5-2: Dataset for a turbulent flow, porosity of 0.184 

Low salinity 

State Initial Final 

Abs. perm, mD 64.8695 61.1489 

Rel. perm 0.1058 0.1571 

High salinity 

State Initial Final 

Abs. perm, mD 57.8241 52.6050 

Rel. perm 0.2029 0.2749 

Table 5-3: Exact parameter numbers as seen in Figure 5-2 

For this dataset, we can see that particles will reduce the absolute permeabilities as expected. 

We see that the values for permeability is reduced faster for the “High salinity” curve than for 

the “Low Salinity” curve. The high salinity state will somewhat increase the amount of tubes 

that is blocked, compared to the lower salinity state. This is happening, in this model, because 

the chance that a particle may be captured is higher for the high salinity state, due to the tube 

sizes being smaller in general because of the higher salt-precipitation blockage. The high 

salinity state will produce a higher salt salinity, 𝑆𝑠, by equation (4.49). And by equation (4.47) 

we will generate a higher salt-blockage radius, ∆𝑟𝑖. The high salt concentration is the same as 

we saw in 5.1.1, but in this case, we have a higher porosity, φ, which generates more tubes in 

the core. A higher number of tubes combined with the probability density function, which 

generates both smaller and higher diameter tubes compared to the expected size, will make a 

higher “availability” for the particles to find tubes to plug.  
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5.1.3 Turbulent flow - Porosity 0.300 

 

 

Figure 5-3: Dataset for a turbulent flow, porosity of 0.300 

Low salinity 

State Initial Final 

Abs. perm, mD 104.4821 100.9213 

Rel. Inj 0.1058 0.1363 

High salinity 

State Initial Final 

Abs. perm, mD 93.1345 85.8446 

Rel. Inj 0.2029 0.2653 

Table 5-4: Exact parameter numbers as seen in figure 5-3 

For this dataset, we can see that the “high-salinity” values for absolute permeability is 

decreasing at a more rapid pace when we introduce more particles to the system than with the 

“low-salinity” values. The porosity is increased compared to 5.1.2, which generates more tubes, 

N, with equation (4.48). Compared to the datasets in 5.1.1 and 5.1.2, this dataset has a more 

apparent change for the “high-salinity” values compared to the “low-salinity” values. The 

impairment in general, which we can measure by the relative injectivity from initial to final, 

has changed more with the “high-salinity” case. The “high salinity” case gave us a relative 

injectivity difference of 0.0624, while the “low salinity” case gave us a relative injectivity 

difference of 0.0305. 
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If we were to compare the change in relative injectivity for all the turbulent data (5.1.1, 5.1.2 

and 5.1.3), we will get as shown in the table below:  

Relative permeability changes – impairment by particles 

Porosity 0.100 0.184 0.300 

Low salinity 0.1032 0.0513 0.0305 

High salinity 0.0782 0.0720 0.0624 

Table 5-5: Table comparing relative permeability changes in 5.1.1, 5.1.2 and 5.1.3 

 

Now, lets plot this data seen in Table 5-5. We have porosity on the x-axis, and the relative 

permeability changes on the y-axis. We make two dataset, where one is representing the “low 

salinity” values and the other represent the “high salinity” values. Afterwards we create a linear 

regression through both our dataset, where we also show our regression-number R2. All of this 

is done in “Excel”. This is shown in the figure below: 

 
Figure 5-4: Plotting the data seen in Table 5-5 

 

From regression we find that the relative permeability data from our “high salinity” values fit 

really well. If R2 is exactly 1, the fit would be perfect. Having a R2 of 0.999 is very good. But 

the linear regression for the “low salinity” values are not fitting so well. These values have an 

R2 of 0.8924. By looking the points and the linear fit for “low salinity”, we can easily spot that 

the value for a porosity of 0.100 is not fitting so well, compared to the other points. This may 

suggest that the point (0.100 , 0.1032) is an outlier in this plot.   
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5.1.4 Laminar flow - Porosity 0.100 

Figure 5-5: Dataset for a laminar flow, porosity of 0.100 

  
Table 5-6: Exact parameter numbers as seen in figure 5-4 

  

Low salinity 

Area A B 

State Initial Final Initial Final 

Abs. perm, mD 34.8344 29.4320 35.9956 33.8350 

Rel. perm 0.1058 0.2445 0.1058 0.1595 

High salinity 

Area A B 

State Initial Final Initial Final 

Abs. perm, mD 31.0511 25.9504 32.0862 30.0119 

Rel. perm 0.2029 0.3339 0.2029 0.2545 
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For this dataset, we can see that the impairments are increasing at about the same pace for both 

the “low salinity”- and “high salinity” values for both area A and B. Since particles were 

estimated to have a 20 percent chance to enter area B, we can see that, for both salinity sets, 

that the impairment is significantly less reduces in B than in A.  

• Low salinity - Area A: 0.1387 

• Low salinity - Area B: 0.0537 

• High salinity - Area A: 0.1310 

• High salinity - Area B: 0.0516 
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5.1.5 Laminar flow - Porosity 0.184 

Figure 5-6: Dataset for a laminar flow, porosity of 0.184 

Low salinity 

Area A B 

State Initial Final Initial Final 

Abs. perm, mD 64.7938 60.1223 62.7033 60.6580 

Rel. perm 0.1058 0.1703 0.1058 0.1350 

High salinity 

Area A B 

State Initial Final Initial Final 

Abs. perm, mD 57.7567 53.3888 55.8932 53.9575 

Rel. perm 0.2029 0.2632 0.2029 0.2305 

Table 5-7: Exact parameter numbers as seen in Figure 5-5 

For this dataset, we can observe somewhat the same pattern we saw in 5.1.4; “Low salinity” 

values and “High salinity” values for permeabilities decreasing at about the same pace. We can 

see by Relative permeabilities in Table 5-6 are increasing from the initial to final state, that they 

increase by about the same; For instance, we can look at area A where the relative permeability 

change is 0.0645 (0.1703 – 0.1058) for the low salinity case and likewise for the high salinity 

case it is 0.0603 (0.2632 – 0.2029). The same goes for area B: 0.0292 / 0.0276.  
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5.1.6 Laminar flow - Porosity 0.300 

Figure 5-7: Dataset for a laminar flow, porosity of 0.300 

Low salinity 

Area A B 

State Initial Final Initial Final 

Abs. perm, mD 102.0496 97.5947 105.1284 103.1456 

Rel. perm 0.1058 0.1448 0.1058 0.1227 

High salinity 

Area A B 

State Initial Final Initial Final 

Abs. perm, mD 90.9662 86.7544 93.7106 91.7905 

Rel. perm 0.2029 0.2398 0.2029 0.2193 

Table 5-8: Exact parameter numbers as seen in figure 5-6 

The same trend that was discussed in 5.1.4 and 5.1.5 is valid for this dataset as well. By looking 

at the relative permeabilities again we can see how the impairment in the core is building up as 

the particles run through the system:  

• Low salinity - Area A: 0.0390 

• Low salinity - Area B: 0.0169 

• High salinity - Area A: 0.0369 

• High salinity - Area B: 0.0164  
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5.2 Pore-Size Distribution 

Using the probability density function to generate a distribution of tubing sizes will look like 

the one shown in Figure 5-7. The expected tubing size were set to 6µm, which was the same 

for each iteration run in the MATLAB script. Figure 5-7 was generated by putting the porosity, 

ϕ, equal to 0.184. The statistical parameters were as follows: statistical mean (m) = 1, statistical 

variance (v) = 0.5. Running these parameters through eqution (4.52) and (4.53), will generate 

the PDF seen below by equation (4.54). 

Figure 5-8: PDF function showing how tubes are distributed in the model 
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5.3 Effect of Particle Size 

In this section I will look at the differences for some datasets, where the particle size has been 

increased from 10 micro-meters to 15 micro-meters. For both datasets, we use a porosity, ϕ, of 

0.184, and put it within turbulent flow regime. 

Figure 5-9: Same dataset as seen in figure 5-5 

Figure 5-10: Dataset for turbulent flow, porosity of 0.184 and particle size 15 µm 
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Low Salinity 

Particle size, µm 10 15 

State Initial Final Initial Final 

Abs. perm, mD 64.8695 61.1489 63.5939 56.5135 

Rel. perm 0.1058 0.1571 0.1058 0.2054 

High Salinity 

Particle size, µm 10 15 

State Initial Final Initial Final 

Abs. perm, mD 57.8241 52.6050 56.6871 49.5673 

Rel. perm 0.2029 0.2749 0.2029 0.3030 

Table 5-9: A comparison of the dataset seen in figure 5-7 and figure 5-8 

For this dataset one thing is immediately apparent: A higher particle size, will increase the 

amount of impairment that happens during colloidal particles against the tubes in the core. We 

can see that the relative permeability for both “low salinity” and “high salinity” starts at the 

same value, since particles hasn’t had a chance to flow against the core.  

 

The permeability impairment, caused by colloidal particles, has a bigger effect when the salt is 

less of a problem, ergo in the “low salinity” case. The Relative permeability at the final state is 

0.1571 for the particles at 10 µm size. In the case for a particle size of 15 µm, then the relative 

permeability will be 0.2054. 

 

If we look at the case where we have a higher “salt salinity”, we will find that the particle sizing 

has less of an effect. This may be due to the tubing are already been reduced to such a size by 

the salt, that increasing the particle size won’t matter. To elaborate, this means that in some 

cases a 10 µm will block most of the tubes, and if a 15 µm particle come it won’t matter. Below 

are all the relative permeability changes find in Table 5-9: 

• Rparticle, µm = 10 – low salinity: 0.0513 

• Rparticle, µm = 15 – low salinity: 0.0996 

• Rparticle, µm = 10 – high salinity: 0.0720 

• Rparticle, µm = 15 – high salinity: 0.1001 
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5.4 Effect of Initial Permeability 

The initial permeabilities without any salt precipitation was estimated by equation 4.50. 

Without any salt precipitation ∆𝑟2 will be equal to zero. The only thing that will change the 

permeability with any salt is the porosity, ϕ, in our case. Increasing the porosity will increase 

the number of tubes, estimated by equation (4.48). Decreasing the porosity will likewise, 

decrease the number of tubes. By having more/less tubes (N), we will increase/decrease the 

number of terms in the sum in equation (4.50). Our non-salt permeabilities can be presented as 

such:  

No salt precipitation / Turbulent flow 

ϕ 0,1 0,184 0,3 

Abs. perm, 

mD 

39.4241 72.5459 116.8461 

Table 5-10: Absolute permeabilizes with no salt-precipitation in a turbulent flow regime. 

No salt precipitation / Laminar flow 

ϕ 0,1 0,184 0,3 

Area A B A B A B 

Abs. perm, 

mD 

38.9566 40.2552 72.4612 70.1233 114.1258 117.5688 

Table 5-11: Absolute permeabilities with no-salt precipitation in a laminar flow regime. 

As stated above we can see that porosity, Φ, will increase the absolute permeabilities. These 

numbers will act as an estimation of how the permeabilities in the core act.  

 

Below is a table to represent the effect of the permeability after the initial permeabilities:  
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Φ = 0.184 

Low salinity High salinity 

Area A B A B 

State Initial Final Initial Final Initial Final Initial Final 

Abs. 

perm, mD 

64.7938 60.1223 62.7033 60.6580 57.7567 53.3888 55.8932 53.9575 

Rel. perm 0.1058 0.1703 0.1058 0.1350 0.2029 0.2632 0.2029 0.2305 

Φ = 0.300 

Low salinity High salinity 

Area A B A B 

State Initial Final Initial Final Initial Final Initial Final 

Abs. 

perm, mD 

102.0496 97.5947 105.1284 103.1456 90.9662 86.7544 93.7106 91.7905 

Rel. perm 0.1058 0.1448 0.1058 0.1227 0.2029 0.2398 0.2029 0.2193 
Table 5-12: Table is presenting the differences in two datasets at different porosities. 

The dataset for Laminar flow - Porosity 0.184 and Laminar flow - Porosity 0.300 is used to get 

the dataset for the table above. 

 

The initial permeability that is changed by the porosity will change things up. We can see that 

the relative permeability changes, from initial to final state, will be much less when porosity 

rises to a higher level; here: 0.300. The relative permeabilities changes as follows: 

• Φ = 0.184 – low salinity – area A: 0.0645 

• Φ = 0.184 – low salinity – area B: 0.0292 

• Φ = 0.184 – high salinity – area A: 0.0603 

• Φ = 0.184 – high salinity – area B: 0.0276 

• Φ = 0.300 – low salinity – area A: 0.0390 

• Φ = 0.300 – low salinity – area B: 0.0169 

• Φ = 0.300 – high salinity – area A: 0.0369 

• Φ = 0.300 – high salinity – area B: 0.0164 

Having a higher porosity will give more amount of tubes, N, by equation (4.48) and therefore 

giving a higher permeability, kabs, by equation (4.50). This means there are more tubes to plug 

in the core, making it require more particles to make an equally high impairment effect as in 

the lower porosity case.  
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6 Conclusion 

6.1 Summary and Highlights 

As we saw with the turbulent data (5.1.1, 5.1.2, 5.1.3), we may have detected an increased 

difference, for relative permeability, in the “high salinity” values compared to the “low 

salinity” values. The relative seemed to increase abit faster as the porosity of the dataset 

increased gradually ([0.100, 0.184, 0.300]). For a turbulent flow with a porosity of 0.100, we 

got a bigger difference in relative permeability for “low salinity” than for “high salinity”. This 

was abit unexpected, because it makes more sense for particles to reduce permeability in a 

“higher salt concentration”-case. In section 5.1.3, we looked at the possibility of the relative 

permeability change at 0.100 porosity being an outlier in a trend. The MATLAB-script is 

setup so that our particle “i” will roll randomly to find a tubing to plug (if it’s bigger) or go 

through (if it’s smaller). This creates the possibility of sometimes going against the odds. If 

this point was meant to be lower, then the increased difference in relative permeability when 

increasing the porosity value would make more sense.  

 

In section 5.3, we looked at the effect of increased particle sizes. We saw that increased 

particles would indeed have a reducing effect on the permeability. Increasing the salt 

concentration (going from low salinity to high salinity) also has a reducing effect on 

permeability. However, in our data where we look at the relative permeability changes going 

from “low salinity” to “high salinity” compared to going from 10 micro-meter to 15 micro-

meter particles, we see some differences. Going from “low salinity” – 10 micro-meter 

particles to “low salinity” – 15 micro-meter particles, yields a relative permeability difference 

of 0.0483. If we go from “low salinity” – 10 micro-meter particles to “high salinity” – 15 

micro-meter particles, we will get the relative permeability difference of 0.0207. In these data 

it clearly shows that increasing particle sizes has a much bigger effect on how the relative 

permeability increases. 

 

In section 5.4, we looked at the effect of initial permeabilities. The only way we can change 

this number, according to our model, is by changing the porosity. We changed the porosity 

from 0.184 to 0.300. We used the data from 5.1.5 and 5.1.6, which is laminar data for a 

porosity of 0.184 and 0.300 respectively. It was clearly shown, by the data, that if we were to 

increase the porosity, the impairment caused by particles would also decrease. The reason 

behind this, is that the particles has many more tubes to plug. This means, that we would have 
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to send many more particles through the core, to reduce the permeability at a higher porosity 

compared to a lower one. If we compare the relative permeability chamges from out data, 

where we take the difference from the porosity change (0.184 to 0.300), we will get: 

• Low salinity – area A: 0.0645-0.0603 = 0.0255 

• Low salinity – area B: 0.0123 

• High salinity – area A: 0.0234 

• High salinity – area B: 0.0112 

There is about 8-9% change in the “relative permeability changes” when going from a 

porosity of 0.184 to 0.300. 

 

6.2 Proposed Further Work 

For further work I would propose that more parameters could be put into a mathematical 

program such as MATLAB. A concentration of particles could be integrated, so that we could 

measure how such a concentration would bombard the core with particles over time and cause 

reduced permeabilities. Having certain areas of the core surface starting to fill up with 

particles, due to high activity at some spots of the core, would also be quite interesting. 

Trying to compare more particle sizes, would be resourceful. This would give a clearer 

picture of how salinity changes versus particle sizes would act. 

 

More dataset will always be good to have. With more dataset, outliers should be easier to 

spot, and trends should be easier to spot. For reference, each run by my MATLAB-script took 

8 to 12 hours to complete. Adding more things for the script to run through, would add to that 

time.  
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8 Appendix 

8.1 Appendix A: MATLAB-script “TurbulentNPart.m” 
%% Run 1 - low salt concentration 

clc 

clear 

clf 

  

% Conversion factor 

Conv_mD = 1.01325.*10e12;                                    % Multiply SI unit with this to get mD (mD/m^2) 

  

% Particles info 

dens_p = 1.26;                                               % Fumed alumina density (g/cc)                          

part_rad_avg = 10e-6;                                        % Expected size of particles in fluid             

  

% Estimate N, the average number of tubings in the core 

poro_init = 0.184;                                           % Initial porosity 

R = 3.81/200;                                                % Core radius 

tube_rad_avg = 6e-6;                                         % Average tube radius 

N =int32(3/4.*poro_init.*(R/tube_rad_avg).^2); 

  

% Lognormal distribution of tubes in the core 

m = 1;                                                       % mean value 

v = 0.5;                                                     % variance 

mu = log((m^2)/sqrt(v+m^2));                                 % myu for lognormal function 

sigma = sqrt(log(v/(m^2)+1));                                % sigma for lognormal function 

  

rad_tube = lognrnd(mu,sigma,[1,N]);                          % random number generated from lognormal distribution 

rad_tube = sort(rad_tube);                                   % sort the random number from small to large 

P = lognpdf(rad_tube,mu,sigma);                              % create distribution function from random number generated 

rad_tube1 = rad_tube*tube_rad_avg;                           % convert the random number to micrometer size 

  

% Lognormal distribution for the particles has to be moved to the loop... 

  

% Reynolds number 

Q = 0.01;                                                    % (m^3/s) 

D_core = R*2;                                                % (m) 

dyn_visc = 50/1000;                                          % Dynamic viscosity (Pa*s) 

kin_visc = dyn_visc./(dens_p*1000);                          % kinematic viscosity (m^2/s) 

kin_visc_cSt = kin_visc*10e6;                                % kinematic viscosity centi-stokes (cSt) 

A_core = pi()*R.^2;                                          % Area of core (m) 

Re = (Q*D_core) / (kin_visc*A_core);                         % Reynolds number 

  

  

% Absolute permeability without salt precipitation: 

k_absi_nosalt = (1./(8*(R.^2))*sum(rad_tube1.^4)); 

k_absi_nosalt_mD = k_absi_nosalt * Conv_mD; 

  

% Estimating delta r, the salt thickness 

dry_coef = 1; 

D_aq = 1.0974; 

X_s = 0.07168; 

D_aq1 = 1.14875; 

X_s1 = 0.1369; 

D_s = 2.16; 

  

salt_sat = (0.85 + dry_coef/3.5)*(D_aq*X_s/D_s);            % solid salt saturation 

  

del_r = 2/3*(rad_tube1*salt_sat)/dry_coef;                  % delta r 

r_f = rad_tube1 - del_r;                                    % r - delta_r 

  

  

% Calculation of absolute permeability k_abs initial 

k_absi = (1./(8*(R.^2)))*sum(r_f.^4); 

k_absi_mD = k_absi * Conv_mD; 

  

% Vectors to be plotted 

k_abs_vector = []; 

k_abs_vector(1,1) = k_absi_mD; 

  

rel_perm_vector = []; 

rel_perm_vector(1,1) = 1 - (k_absi_mD / k_absi_nosalt_mD); 

  

N_p_vector = []; 

N_p_vector(1,1) = 0; 

  

  

N_p = 0;                                                    % Number of particles in a cubic meter 

N_p_step = 100000;                                          % The ammount of particles in each step 

j = 1;                                                      % Step counter for plotting the vectors 

r_count = 0;                                                % Reset counter for when we reduce the tubes N 

  

while N_p < 1000001 

r_f_redu = r_f; 

  

% Lognormal distribution of particles in the core 

%m = 0;                                                     % mean value 

%v = 0.25;                                                  % variance 

mu_part = 0;                                                % myu for lognormal function 

sigma_part = 0.5;                                           % sigma for lognormal function 

  

part_dist = lognrnd(mu_part,sigma_part,[1,N_p]);            % random number generated from lognormal distribution 

part_dist = sort(part_dist);                                % sort the random number from small to large 

P_part = lognpdf(part_dist,mu,sigma);                       % create distribution function from random number generated 

part_dist1 = part_dist*part_rad_avg;                        % convert the random number to micrometer size 

  

  

    i = 1;                                                  % Particle "i" that will act upon the system of tubes 

    while i < N_p + 1                                       % Run every particle 
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        if N>0 && N_p>0 

            elim = randi(N); 

            elimp = randi(N_p); 

             

            if part_dist1(1,elimp) < r_f_redu(1,elim) 

            else 

            part_dist1(1,elimp) = 0; 

            part_dist1 = part_dist1(0~=part_dist1);     

            N_p = N_p - 1;     

                 

            r_f_redu(1,elim) = 0;                           % Eliminate tube where the size of the particle is greater 

            r_f_redu = r_f_redu(0~=r_f_redu);               % Eliminating zeros 

            N = N - 1;                                      % Reduce the N ammount of tubes when plugged 

            r_count = r_count + 1; 

            end 

        else 

        end 

    i = i + 1; 

    end 

  

% Reseting N tubes 

N = N + r_count; 

N_p = N_p + r_count; 

r_count = 0; 

  

% Getting values for the vectors 

k_abs = (1./(8*(R.^2)))*sum(r_f_redu.^4); 

  

k_abs_mD = k_abs * Conv_mD; 

rel_perm = 1 - (k_abs_mD / k_absi_nosalt_mD); 

  

k_abs_vector(1,j+1) = k_abs_mD; 

rel_perm_vector(1,j+1) = rel_perm; 

N_p_vector(1,j+1) = N_p; 

  

N_p = N_p + N_p_step 

j = j + 1; 

end 

  

% Run 2 - high salt concentration 

  

% Not reapeating constants 

  

% Estimating delta r, the salt thickness 

dry_coef = 1; 

D_aq = 1.0974; 

X_s = 0.07168; 

D_aq1 = 1.14875; 

X_s1 = 0.1369; 

D_s = 2.16; 

  

salt_sat1 = (0.85 + dry_coef/3.5)*(D_aq1*X_s1/D_s);         % solid salt saturation 

  

del_r1 = 2/3*(rad_tube1*salt_sat1)/dry_coef;                % delta r 

r_f1 = rad_tube1 - del_r1;                                  % r - delta_r 

  

  

% Calculation of absolute permeability k_abs initial 

k_absi1 = (1./(8*(R.^2)))*sum(r_f1.^4); 

k_absi_mD1 = k_absi1 * Conv_mD; 

  

% Vectors to be plotted 

k_abs_vector1 = []; 

k_abs_vector1(1,1) = k_absi_mD1; 

  

rel_perm_vector1 = []; 

rel_perm_vector1(1,1) = 1 - (k_absi_mD1 / k_absi_nosalt_mD); 

  

N_p_vector1 = []; 

N_p_vector1(1,1) = 0; 

  

N_p1 = 0;                                                   % Number of particles in a cubic meter 

N_p_step1 = 100000;                                         % The ammount of particles in each step 

j = 1;                                                      % Step counter for plotting the vectors 

r_count = 0;                                                % Reset counter for when we reduce the tubes N 

  

while N_p1 < 1000001 

r_f_redu1 = r_f1; 

  

% Lognormal distribution of particles in the core 

%m = 0;                                                     % mean value 

%v = 0.25;                                                  % variance 

mu_part = 0;                                                % myu for lognormal function 

sigma_part = 0.5;                                           % sigma for lognormal function 

  

part_dist = lognrnd(mu_part,sigma_part,[1,N_p1]);           % random number generated from lognormal distribution 

part_dist = sort(part_dist);                                % sort the random number from small to large 

P_part = lognpdf(part_dist,mu,sigma);                       % create distribution function from random number generated 

part_dist1 = part_dist*part_rad_avg;                        % convert the random number to micrometer size 

  

  

    i = 1;                                                  % Particle "i" that will act upon the system of tubes 

    while i < N_p1 + 1                                      % Run every particle 

         

        if N>0 && N_p1>0 

            elim = randi(N); 

            elimp = randi(N_p1); 

             

            if part_dist1(1,elimp) < r_f1(1,elim) 

            else 

            part_dist1(1,elimp) = 0; 

            part_dist1 = part_dist1(0~=part_dist1);     

            N_p1 = N_p1 - 1;     
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            r_f1(1,elim) = 0;                               % Eliminate tube where the size of the particle is greater 

            r_f_redu1 = r_f_redu1(0~=r_f_redu1);            % Eliminating zeros 

            N = N - 1;                                      % Reduce the N ammount of tubes when plugged 

            r_count = r_count + 1; 

            end 

        else 

        end 

         

    i = i + 1; 

    end 

  

% Reseting N tubes 

N = N + r_count; 

N_p1 = N_p1 + r_count; 

r_count = 0; 

  

% Getting values for the vectors 

k_abs1 = (1./(8*(R.^2)))*sum(r_f_redu1.^4); 

  

k_abs_mD1 = k_abs1 * Conv_mD; 

rel_perm1 = 1 - (k_abs_mD1 / k_absi_nosalt_mD); 

  

k_abs_vector1(1,j+1) = k_abs_mD1; 

rel_perm_vector1(1,j+1) = rel_perm1; 

N_p_vector1(1,j+1) = N_p1; 

  

N_p1 = N_p1 + N_p_step1 

j = j + 1; 

end 

  

  

%% Plotting 

  

figure('Name','Size = 10e-6 (m), Porosity = 0.184') 

subplot(2,1,1) 

plot(N_p_vector,k_abs_vector,'b',N_p_vector1,k_abs_vector1,'r') 

grid on 

title('Absolute permeability') 

xlabel('N_p') 

ylabel('k_a_b_s mD') 

  

subplot(2,1,2) 

plot(N_p_vector,rel_perm_vector,'b',N_p_vector1,rel_perm_vector1,'r') 

grid on 

title('Relative injectivity') 

xlabel('N_p') 

ylabel('rel_p_e_r_m') 

  

legend({'Low Salinity','High Salinity'});  
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8.2 Appendix B: MATLAB-script “LaminarNPart.m” 
%% Run 1 - low salt concentration 

clf 

clear 

clc 

  

% Conversion factor 

Conv_mD = 1.01325.*10e12;                                       % Multiply SI unit with this to get mD (mD/m^2) 

  

% Particles info 

dens_p = 1.26;                                                  % Fumed alumina density (g/cc)                          

part_rad_avg = 10e-6;                                           % Expected size of particles in fluid    

  

% Estimate N, the average number of tubings in the core 

poro_init = 0.184;                                              % Initial porosity (1/1) 

R = 3.81/200;                                                   % Core radius (m) 

tube_rad_avg = 6e-6;                                            % Average tube radius  

N =int32(3/4.*poro_init.*(R/tube_rad_avg).^2); 

  

% Estimating the ammount of tubes on area's (A and B) of the core 

a = 80;                                                         % Hit rating a (%) 

b = 20;                                                         % Hit rating b (%) 

  

R_a_percent = 80;                                               % Relative radius (%) of entire core cross-section   

R_b_percent = 20;                                               % Relative radius (%) of entire core cross-section 

  

R_a = R*(R_a_percent/100);                                      % Middle area with a% hit rating 

R_b = R*(R_b_percent/100);                                      % Outer area with b% hit rating 

  

A_a = (R_a^2)*pi;                                               % Area A 

A_b = (R^2 - R_a^2)*pi;                                         % Area B 

  

A_a_percent = (A_a)/(A_a+A_b);                                  % Area A % of whole core 

A_b_percent = (A_b)/(A_a+A_b);                                  % Area B % of whole core 

  

N_A = A_a_percent*N;                                            % Ammount of tubes in area A 

N_B = A_b_percent*N;                                            % Ammount of tubes in area B 

  

% Lognormal distribution of tubes in the core 

m = 1;                                                          % mean value 

v = 0.5;                                                        % variance 

mu = log((m^2)/sqrt(v+m^2));                                    % myu for lognormal function 

sigma = sqrt(log(v/(m^2)+1));                                   % sigma for lognormal function 

  

rad_tube_A = lognrnd(mu,sigma,[1,N_A]);                         % random number generated from lognormal distribution 

rad_tube_B = lognrnd(mu,sigma,[1,N_B]); 

  

rad_tube_A = sort(rad_tube_A);                                  % sort the random number from small to large 

rad_tube_B = sort(rad_tube_B); 

  

P_A = lognpdf(rad_tube_A,mu,sigma);                             % create distribution function from random number generated 

P_B = lognpdf(rad_tube_B,mu,sigma); 

  

rad_tube1_A = rad_tube_A*tube_rad_avg;                          % convert the random number to micrometer size 

rad_tube1_B = rad_tube_B*tube_rad_avg; 

  

% Lognormal distribution for the particles has to be moved to the loop... 

  

% Reynolds number 

Q = 0.001;                                                      % (m^3/s) 

D_core = R*2;                                                   % (m) 

dyn_visc = 50/1000;                                             % Dynamic viscosity (Pa*s) 

kin_visc = dyn_visc./(dens_p*1000);                             % kinematic viscosity (m^2/s) 

kin_visc_cSt = kin_visc*10e6;                                   % kinematic viscosity centi-stokes (cSt) 

A_core = pi()*R.^2;                                             % Area of core (m) 

Re = (Q*D_core) / (kin_visc*A_core);                            % Reynolds number 

  

  

% Absolute permeability without salt precipitation: 

k_absi_nosalt_A = (1./(8*((R_a_percent/100)*R).^2))*sum(rad_tube1_A.^4); 

k_absi_nosalt_mD_A = k_absi_nosalt_A * Conv_mD; 

  

k_absi_nosalt_B = (1./(8*(R.^2 - ((R_a_percent/100)*R).^2)))*sum(rad_tube1_B.^4); 

k_absi_nosalt_mD_B = k_absi_nosalt_B * Conv_mD; 

  

% Estimating delta r, the salt thickness 

dry_coef = 1; 

D_aq = 1.0974; 

X_s = 0.07168; 

D_aq1 = 1.14875; 

X_s1 = 0.1369; 

D_s = 2.16; 

  

salt_sat = (0.85 + dry_coef/3.5)*(D_aq*X_s/D_s);                % solid salt saturation 

  

del_r_A = 2/3*(rad_tube1_A*salt_sat)/dry_coef;                  % delta r 

del_r_B = 2/3*(rad_tube1_B*salt_sat)/dry_coef; 

  

r_f_A = rad_tube1_A - del_r_A;                                  % r - delta_r 

r_f_B = rad_tube1_B - del_r_B; 

  

% Calculation of absolute permeability k_abs initial 

k_absi_A = (1./(8*((R_a_percent/100)*R).^2))*sum(r_f_A.^4); 

k_absi_B = (1./(8*(R.^2 - ((R_a_percent/100)*R).^2)))*sum(r_f_B.^4); 

  

k_absi_mD_A = k_absi_A * Conv_mD;               

k_absi_mD_B = k_absi_B * Conv_mD; 

  

k_abs_A = k_absi_A; 



53 

 

k_abs_B = k_absi_B; 

  

% Defining vectors to be plotted: 

k_abs_vector_A = []; 

k_abs_vector_A(1,1) = k_absi_mD_A; 

k_abs_vector_B = []; 

k_abs_vector_B(1,1) = k_absi_mD_B; 

  

rel_perm_vector_A = []; 

rel_perm_vector_A(1,1) = 1 - (k_absi_mD_A / k_absi_nosalt_mD_A); 

rel_perm_vector_B = []; 

rel_perm_vector_B(1,1) = 1 - (k_absi_mD_B / k_absi_nosalt_mD_B); 

  

N_p_vector_A = []; 

N_p_vector_A(1,1) = 0; 

N_p_vector_B = []; 

N_p_vector_B(1,1) = 0; 

  

  

N_p = 0;                                                        % Number of particles in a cubic meter 

N_p_step = 100000;                                              % The ammount of particles in each step 

j = 1;                                                          % Step counter for plotting the vectors 

r_count_A = 0;                                                  % Reset counter for when we reduce the tubes N 

r_count_B = 0; 

  

while N_p < 1000001 

r_f_redu_A = r_f_A;                                             % r_f reduced (used so we can keep our initial r_f values 

intact with iterations) 

r_f_redu_B = r_f_B; 

  

% Lognormal distribution of particles in the core 

%m = 0;                                                         % mean value 

%v = 0.25;                                                      % variance 

mu_part = 0;                                                    % myu for lognormal function 

sigma_part = 0.5;                                               % sigma for lognormal function 

  

part_dist = lognrnd(mu_part,sigma_part,[1,N_p]);                % random number generated from lognormal distribution 

part_dist = sort(part_dist);                                    % sort the random number from small to large 

P_part = lognpdf(part_dist,mu,sigma);                           % create distribution function from random number generated 

part_dist1 = part_dist*part_rad_avg;                            % convert the random number to micrometer size   

     

    i = 1;                                                      % Particle "i" that will act upon the system of tubes 

    while i < N_p + 1 

  

        randi(100); 

  

        if randi(100)<a || randi(100)==a                        % Area A 

  

            elim = randi(N_A); 

            if N_p > 0 

            elimp = randi(N_p); 

            else 

            elimp = 1;     

            end 

             

            if part_dist1(1,elimp) < r_f_redu_A(1,elim) 

            else 

            part_dist1(1,elimp) = 0;     

            part_dist1 = part_dist1(0~=part_dist1); 

            N_p = N_p - 1; 

             

            r_f_redu_A(1,elim) = 0;                             % Eliminate tube where the size of the particle is greater 

            r_f_redu_A = r_f_redu_A(0~=r_f_redu_A);             % Eliminating zeros 

            N_A = N_A - 1;                                      % Reduce the N ammount of tubes when plugged 

            r_count_A = r_count_A + 1; 

            end 

  

        else                                                    % Area B 

  

            elim = randi(N_B); 

            if N_p > 0 

            elimp = randi(N_p); 

            else 

            elimp = 1; 

            end 

             

            if part_dist1(1,elimp) < r_f_redu_B(1,elim) 

            else 

            part_dist1(1,elimp) = 0; 

            part_dist1 = part_dist1(0~=part_dist1);     

            N_p = N_p - 1; 

             

            r_f_redu_B(1,elim) = 0;                             % Eliminate tube where the size of the particle is greater 

            r_f_redu_B = r_f_redu_B(0~=r_f_redu_B);             % Eliminating zeros 

            N_B = N_B - 1; 

            r_count_B = r_count_B + 1; 

            end 

  

         

  

        end 

  

    i = i + 1; 

    end 

     

% Reseting N tubes 

N_A = N_A + r_count_A; 

N_B = N_B + r_count_B; 

N_p = N_p + r_count_A + r_count_B; 

r_count_A = 0; 

r_count_B = 0; 

  

% Getting values for the vectors, area A 
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k_abs_A = (1./(8*((R_a_percent/100)*R).^2))*sum(r_f_redu_A.^4); 

  

k_abs_mD_A = k_abs_A * Conv_mD; 

rel_perm_A = 1 - (k_abs_mD_A / k_absi_nosalt_mD_A); 

  

k_abs_vector_A(1,j+1) = k_abs_mD_A; 

rel_perm_vector_A(1,j+1) = rel_perm_A; 

N_p_vector_A(1,j+1) = N_p; 

  

  

% Getting values for the vectors, area B 

k_abs_B = (1./(8*(R.^2 - ((R_a_percent/100)*R).^2)))*sum(r_f_redu_B.^4);     

  

k_abs_mD_B = k_abs_B * Conv_mD; 

rel_perm_B = 1 - (k_abs_mD_B / k_absi_nosalt_mD_B); 

  

k_abs_vector_B(1,j+1) = k_abs_mD_B; 

rel_perm_vector_B(1,j+1) = rel_perm_B; 

N_p_vector_B(1,j+1) = N_p; 

  

  

N_p = N_p + N_p_step 

j = j + 1; 

end 

  

  

  

% Run 2 - high salt concentration 

  

% Not reapeating constants 

  

% Estimating delta r, the salt thickness 

dry_coef = 1; 

D_aq = 1.0974; 

X_s = 0.07168; 

D_aq1 = 1.14875; 

X_s1 = 0.1369; 

D_s = 2.16; 

  

salt_sat1 = (0.85 + dry_coef/3.5)*(D_aq1*X_s1/D_s);           % solid salt saturation 

  

del_r_A1 = 2/3*(rad_tube1_A*salt_sat1)/dry_coef;              % delta r 

del_r_B1 = 2/3*(rad_tube1_B*salt_sat1)/dry_coef; 

  

r_f_A1 = rad_tube1_A - del_r_A1;                              % r - delta_r 

r_f_B1 = rad_tube1_B - del_r_B1; 

  

% Calculation of absolute permeability k_abs initial 

k_absi_A1 = (1./(8*((R_a_percent/100)*R).^2))*sum(r_f_A1.^4); 

k_absi_B1 = (1./(8*(R.^2 - ((R_a_percent/100)*R).^2)))*sum(r_f_B1.^4); 

  

k_absi_mD_A1 = k_absi_A1 * Conv_mD;               

k_absi_mD_B1 = k_absi_B1 * Conv_mD; 

  

% Defining vectors to be plotted: 

k_abs_vector_A1 = []; 

k_abs_vector_A1(1,1) = k_absi_mD_A1; 

k_abs_vector_B1 = []; 

k_abs_vector_B1(1,1) = k_absi_mD_B1; 

  

rel_perm_vector_A1 = []; 

rel_perm_vector_A1(1,1) = 1 - (k_absi_mD_A1 / k_absi_nosalt_mD_A); 

rel_perm_vector_B1 = []; 

rel_perm_vector_B1(1,1) = 1 - (k_absi_mD_B1 / k_absi_nosalt_mD_B); 

  

N_p_vector_A1 = []; 

N_p_vector_A1(1,1) = 0; 

N_p_vector_B1 = []; 

N_p_vector_B1(1,1) = 0; 

  

  

N_p1 = 0;                                                   % Number of particles in a cubic meter 

N_p_step1 = 100000;                                         % The ammount of particles in each step 

j = 1;                                                      % Step counter for plotting the vectors 

r_count_A = 0;                                              % Reset counter for when we reduce the tubes N 

r_count_B = 0; 

  

while N_p1 < 1000001 

r_f_redu_A1 = r_f_A1;                                       % r_f reduced (used so we can keep our initial r_f values intact 

with iterations) 

r_f_redu_B1 = r_f_B1; 

  

% Lognormal distribution of particles in the core 

%m = 0;                                                     % mean value 

%v = 0.25;                                                  % variance 

mu_part = 0;                                                % myu for lognormal function 

sigma_part = 0.5;                                           % sigma for lognormal function 

  

part_dist = lognrnd(mu_part,sigma_part,[1,N_p1]);           % random number generated from lognormal distribution 

part_dist = sort(part_dist);                                % sort the random number from small to large 

P_part = lognpdf(part_dist,mu,sigma);                       % create distribution function from random number generated 

part_dist1 = part_dist*part_rad_avg;                        % convert the random number to micrometer size   

     

    i = 1;                                                  % Particle "i" that will act upon the system of tubes 

    while i < N_p1 + 1 

  

randi(100); 

  

        if randi(100)<a || randi(100)==a                    % Area A 

  

        elim = randi(N_A); 

        if N_p1 > 0 

        elimp = randi(N_p1); 
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        else 

        elimp = 1;     

        end 

            if part_dist1(1,elimp) < r_f_redu_A1(1,elim) 

            else 

            part_dist1(1,elimp) = 0; 

            part_dist1 = part_dist1(0~=part_dist1); 

            N_p1 = N_p1 - 1;     

             

            r_f_redu_A1(1,elim) = 0;                        % Eliminate tube where the size of the particle is greater 

            r_f_redu_A1 = r_f_redu_A1(0~=r_f_redu_A1);      % Eliminating zeros 

            N_A = N_A - 1; 

            r_count_A = r_count_A + 1; 

            end 

  

        else                                                % Area B 

  

        elim = randi(N_B); 

        if N_p1 > 0 

        elimp = randi(N_p1); 

        else 

        elimp = 1;     

        end 

            if part_dist1(1,elimp) < r_f_redu_B1(1,elim) 

            else 

            part_dist1(1,elimp) = 0; 

            part_dist1 = part_dist1(0~=part_dist1);     

            N_p1 = N_p1 - 1; 

             

            r_f_redu_B1(1,elim) = 0;                        % Eliminate tube where the size of the particle is greater 

            r_f_redu_B1 = r_f_redu_B1(0~=r_f_redu_B1); 

            N_B = N_B - 1; 

            r_count_B = r_count_B + 1; 

            end 

  

         

  

        end 

  

    i = i + 1; 

    end 

     

% Reseting N tubes 

N_A = N_A + r_count_A; 

N_B = N_B + r_count_B; 

N_p1 = N_p1 + r_count_A + r_count_B; 

r_count_A = 0; 

r_count_B = 0; 

  

% Getting values for the vectors, area A 

k_abs_A1 = (1./(8*((R_a_percent/100)*R).^2))*sum(r_f_redu_A1.^4); 

  

k_abs_mD_A1 = k_abs_A1 * Conv_mD; 

rel_perm_A1 = 1 - (k_abs_mD_A1 / k_absi_nosalt_mD_A); 

  

k_abs_vector_A1(1,j+1) = k_abs_mD_A1; 

rel_perm_vector_A1(1,j+1) = rel_perm_A1; 

N_p_vector_A1(1,j+1) = N_p1; 

  

  

% Getting values for the vectors, area B 

k_abs_B1 = (1./(8*(R.^2 - ((R_a_percent/100)*R).^2)))*sum(r_f_redu_B1.^4);     

  

k_abs_mD_B1 = k_abs_B1 * Conv_mD; 

rel_perm_B1 = 1 - (k_abs_mD_B1 / k_absi_nosalt_mD_B); 

  

k_abs_vector_B1(1,j+1) = k_abs_mD_B1; 

rel_perm_vector_B1(1,j+1) = rel_perm_B1; 

N_p_vector_B1(1,j+1) = N_p1; 

  

  

N_p1 = N_p1 + N_p_step1 

j = j + 1; 

end 

  

%% Plotting 

figure('Name','Size = 10e-6 (m), Porosity = 0.184') 

subplot(2,2,1) 

plot(N_p_vector_A,k_abs_vector_A,'b',N_p_vector_A1,k_abs_vector_A1,'r') 

grid on 

title('Absolute permeability, Area A') 

xlabel('N_p') 

ylabel('k_a_b_s mD') 

  

subplot(2,2,2) 

plot(N_p_vector_B,k_abs_vector_B,'b',N_p_vector_B1,k_abs_vector_B1,'r') 

grid on 

title('Absolute permeability, Area B') 

xlabel('N_p') 

ylabel('k_a_b_s mD') 

  

subplot(2,2,3) 

plot(N_p_vector_A,rel_perm_vector_A,'b',N_p_vector_A1,rel_perm_vector_A1,'r') 

grid on 

title('Relative injectivity, Area A') 

xlabel('N_p') 

ylabel('rel_p_e_r_m') 

  

subplot(2,2,4) 

plot(N_p_vector_B,rel_perm_vector_B,'b',N_p_vector_B1,rel_perm_vector_B1,'r') 

grid on 

title('Relative injectivity, Area B') 

xlabel('N_p') 



56 

 

ylabel('rel_p_e_r_m') 

  

legend({'Low Salinity','High Salinity'}); 

%% Optional plotting 

figure('Name','insert name here') 

subplot(2,1,1) 

plot(rad_tube1_A,P_A) 

grid on 

title('Lognormal distribution, Area A') 

xlabel('r_i'); 

ylabel('P'); 

  

subplot(2,1,2) 

plot(rad_tube1_B,P_B) 

grid on 

title('Lognormal distribution, Area B') 

xlabel('r_i'); 

ylabel('P'); 


