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Abstract  

Spontaneous imbibition (SI) is a very important mechanism for oil recovery in naturally fractured 

reservoirs. Several studies have indicated that counter-current oil production is much slower and give 

lower ultimate oil recovery than that of co-current production. This thesis presents an investigation of 

the relationship between co-current and counter-current relative permeabilities and their effect on 

production rates and ultimate oil recovery. 

SI into strongly water-wet low-permeability chalk has been investigated by numerical simulations 

using ECLIPSE 100. Two independent experimental studies have been considered, dividing this thesis 

into two parts. In part 1 counter-current relative permeability curves obtained by history matching 

experimental data by Standnes (2004) were used in co-current simulations. Unexpected results were 

found, in which simulations showed too fast oil recovery rates when counter-current relative 

permeabilities were included in the model. Further investigation showed inconsistency within 

experimental data and certain SI tests were considered unrepresentative. As further comparison would 

give inconsistent results, part 2 was introduced.  

For part 2, counter-current simulations were run with co-current relative permeability curves 

established by history matching experimental data by Bourbiaux and Kalaydjian (1990). Too fast oil 

recovery rates were observed. The half-recovery time was underestimated by approximately 50 %, 

which is in agreement with results found by Bourbiaux and Kalaydjian (1990). Exact prediction of 

counter-current experimental data was obtained by reducing both oil and water relative permeabilities 

including endpoints, by 50 % or by increasing the Corey exponents for oil and water by 45 %, however, 

with fixed endpoints. Since SI is described by a diffusion equation model, a relationship between the 

capillary diffusivity coefficient (CDC) and oil recovery curves for certain SI tests was investigated. A 

relationship is proposed were the oil recovery curve is expressed as a function of CDC value and curve 

shape (when plotted against normalized water saturation). The numerical investigation in this thesis 

underlines the importance of considering both co-current and counter-current conditions when 

evaluating the oil recovery potential on reservoir rocks experimentally, as inconsistencies may arise 

when results are scaled to reservoir conditions.  
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1 Introduction and background 

 

1.1 Background 

Only a fraction of the original oil in place (OOIP) can be produced by the natural driving mechanisms 

in a reservoir. This has resulted in a range of methods developed to maintain the reservoir pressure 

during production. For reservoirs with a natural water drive or expanding gas cap, injection of water is 

considered as an efficient way to increase oil recovery. This will conventionally displace oil from the 

pores and towards the production well.  However, in the case of a naturally fractured reservoir, the water 

will flow through the high permeability fracture system and leave most of the oil behind in the matrix 

blocks. It was not before the 1950s that the process of spontaneous imbibition (SI) was recognized as 

an important mechanism for increased oil recovery in fractured reservoirs (Brownscombe & Dyes, 

1952). If the reservoir is water-wet, the injected water will spontaneously imbibe from the fracture into 

the matrix due to capillary forces. The imbibition process is sensitive to a range of underlying parameters 

such as wettability, permeability, viscosity, interfacial tension (IFT) and confining fluid distribution of 

the matrix.  

During water injection, the fracture water level (FWL) will advance and increasingly cover the 

matrix blocks, dividing the SI process into two modes: counter-current and co-current imbibition  

(Mattax & Kyte, 1962). Counter-current SI will occur if the rock is totally submersed in water, by which 

oil is produced from the same surface as water enters the porous medium. On the other hand, for a case 

where the rock is in contact with an oil phase, water and oil will flow towards the oil-covered surface, 

by which the oil phase can be produced. Thus, the two fluid phases flow in the same direction, also 

known as co-current flow. Figure 1.1 illustrates the difference between counter-current and co-current 

SI into a cubic rock sample. 

 

 

Figure 1.1: Illustration of boundary conditions for co-current and counter-current SI (Bourbiaux & 

Kalaydjian, 1990) 
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Counter-current SI is regarded as the most important driving mechanism of the two modes and 

has received more attention through experimental and numerical papers (Hamon & Vidal, 1986; Ma, 

Morrow, & Zhang, 1997; Mattax & Kyte, 1962; Torsæter, 1985; Zhang, Morrow, & Ma, 1995). Of the 

reported literature, a great quantity is related to qualitative investigations of the effects of boundary 

conditions and sample shape. Lately, more attention has been directed towards the difference between 

the two SI modes, in which observations have showed both faster recovery rates and higher ultimate oil 

recovery for co-current SI than for counter-current SI. 

Pooladi-Darvish and Firoozabadi (2000); Pooladi-Darvish and Firoozabadi (1998) investigated 

differences between co-current and counter-current imbibition into matrix blocks of Berea and Kansas 

chalk. They found that when a water-wet porous medium is partially in contact with oil, co-current 

imbibition will be the dominant production mechanism, not counter-current. It was also observed that 

co-current imbibition is more efficient than counter-current imbibition, in relation to recovery rates and 

ultimate recovery.  

In 1990 Bourbiaux & Kalaydjian performed an experimental study on co-current and counter-

current flows in natural porous medium. The results showed that the rate of co-current oil production is 

much faster than for counter-current production. They also compared simulated and experimental oil 

recoveries for the two SI modes, in which co-current relative permeability curves did not give exact 

prediction of counter-current recvoery rates. However, good prediction was obtained by reducing the 

co-current relative permeability curves by 30 %. Bourbiaux & Kalaydjian also discovered higher 

ultimate recoveries for co-current oil production, yet emphasized the need for further ivestigation of this 

point.  

Standnes (2004) studied the impact of boundary conditions on oil recovery by co-current and 

counter-current spontaneous imbibition. Not only did he discover that oil recovery induced by both SI 

modes is highly dependent on sample shape, size and boundary conditions, but also that counter-current 

SI tests showed significantly lower production rates and ultimate oil recoveries. Similar results were 

found by (Unsal, Mason, Morrow, & Ruth, 2009) and (Karimaie, Torsæter, Esfahani, Dadashpour, & 

Hashemi, 2006).  

Sherafati and Jessen (2017) investigated the impact of mobility changes due to reversals from 

co-current to counter-current  flow on the displacement performance of water alternating gas (WAG) 

injection preocesses. They concluded that using a single set of relative permeability curves for the 

simulation of WAG processes may not provide sufficient physical detail for accurate design of such 

processes. This suggests that the relationship between co-current and counter-current flow could be 

important for many aspects of displacement dynamics 

 

 



 

3 

 

1.2 Objective 

For optimal reservoir simulation, it is essential to have detailed knowledge about the underlaying 

mechanisms critical to the problem under consideration. Input parameters must be properly understood 

in order to model their effect. Since laboratory measurments in most cases are carried out on co-current 

flow conditions, this may overestimate both production rate and ultimate oil recovery if counter-current 

SI is the dominating production mechanism. Hence, to prevent a optimistic oil prediction, theoretical 

interpretations of the imbition process must taken into account when performing numerical simulations. 

This will provide a better understanding of the real difference between co-current and counter-current 

relative permeabilites, both qualitatively and quantitatively.  

 

The main objective of this thesis is to investigate the relationship between co-current and counter-

current relative permeabilities and their effect on oil recovery curves.  

 

Objectives of this thesis: 

• Establish capillary pressure curve and a set of relative permeability curves for a basecase by 

history matching experimental data with ECLIPSE 100 simulation software.  

• Use the obtained capillary pressure curve and relative permeability curves in simulations of 

further SI tests and compare with experimental data.  

Part 1 

• Quantitatively test if simulations with counter-current relative permeabilities will reproduce co-

current experimental data. Referring to part 1, experimental data by Standnes (2004) 

• Qualitatively test if co-current experimental data can be reproduced by increasing counter-

current relative permeabilities. Referring to part 1, experimental data by Standnes (2004) 

Part 2 

• Quantitatively test if simulations with co-current relative permeabilities will reproduce counter-

current experimental data. Referring to part 2, experimental data by Bourbiaux and Kalaydjian 

(1990) 

• Quantitatively test how much co-current relative permeabilities must be reduced to match 

counter-current experimental data. Referring to part 2, experimental data by Bourbiaux and 

Kalaydjian (1990) 

• Qualitatively test different combinations of relative permeability inputs to obtain approximately 

the same response (recovery rates). Compare results when endpoint relative permeabilities are 

reduced or kept constant.  Referring to part 2, experimental data by Bourbiaux and Kalaydjian 

(1990) 

• Qualitatively test the relationship between oil recovery and CDC, both with respect to value and 

shape. Referring to part 2, experimental data by Bourbiaux and Kalaydjian (1990) 
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1.3 Organization of this thesis 

The thesis is divided into two parts. Part 1 is based on the work by Standnes (2004), in which a set of 

relative permeability curves and capillary pressure curves were established from history matching 

counter-current experimental results with ECLIPSE 100. Furthermore, the counter-current relative 

permeability curves were used to simulate co-current SI tests, in which results were compared to co-

current experimental data. Counter-current relative permeability curves were then adjusted to match co-

current experimental data.  

Part 2 is based on a study by Bourbiaux and Kalaydjian (1990). Here, counter-current 

simulations were run with co-current relative permeability curves obtained from history matching. 

Furthermore, the simulations were compared with counter-current experimental data and adjusted until 

a match was obtained. The adjustment factors were compared with results found by Bourbiaux and 

Kalaydjian (1990). The procedure of adjusting relative permeability curves was further studied, in which 

two methods were compared: reduce relative permeability curve including endpoint values or keep the 

endpoint values constant by only increasing the Corey exponents. Lastly, a relationship between oil 

recovery curves and the CDC for certain SI tests was investigated. Figure 1.2 shows the procedure of 

investigation performed in this thesis. 
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Figure 1.2: Procedure of investigation performed in this thesis. 
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2 Theory 

 

2.1 Modelling of fractured reservoirs 

The understanding and modelling of naturally fractured reservoirs present the idea of a reservoir that is 

divided into two different media; matrix and fractures. The matrix is described as the main source for 

hydrocarbons, with high storage capacity, but low permeability. On the other hand, fractures are 

recognised for having low storage capacity, but high permeability. As the two media exhibit such 

opposing characteristics, it will encourage a matrix-fracture fluid exchange. To describe this fluid 

exchange in a fractured porous medium, the concept of dual-porosity is arguably the most recognized 

model in the history of petroleum reservoir engineering.  

The first developments of the dual-porosity model was introduced in the 1960s by Warren and 

Root (1963) and further incorporated into a numerical model for fluid flow on a large scale by Kazemi, 

Merrill Jr, Porterfield, and Zeman (1976). In later time, much research has been performed to further 

improve numerical modelling of naturally fractured reservoirs using dual-porosity models (Uleberg & 

Kleppe, 1996). Special attention has been directed towards the challenge of properly representing the 

imbibition process and gravity drainage. Some authors have tried to represent correct behaviour with 

formulations including a gravity term that assumes a simplified fluid distribution in the matrix (Gilman 

& Kazemi, 1988; Sonier, Souillard, & Blaskovich, 1988). Others have focused on pseudo-capillary-

pressure for the matrix, fracture or both, in which a simplified matrix fluid distribution is assumed, or 

obtained through history matching with a fine-grid model of a single matrix block (Dean & Lo, 1988; 

Rossen & Shen, 1989; Thomas, Dixon, & Pierson, 1983).  

To illustrate the complex behaviour of a naturally fracture reservoir, Warren and Root (1963) 

proposed a simplified idealization where the reservoir is modelled as numerous discrete volumetric 

elements to represent the matrix, coupled by surrounding interconnected voids for the fractures. The 

concept of dual porosity can now be related to this simplified idealization, in which the matrix represents 

primary porosity and the fractures represent secondary porosity. Figure 2.1 depicts an illustration of the 

simplified idealization of the heterogenous porous medium (Warren & Root, 1963). 
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Figure 2.1: idealization of the heterogenous porous medium (Warren & Root, 1963). 

 

The fluid exchange between matrix and fractures in the apparent dual-porosity model are calculated by 

so called transfer functions. However, due to the extensive number of grid blocks employed in today’s 

reservoir simulators, an individual computation for each block would be impossible. Hence, various 

attempts have been made to find a solution for this challenge. As a result, Uleberg and Kleppe (1996)  

presented in 1996, a new concept for improving the simulation of fractured reservoirs. They further 

developed the idea of having multiple grids to represent the reservoir model. The idea was to introduce 

large-scale coarse grid blocks, each with a number of small matrix blocks inside. Then, by selecting the 

large-scale grid blocks such that all the matrix blocks inside exhibit similar behaviour, the calculated 

results from one small matrix block could be multiplied with the number of matrix blocks present in the 

large grid block (Uleberg & Kleppe, 1996). This suggests that data from laboratory experiments on 

small core samples could implemented into large scale simulators for actual reservoirs. An illustration 

of the multiple grid concept is shown in Figure 2.2. 
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Figure 2.2: Multiple grid concept for fractured reservoir simulation (Warren & Root, 1963). 

 

In a natural fractured reservoir, the fracture-matrix fluid exchange is not always straightforward. 

Because water follows the path of least resistance, oil tends to be bypassed and left behind in the matrix 

blocks. This would naturally result in lower ultimate oil recoveries. However, if the reservoir rock 

exhibit water-wet characteristics the water will imbibe spontaneously into the matrix blocks due to 

capillary forces and simultaneously expel oil to the fracture system. This mechanism, referred to as 

spontaneous imbibition (SI), did not receive much attention before the 1950s in relation to the highly 

fractured Spraberry field in west Texas (Brownscombe & Dyes, 1952). Since then, the subject has 

undergone numerous investigations which is reflected in the number of publications. Today, 

spontaneous imbibition is regarded as one of the most important driving mechanisms for oil recovery in 

fractured reservoirs, yet, with great potential for further research. The SI process is very complex and is 

effected by a range of different parameters. This includes wettability, permeability, shape and size of 

the reservoir rock (matrix) in addition to viscosities and interfacial tension (IFT) of the fluids involved. 

It can be argued that the understanding of a bigger picture depends on the understanding of the basic 

concepts. Hence, to facilitate further discussion of spontaneous imbibition, a review of the parameters 

controlling the process may be helpful. 
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2.2 Wettability 

Wettability is defined as “the tendency of one fluid to spread on or adhere to a solid surface in the 

presence of other immiscible fluids” (Craig, 1971). Understanding the wettability preference of a 

reservoir is of great importance where it directly impacts the driving forces in hydrocarbon recovery 

(Anderson, 1986; Morrow et al., 2006; Ursin & Zolotukhin, 1997). The wettability of the reservoir rock 

is controlled by interfacial tension acting on fluid-fluid and fluid-rock interface of the reservoir rock and 

strongly influences the distribution and flow of oil and water during production. The reason for this can 

be explained by the effect of contact angles between fluids, which was introduced by Young (1805).   

For an oil drop floating in water, where the densities are equal and no external forces exist, the 

interface of the oil drop tends to take a spherical shape, to minimize the surface area, Figure 2.3 (Ursin 

& Zolotukhin, 1997). 

 

  

Figure 2.3: Pressure difference between two fluids across a curved interphase (Ursin & Zolotukhin, 1997). 

 

On the other hand, for a system where two immiscible fluids are placed on some surface, a contact angle 

will be developed when the fluids come in contact with each other, if none of the fluids are spreading 

on the surface. The equilibrium that the droplet exhibits will depend on the surface tensions between all 

three phases and will be a direct measurement of the wettability preference of the surface. For such a 

system, the wetting angle can be determined from the following equation: 

 

 𝜎𝑜𝑤  𝑐𝑜𝑠 𝜃 =  𝜎𝑠𝑜 − 𝜎𝑠𝑤 (1) 

 

where θ is the contact angle at the oil-water-solid interface measured through the water and 𝜎𝑜𝑤, 𝜎𝑠𝑜,

𝜎𝑠𝑤 are the surface tensions between oil-water, surface-oil and surface-water, respectively.  
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Figure 2.4: Geometry of the water droplet in oil, placed in a contact with a water-wet reservoir rock 

(Ursin & Zolotukhin, 1997). 

 

The wettability of a solid surface can be divided into three preferences; water-wet, neutral-wet 

and oil-wet, for which a corresponding contact-angle interval exists. For angles between 0° and 90°, the 

surface favours water above oil and is referred to as water-wet. Furthermore, a neutrally water-wet 

system corresponds to a contact angle of 90°, signifying that both fluids have equal preferences for the 

surface. Finally, for contact angles above 90°, the system is oil-wet and that the surface favours oil rather 

than water. Figure 2.5 illustrates the three wettability situations with corresponding contact-angle 

intervals, respectively.  

 

 

Figure 2.5: Example of wetting phase (Ursin & Zolotukhin, 1997). 

 

2.2.1 Wettability measurements 

In 1986, Anderson (1986) published an extensive literature survey on wettability measurement where 

three quantitative methods were discussed; the contact angle, Amott method and the USBM (United 

States Bureau of Mines) method. It was concluded that each of the three methods have their advantages 

and disadvantages for certain experimental designs. It can be argued that the extended Amott-Harvey 

method (Anderson, 1986) based on Amott (1959) is the most celebrated method for quantitative 

wettability measurements used in the petroleum industry. Compared to the contact angle method, the 

Amott-Harvey method is more practical where it is based on measuring the amount of fluid imbibed 

spontaneously or by force. The method can be described as a procedure consisting of the five following 

steps: Establish the initial water saturation (Swi) of the core sample; immerse the core in water and let 
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the water imbibe spontaneously into the rock sample until Sws is reached; flood the core with water in 

order to reach residual oil saturation; immerse the core in oil and let oil imbibe spontaneously into the 

rock sample Sos is reached; flood the core with oil until residual water saturation is reached. Figure 2.6 

depicts an illustration of the parameters involved in the five-step procedure for determining wettability 

with the Amott-Harvey test.  

 

 

Figure 2.6: Capillary pressure vs. water saturation, illustrating the parameters needed to calculated 

Amott-Harvey (Standnes, 2001). 

 

The measured fluid saturations are then used to calculate the water index, Iw, and the oil index, Io by the 

following formulas: 

 

𝐼𝑤 =
𝑆𝑤𝑠 − 𝑆𝑤𝑖

𝑆𝑜𝑟 − 𝑆𝑤𝑖
 𝐼𝑜 =

𝑆𝑜𝑟 − 𝑆𝑜𝑠

𝑆𝑜𝑟 − 𝑆𝑤𝑟
 

 

which ultimately gives the Amott-Harvey wettability index, IA-H: 

 

𝐼𝐴−𝐻 = 𝐼𝑤 − 𝐼𝑜 

 

where Swi =Initial water saturation; Sws =Water saturation after SI; Sor =Water saturation after forced 

imbibition; Sos =Water saturation after spontaneous imbibition of oil; Swr =Water saturation after forced 

imbibition of oil. For a strongly water-wet system, IA-H will be equal to +1, while strongly oil-wet 

systems will give a value of -1. Table 1 depicts a more detailed description of the wettability index, 

introduced by Cuiec (1984). 
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Table 1: Wettability preference expressed by Amott-Harvey index, IA-H (Cuiec, 1984). 

Wettability preference Amott-Harvey wettability index, IA-H 

Water-wet +0.3 ≤ IA-H ≤ +1 

Intermediate -0.3 ≤ IA-H ≤ +0.3 

Oil-wet -0.3 ≤ IA-H ≤ -1 

 

 

2.3 Capillary pressure 

Capillary pressure is defined as the pressure difference across a curved interface between two 

immiscible fluids in a porous medium. The interface which separates the two immiscible fluids is 

characterized by some surface energy. In order to balance the equilibrium pressures of the two fluids 

when passing over this interface, a pressure difference will be observed. It is in fact this pressure 

difference that is called the capillary pressure, which is given by Laplace equation (1806):  

 

 𝑃𝑐 =  𝑃𝑜 − 𝑃𝑤 =  𝜎𝑜𝑤 (
1

𝑅1
+

1

𝑅2
) (2) 

 

where in this thesis, oil is considered the non-wetting phase. Then: Pc = Capillary pressure; Po =Pressure 

in oil phase; Pw =Pressure in water phase; σ𝑜𝑤 =Interfacial tension (IFT) between oil and water; R1, R2 

=radii of the curved interface separating oil and water.   

To describe the process of fluid displacement in a porous medium, a capillary tube can be used 

as a simplified representation of a single pore throat in the reservoir rock. Furthermore, when the radii 

of the curved interface between water and oil are equal, R1 =R2 =R, the radius of the capillary tube can 

be written in terms of the radius of the interfacial tension surface: 

  

 𝑅𝑡𝑢𝑏𝑒 =  𝑅 ∗ cos θ (3) 

 

where θ is the contact angle and Rtube is the radius of the capillary tube. Subsequently, it follows that the 

relationship between capillary pressure, interfacial tension, contact angle and tube radius can be 

expressed by the following equation:   

 

 

 𝑃𝑐 =  𝑃𝑜 − 𝑃𝑤 =
2 𝜎𝑜𝑤  ∙  cos θ 

𝑅𝑡𝑢𝑏𝑒
 (4) 

 

Then, by using an example where oil and water are placed in a water-wet capillary tube, the capillary 

pressure is given as the pressure in the oil phase minus the pressure in the water phase. Moreover, it is 



 

13 

 

the wettability preference of the surface of the porous medium that will determine the shape of the oil-

water interface. This phenomenon is illustrated in Figure 2.7 where the fluid of which exhibit the greatest 

attraction towards the porous medium will displace the other fluid. Consequently, the pressure will 

always be lower in the fluid phase that occupies the concave side of the interface.  

 

 

Figure 2.7: Capillary tube model, illustrating the curved interface between oil  and water due to 

wettability preference of the tube wall (Glover, 2002). 

 

By extending the capillary tube analogy, the reservoir can be conseptualized as a bundle of capillary 

tubes with varying radii and identical wettability preference. The pressure that exist inside each of the 

capillary tubes tend to pull the water up to a height h above the free water level. This concept is known 

as capillary rise, where the height h of which the water rises can be directly related to the pressure that 

is needed for the non-wetting fluid to displcae the wetting fluid at a given pore radius.  Because the 

capillary pressure is inversly proportinal to the tube radius, it signifies that higher capillary pressures 

are needed in order to invade the smallest pores in the reservoir. The pore size distribution will therefore 

define the equlibrium saturation distribtuion of a reservoir after oil has migrated from source rock into 

water filled pore space. This process is also known as drainage, which occurs when the pressure in the 

oil phase exceeds the pressure in the water phase by a specific value. The value is called the reservoir 

treshold pressure Pcd, which is the pressure needed for oil to enter the largest pores in the distribution 

(Szymkiewicz, 2012). Furthermore, as the capillary pressure inreases, the water saturation will approach 

irreducable water saturation Sir, in which no more water will be displaced. The drainage process 

described corresponds to the so-called primary drainage curve, depicted in Figure 2.8. 

 

W 

O 
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Figure 2.8: Illustration of the drainage process (J. Kleppe, 2014). 

 

A complementary relationship exists for the process of which the water invades the pore space of an 

initially oil filled reservoir, also known as imbibition. If no external force is apllied to the system, the 

imbibition process is defined as spontaneous. The capillary pressure is greatest at irreducible water 

saturation Swir (or Swr), in which only the smallest pores of the core is filled with water. This is the water 

that could not be displaced by the oil during drainage. As the water starts to invade largest pores of the 

core, the water saturation increases and the capillary pressure starts to decrease. The rate of which the 

water will spontaneously imbibe will be directly proportional to the strength of capillary forces (Cuiec, 

1984).  The water will spontaneously imbibe into the rock until the capillary pressure approaches zero 

and Sws is reached. Then, if external forces are applied to the system, forced imbibition will continue 

until ultimate water saturation 1-Sor is reached. At this stage, no more oil will be displaced and a residual 

oil saturation is left in the reservoir rock. The spontaneous imbibition curve is illustrated in Figure 2.9.  

 

 

Figure 2.9: : Illustration of the imbibition process (J. Kleppe, 2014). 

1 - Sws 
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By combining the drainage- and imbibition curve in the same figure, a total capillary curve is obtaned. 

It is the total capillary pressure curve that is used to describe how the water saturation will vary 

throughout the reservoir as a function of the capillary pressure. Hence, much information about the 

quality of the reservoir can be obtained by studying the shape of the curve. For example, if the reservoir 

has very homogeneous pore size distribution, most of the pores will be invaded at the same time and the 

capillary curve will be very steep. On the other hand, a much more gradual curve will be observed where 

the pores show large heterogeneity. It can be seen from Figure 2.10 that the drainage curve shows greater 

values than for the imbibition curve at a given water saturation. This phenomenon is termed hysteresis 

and is explained by variations in the wetting angle between the fluid entering the pore channel and the 

fluid being expelled (Pinder & Gray, 2008). The fact that the capillary pressure is larger for drainage 

than for imbibition is because the drainage process is controlled by the small diameter pores whereas 

the larger diameter pores control imbibition.   

 

 

 

Figure 2.10: illustration of total capillary curve, showing drainage- and imbibition process (Espevold, 

2015). 

 

There are several ways of obtaining a capillary pressure curve based on laboratory measurements, which 

includes centrifuge-, mercury- and porous-plate methods. However, for numerical investigation it would 

be convenient to express the capillary curve as an analytical function. Today, several analytical models 

are available, where the input parameters depend on the problem under consideration. For this thesis, 

the primary topic of interest is to investigate the process of imbibition with ECLIPSE simulation 
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software. In order to do so, the capillary pressure curve is included into the model as tabulated values 

for corresponding water saturation. Consequently, it was decided that model developed by Skjaeveland 

(1998) was the most suitable option to obtain accurate simulation of the porous medium. The capillary 

pressure is given by the Skjaeveland expression:  

 

 

 
𝑃𝑐 =  

𝐶𝑤

(
𝑆𝑤  − 𝑆𝑤𝑟 

1 − 𝑆𝑤𝑟 
)

𝑎𝑤
+  

𝐶𝑜

(
𝑆𝑜  − 𝑆𝑜𝑟 
1 − 𝑆𝑜𝑟 

)
𝑎𝑜

 (5) 

 

  

where Pc =Capillary pressure (atm); Sw =Water saturation; Swr =Irreducible water saturation; So =Oil 

saturation; Sor =Residual oil saturation; Cw and aw =Constants adjusting contribution from water to Pc; 

Co and ao =Constants adjusting contribution from oil to Pc. The correlation described above is originally 

designed for a mixed-wet system, where the Co constant is a negative value. The model can however 

easily be applied for completely water-wet systems by using small values for the constants adjusting the 

contribution from the oil to the capillary pressure. 

 

 

2.4 Flow functions 

As the capillary pressure curve describes how water vary throughout the reservoir, another relationship 

is needed to describe the relative fractions of fluid saturations in a system occupied by more than one 

fluid phase. This introduces the concept of relative permeability, which is defined as the effective 

permeability of a fluid l, relative to the absolute permeability of a porous medium: 

 

  

 𝑘𝑟𝑙 =  
𝑘𝑙

𝐾
 (6) 

 

where l denotes the fluid type (oil, water) and K is the absolute permeability of the porous medium. 

Given a process where water spontaneously displaces oil in a water-wet system, the relative 

permeabilities can be expressed as a function of fluid saturations. For a porous medium with initial oil 

saturation equal to Soi, the water relative permeability will vary from krw =0 for Sw =Swir to krw =krw* 

(maximum water relative permeability) at Sw =1-Sor. At the same time, the oil relative permeability will 

vary from kro = kro* (maximum oil relative permeability) for So =1-Swir to kro = 0 at So =Sor. This 

relationship is more conveniently represented by relative permeability curves, depicted in Figure 2.11.  
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Figure 2.11: Spontaneous imbibition of water into water-wet oil filled core (J. Kleppe, 2014). 

 

To solve the numerical model with ECLIPSE, the relative permeability functions must also be 

implemented as tabulated values, under the same keyword as for the capillary pressure. However, if the 

permeability is measured in the laboratory, only endpoint values and a few values is used to describe 

the relative permeability curve. Therefore, analytical models are used to obtain more complete curves 

which include additional data-points in between the ones measured. In this thesis, the modified Corey 

type expression (Standing, 1974) was used to construct relative permeability curves for oil and water:  

 

 
𝑘𝑟𝑤 = 𝑘𝑟𝑤

∗  (
𝑆𝑤  − 𝑆𝑤𝑖 

1 −  𝑆𝑜𝑟 − 𝑆𝑤𝑖 
)

𝑛𝑤

 

 

(7) 

 𝑘𝑟𝑜 = 𝑘𝑟𝑜
∗  (

𝑆𝑜  − 𝑆𝑜𝑟 

1 − 𝑆𝑜𝑟  − 𝑆𝑤𝑖 
)

𝑛𝑜

 (8) 

 

In the two equations (2) and (3), krw* =Endpoint relative permeability of water; kro* =Endpoint relative 

permeability of oil; Sw =Water saturation; Swi =Initial water saturation; Sor =Residual oil saturation. 

Moreover, nw and no are constants used to adjust the shape of the relative permeability curves for oil and 

water, by which the graph curvature increases with higher nw and no values. It can be seen from Figure 

2.11, that the water relative permeability function shows greater curvature than the oil relative 

permeability function. This is typical for a water-wet system, because the water will fill all the smallest 

pores and move along the solid surface of the porous medium during displacement. Hence, the resistance 

of the medium to the flow of water will be greater than for oil. As a result, the nw constant tends to be 

greater than no 
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2.5 Spontaneous imbibition  

The SI process can be summarized in one illustration, which relates the capillary pressure, relative 

permeabilities and water saturation, Figure 2.12.  

 

 

Figure 2.12: Spontaneous imbibition of water into water wet oil filled core (J. Kleppe, 2014). 

 

Summary of SI process of water into water-wet oil filled core: 

• An initially oil filled core with Sw =Swir is immersed in water 

• Water starts to imbibe and oil is expelled, where the relationship between co-current and 

counter-current flow depends on the boundary conditions of the core sample 

• The relative permeability of water will increase while a decreasing oil relative permeability 

curve is observed 

• The rate of which the water saturation increases will be a function of the capillary pressure, 

which is controlled by several underlying parameters 

• The process continues until the capillary pressure reaches zero at Sw =Sws 

• The shape of the capillary curve provides important information about reservoir quality 

 

2.5.1 Mathematical investigation  

A diffusion equation model is used to present an analytical solution for both counter-current and co-

current imbibition, in strongly water-wet porous medium, where water displaces oil spontaneously under 

the influence of capillary pressure. Incompressible and immiscible fluids will be considered and the 

contribution of gravity effects (g) will be neglected (where the gravitational force due to vertical 

displacement of fluid is insignificant compared to capillary forces). 

 The transport equations for oil (o) and water (w) in porous media are given by: 

 

 𝜑
𝜕𝑆𝑙

𝜕𝑡
= −

𝜕𝑣𝑙

𝜕𝑥
 (9) 

 

Sws 
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where φ =Porosity; Sl =phase saturation and vl =Darcy velocity of each phase. Considering two-phase 

flow in a 1-D system along the vertical axis, the generalized Darcy law is formulated as:  

  

 𝑣𝑤 = −
𝐾𝑘𝑟𝑤

𝜇𝑤
(

𝜕𝑃𝑤

𝜕𝑥
) (10) 

 

 𝑣𝑜 = −
𝐾𝑘𝑟𝑜

𝜇𝑜
 (

𝜕𝑃𝑜

𝜕𝑥
) (11) 

 

where vw/o =Water and oil flux; K =Absolute permeability; krw =Relative permeability to water; kro 

=Relative permeability to oil; μw/O =Viscosity for water/oil and Pw/o =Water and oil phase pressure.  

The capillary pressure Pc is defined as the difference between oil and water phase pressures: 

 

 𝑃𝑐 = 𝑃𝑜 − 𝑃𝑤 (12) 

 

Then, the total Darcy velocity 𝑣𝑇 is can be written on the following form: 

 

 𝑣𝑇 =  𝑣𝑤 + 𝑣𝑜 =  −𝜆𝑜

𝜕𝑃𝑐

𝜕𝑥
 − 𝜆𝑇

𝜕𝑃𝑤

𝜕𝑥
 (13) 

 

where the mobilities (𝜆𝑤), (𝜆𝑜) and (𝜆𝑇) are defined as:  

 

𝜆𝑤 = −𝐾
𝑘𝑟𝑤

𝜇𝑤
 𝜆𝑜 = −𝐾

𝑘𝑟𝑜

𝜇𝑜
 λT = λw + λo 

 

Now, equation (10) to (13) can be used to derive the water transport equation for both co-current and 

counter-current imbibition.  

 

Co-current: 

For co-current SI, oil and water will flow in the same direction in the porous medium. Thus, the flow of 

fluid out of the porous medium is the sum of the water being imbibed and the oil being expelled, which 

yields: 

 

 𝑣𝑇 = 𝑣𝑤 + 𝑣𝑜 (14) 

 

From simple algebraic operations, the water flow term can be written as: 
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 𝑣𝑤 =  𝑓𝑤𝑣𝑇 −  𝑓𝑤𝜆𝑜

𝜕𝑃𝑐

𝜕𝑥
 (15) 

 

where 𝑓𝑤 =
𝜆𝑤

𝜆𝑇
 is the water fractional flow function. Then by combining equations (9) and (15), the 

water transport equation becomes: 

 

 𝜑𝐴
𝜕𝑆𝑤

𝜕𝑡
= −

𝜕

𝜕𝑥
[𝑓𝑤𝑞𝑇]  −

𝜕

𝜕𝑥
[𝑓𝑤𝜆𝑜(

𝜕𝑝𝑐

𝜕𝑥
)] (16) 

 

Counter-current: 

For counter-current SI, the flow of water into the porous medium is equal to the flow of oil moving out 

of the medium, in the opposite direction, which yields: 

 

 𝑣𝑇 = 0; 𝑣𝑤 = −𝑣𝑜 (17) 

 

Since 𝑞𝑇 = 0, the water flow term can be expressed by the following term: 

 𝑣𝑤 = − 𝑓𝑤𝜆𝑜

𝜕𝑃𝑐

𝜕𝑥
 (18) 

 

in which the water transport equation becomes: 

 

 𝜑
𝜕𝑆𝑤

𝜕𝑡
=  −

𝜕

𝜕𝑥
[𝑓𝑤𝜆𝑜(

𝜕𝑝𝑐

𝜕𝑥
)] (19) 

 

For the core sample of interest in this thesis, with length L, the initial and boundary conditions 

are: 

 

𝑆𝑤 = 𝑆𝑤𝑖 = 0,  𝑡 = 0,  0 ≤ 𝑥 ≤ 𝐿, 

𝑆𝑤 = 1 − 𝑆𝑜𝑟,  𝑡 = 0+  𝑥 = 0, 

𝑞𝑤 = 0,   𝑡 = 0+  𝑥 = 𝐿 

 

2.5.2 Capillary diffusivity coefficient (CDC) 

The flow of water and oil in a 1-D water-wet porous medium with no total velocity (counter-current 

flow) is described by a diffusion equation model. To express the diffusion equation model with respect 

to a diffusion coefficient, the water velocity can be written on the following form: 
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 𝑣𝑤 = − 𝑓𝑤𝜆𝑜

𝜕𝑃𝑐

𝜕𝑥
=  

𝐾𝑘𝑟𝑤𝑘𝑟𝑜

𝜇𝑤𝑘𝑟𝑜 + 𝜇𝑜𝑘𝑟𝑤

𝜕𝑃𝑐

𝜕𝑥
 (20) 

 

which can be formulated in terms of saturation: 

  

 𝑣𝑤 =  
𝐾𝑘𝑟𝑤𝑘𝑟𝑜

𝜇𝑤𝑘𝑟𝑜 + 𝜇𝑜𝑘𝑟𝑤

𝜕𝑃𝑐

𝜕𝑆𝑤

𝜕𝑆𝑤

𝜕𝑥
 (21) 

 

Then, by combining equations (9) and (21), the water transport equation can be expressed as follows:  

 

 𝜑
𝜕𝑆𝑤

𝜕𝑡
= − 

𝜕

𝜕𝑥
(

𝐾𝑘𝑟𝑤𝑘𝑟𝑜

𝜇𝑤𝑘𝑟𝑜 + 𝜇𝑜𝑘𝑟𝑤

𝜕𝑃𝑐

𝜕𝑆𝑤

𝜕𝑆𝑤

𝜕𝑥
) (22) 

 

 

Furthermore, by simple algebraic operations, equation (22) can be expressed with the following form:  

 

 𝜑
𝜕𝑆𝑤

𝜕𝑡
=

𝜕

𝜕𝑥
[𝐷(𝑆𝑤)

𝜕𝑆𝑤

𝜕𝑥
]  (23) 

where 

 

 
𝐷(𝑆𝑤) = − 

𝐾𝑘𝑟𝑜(𝑆𝑤)

𝜇𝑜
∙  

1

1 +
𝑘𝑟𝑜(𝑆𝑤)
𝑘𝑟𝑤(𝑆𝑤)

∙
𝜇𝑤
𝜇𝑜

∙
𝑑𝑃𝑐(𝑆𝑤)

𝑑𝑆𝑤
 (24) 

 

is called the capillary diffusivity coefficient (CDC) and is given in m2/s. Moreover, Sw =Normalized 

water saturation; K =Absolute permeability; kro =Relative permeability to oil; krw =Relative permeability 

to water; µw =Water viscosity; µo =Oil viscosity; Pc =Capillary pressure and φ =fractional porosity.   

By normalizing the water saturation, the Corey expressions are defined as:  

 

𝑘𝑟𝑤 = 𝑘𝑟𝑤
∗ (𝑆)𝑛𝑤 

(7) 

 

𝑘𝑟𝑜 = 𝑘𝑟𝑜
∗ (1 − 𝑆)𝑛𝑜 

(8) 

 

where krw* and kro* are the endpoint relative permeabilities to water and oil; nw and no are the Corey 

exponents; S is the normalized water saturation and is defined as: 
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𝑆 =
𝑆𝑤  − 𝑆𝑤𝑖 

1 − 𝑆𝑜𝑅  − 𝑆𝑤𝑖 
, 𝑆𝑤𝑖 ≤  𝑆𝑤  ≤ 1 − 𝑆𝑜𝑟    (25) 

 

where Swi is the initial water saturation and Sor is the residual oil saturation. Then, by implementing the 

Corey expression for normalized water saturation into equation (24), the CDC can be modelled directly 

as a function of the Corey exponents: 

 

 

 
𝐷(𝑆𝑤) = − 

𝑘𝑘𝑟𝑜
∗ (𝑆)𝑛𝑜

𝜇𝑜
∙  

1

1 +
𝑘𝑟𝑜

∗ (𝑆)𝑛𝑜

𝑘𝑟𝑤
∗ (𝑆)𝑛𝑤

∙
𝜇𝑤
𝜇𝑜

∙
𝑑𝑃𝑐(𝑆𝑤)

𝑑𝑆𝑤
 (26) 

 

The diffusion coefficient is used in investigations in chapter 4.9. 

 

2.5.3 Extended Darcy’s law 

Reservoir simulation rely on the understanding and modelling of relative permeabilities. The standard 

Darcy equations used in existing reservoir simulation are adequate for describing steady-state processes. 

However, limitations have been demonstrated in more complex situations where co-current and counter-

current flows components are combined (Rose, 1969; Spanos, 1981). Consequently, an extended 

formulation of Darcy equations has been developed and extensively discussed in literature. The common 

denominator of all the papers on the subject was the effects of viscous coupling or Yuster effect 

(Babchin, Yuan, & Nasr, 1998). "By coupling is meant a situation where the motion of elements of pore 

fluid reciprocally will be subject to viscous drag extending across the fluid-fluid interfaces that separate 

them from other contiguous element of immiscible fluid(s)..." (Rose, 1988). This signifies that the 

pressure gradient in each fluid is a function of the Darcy velocity in both fluids.  

It is assumed that the porous medium is strongly water-wet and that the water is covering the solid 

surface, preventing any interaction between oil and solid surface. Furthermore, the gravity term is 

neglected and one-dimensional forms are considered. Then, for steady-state two-phase flow, the 

generalized Darcy equations can be written on the following form: 

  

 𝑣𝑤 = −
𝑘𝑤𝑤

𝜇𝑤

𝑑𝑃𝑤

𝑑𝑥
−

𝑘𝑤𝑜

𝜇𝑜

𝑑𝑃𝑜

𝑑𝑥
 (27) 

 

 𝑣𝑜 = −
𝑘𝑜𝑤

𝜇𝑤

𝑑𝑃𝑤

𝑑𝑥
−

𝑘𝑜𝑜

𝜇𝑜

𝑑𝑃𝑜

𝑑𝑥
 (28) 
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where vw and vo represent the Darcy velocity in the two fluid phases, μw and  μo are fluid viscosities, 

dPw/dx and dPo/dx are the two pressure gradients. kww, kwo, kow and koo are the four transport 

coefficients describing the contribution of one fluid phase to the flow of the other fluid phase.  

 In co-current imbibition, oil and water flow in the same direction, which imply that the 

pressure gradients of the two phases are oriented in the same direction. As a result, the displacement of 

the fluid with higher Darcy velocity will contribute positively to the flow of the other fluid. In other 

words, viscous coupling has a positive effect on co-current flow. 

For counter-current imbibition, the fluids move in opposite direction of each other. This will 

generate a negative viscous drag on the interface between the two fluids and give a lower total velocity 

of the displacement process. Consequently, viscous coupling has a negative effect on counter-current 

flow in terms of fluid mobility. 

 

 

2.6 History match procedure 

History matching can be defined as the process of adjusting uncertain input parameters used in the 

reservoir model, in order to obtain a better match between simulated and observed reservoir responses 

(H. Kleppe, 2014). Since a perfect match cannot be obtained, history matching is recognised as a very 

time-consuming trial-and-error process. Therefore, a clear strategy must be followed to prevent that 

the definition of a match is restricted by factors such as time or money. Perhaps most important is that 

only one parameter must be adjusted at a time. In this way, the variation caused on simulations can be 

used to rank the significance of a certain parameter. Furthermore, by performing sensitivity analyses, 

it will point out which parameters are more sensitive to adjustments. Such knowledge will reduce the 

time needed to obtain adequate results.  

 Since reservoir simulation involves an extensive amount of input parameters, a history match 

between experimental data and simulations can be generated by almost infinite many combinations. In 

other words, a match is not the only match and perhaps not even the most correct one. Hence, by using 

representative input parameters, a more representative result will be obtained. It is namely the 

robustness of the model that will determine the simulators ability to predict future reservoir behaviour. 

  In this thesis, history matching was performed by adjusting the relative permeability curves 

and the capillary pressure curve. Since analytical models are used to represent the two input 

parameters in ECLIPSE, the adjustments were performed on the Corey- and Skjaeveland parameters 

(nw, no, Cl, al).  
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3 Numerical investigation 

 

3.1 ECLIPSE simulator 

The numerical investigation was performed with ECLIPSE simulation software developed by 

Schlumberger. The software provides two separate simulators; ECLIPSE 100 for black oil modelling 

and ECLIPSE 300 for compositional modelling. In this thesis, ECLIPSE 100 was used, where it is 

designed to run fully-implicit, three phase, and three dimensional simulations.  

 

3.1.1 Input data 

A basecase DATA-file was provided by Standnes as a foundation for further modifications and history 

matching. The process from basecase to best match started with construction- and refinement of the 

grid. Moreover, relative permeability curves and the capillary pressure curve were generated. Lastly, 

no-flow boundaries and time step adjustments were considered.  

 

3.1.2 Grid 

First, the grid was constructed to simulate the process of spontaneous imbibition of water from the 

fracture system into the matrix clocks. This was achieved by using the keyword BOX to construct a 

cube of 10 x 10 x 10 (1000 blocks), placed in the middle of a 20 x 20 x 20 grid (8000 blocks). The cube 

was assigned parameter values according to the experiments performed by Standnes (2004). The 

confining grid was given a permeability of 100,000 mD and porosity of 0.99 to represent high porosity 

water-filled fractures. The no-flow boundaries were generated by setting transmissibility multipliers 

equal to zero. The keywords MULTX, MULTY, MULTZ were used for the representative planes. An 

illustration of the grid setup is depicted in Figure 3.1. 
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Figure 3.1: 3D plane slice of the constructed grid, where red colour illustrates the oil-filled core plug and 

blue colour is used for water phase. 

 

3.1.3 Capillary pressure and relative permeability curves 

Capillary pressure and relative permeability curves are defined as tabulated values, calculated by the 

Corey- and Skjaeveland expressions introduced in chapter 2.3 and 2.4, equations (5), (7) and (8). The 

keyword SWOF is used to represent relative permeability and capillary pressure as a function of 

corresponding water saturation, also known as the SWOF-table.  

 

 

3.2 Local grid refinement (LGR) 

In the process of history matching the experimental data for test 12, the simulations showed quite 

erroneous results in the start of the production. This was investigated by studying the grid in 3D view, 

by using the FloViz module in ECLIPSE. It could be seen that the cube was produced too fast, 

assumingly due to the coarseness of the grid. Figure 3.2 shows the difference between no grid refinement 

(left) and grid refinement in the two outer layers (right) for time steps 1, 3 and 30.  
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Figure 3.2: Simulations of test 12 showing impact of grid refinement in the 2 outer layers (in direction of 

flow) for time steps 1, 3 and 30. 

 

By increasing the number of grid blocks in the model, the numerical dispersion decreased while the 

integrity and accuracy of the model increased. However, it must be considered that the necessary 

computational capacity for the simulation increased exponentially with the number of grid blocks. This 

introduced questions such as “What is the sufficient number of grid blocks?” or “to what degree ought 

local grid refinement to be performed?” Consequently, a compromise between computational work and 

model accuracy was investigated by performing a LGR sensitivity analysis.  
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3.2.1 LGR sensitivity 

A sensitivity analysis was performed to investigate simulation results as a function of LGR. First, the 

case containing no grid refinements in the direction of flow was run and used as a basecase (LGR: 0 

blocks). Furthermore, grid refinements were introduced in the two outer layers of the cube by using 

keywords CARFIN and AMALGAM in the DATA-file. The outermost layer (open to water) was refined 

into 5 grid blocks (in direction of flow) whereas the next layer was refined into 3 layers (in direction of 

flow). To test even finer grid, the outermost layer was kept refined into 5 grid blocks while constantly 

increasing the number of layers refined into 3 blocks (in direction of flow). A 2-D slice of the matrix 

grid with increasing degree of LGR is showed in Figure 3.3. 

 

 

 
Figure 3.3: Showing simulation of test 12 at time step 0, with increasing degree of LGR from 0 to 10 

blocks in direction of flow. 

 

Simulation times ranged from a few minutes for low degree of LGR (LGR: 0 and 2 blocks) to more than 

an hour for the most refined case (LGR: 10 blocks). In conclusion, the optimal degree of LGR with 
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respect to accuracy of simulation and computational time was set to 2 blocks in the direction of flow. 

The outer layer refined into 5 blocks and the second layer refined into 3 blocks, both refinements in 

direction of flow. 

  

 

Figure 3.4: Simulation of Test 12 with increasing degree of LGR and experimental data on the y-axis 

plotted against time on the x-axis. 

 

3.2.2 Error investigation  

It was found that independently of the degree of LGR, the simulations did still show overproduction in 

early production times. To find out if this was due to grid characteristics, further adjustments in the 

outermost layer was investigated. The layer open to water was first coarsened into 3 blocks in the 

direction of flow to see if a slight reduction of grid blocks would impact simulation results. Secondly, 

the same layer was refined into 10 blocks in direction of flow, Figure 3.5. Yet, even by doubling the 

number of grid blocks in the outermost layer, it had only minimal impact on the simulation results, 

Figure 3.6. Hence, the deviation between simulations and experimental data in the start of production 

could not be reduced any further by including any more refinements. The exact reason for this deviation 

was not discovered, but it can be argued to be from experimental uncertainty.  
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Figure 3.5: Simulation of test 12 with increasing degree of refinement in the outermost layer at time step 

0. 

  

 

 

Figure 3.6: Simulation of Test 12 with increasing degree of grid refinement in the outermost layer 

together with experimental data on the y-axis plotted against time on the x-axis. 
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4 Results and discussion  

 

4.1 Part 1 - Experimental details 

Part 1 of this thesis is based on laboratory work performed by Standnes (2004). The experiments were 

divided into two groups with respect to the imbibition process; counter-current and co-current. All 

counter-current tests were performed using Amott cells in which the 100% oil saturated core plug were 

completely immersed in water. Oil production was measured as a function of time with an uncertainty 

of ± 0.1 mL.  

For Co-current SI, all tests were suspended from a balance where a part of the sample was 

immersed into water until satisfying a certain WOAR (water-oil area-ratio). Oil production was 

calculated by monitoring the change of sample-weight as a function of time. This gave an uncertainty 

of approximately ± 0.2 mL. 

All experiments were performed on outcrop chalk samples from Denmark, taken from the same 

block, with porosity values close to 42% and absolute permeability of approximately 2 mD. For the non-

wetting phase (oil), it was used n-Decane from Riedel-deHaen with grade >95%, where this fluid does 

not modify the wettability of the chalk samples. Furthermore, the density of the oil phase was 0.731 

g/cm3 at standard conditions (20 °C). For the wetting phase (water) it was used distilled water with 

density 0.9982 g/cm3 and IFT of 46 mN/m at ambient temperature (≈20 °C). 

All tests investigated in this thesis were performed on cubical rock samples with geometry index 

CU (cubical) and boundary conditions defined as AFO (all face open), 1FC (1 face closed), 2FC (2 faces 

closed) and (O: oil; W: water; C: Coated). A summary of experimental details and boundary conditions 

partly reprinted from Standnes (2004) given in Table 2 and Table 3. 

 

Table 2: Fluid properties. 

Liquid phase Density at 20 °C (g/cm3) Viscosity at 20 °C (mPa*s) IFT (mN/m) 

Distilled water 0.9982 1 46 

n-decane 0.731 0.95 - 
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Table 3: Core data for SI tests performed on counter-current and co-current flow 

Test no. Boundary condition Side length (m) Porosity (%) 

Counter-current 

7 CU-AFO 0.038 42.3 

8 CU-2FC 0.038 43.4 

12 CU-5FC 0.038 43.7 

Co-current 

16 AFO 0.05 43.2 

17 O: Top surface; W: All other surfaces; C: - 0.05 43.6 

18 O: Upper half; W: Lower half; C: - 0.05 43.6 

19 O: Top and lateral surfaces; W: Bottom surface; C: - 0.05 43.5 

21 O: Upper half; W: Bottom surface; C: lower half lateral surfaces 0.05 42 

22 O: Top surface; W: Bottom surface; C: All lateral surfaces 0.05 43.1 

23 O: - ; W: One surface; C: 5 surfaces 0.05 42.9 

24 O: Top surface; W: Lower half; C: Upper half lateral surfaces 0.05 42.2 

 

 

 

4.2 History matching of test 12 

For the process of history matching counter-current experimental data, test 12 CU-5FC was selected as 

basecase due to its favourable test results. For SI into cubic rock samples, test 12 displays the highest 

recovery time with a smooth curve and is also the test with most experimental data points. Such 

conditions will reduce uncertainty in experimental measurements. In addition, test 12 was history 

matched in bachelor theses by Nesvik (2016) and Moe (2016), which enabled comparison of results.  

The basecase from Standnes was used as starting point. Capillary pressure (Pc) and relative 

permeability curves (krw, kro) were constantly adjusted until a better fit could not be obtained. The final 

endpoint values, constants and exponents that were used are presented in Table 4. Furthermore, Table 5 

shows the final values for capillary pressure and relative permeability curves. 

 

Table 4: key input parameters used to generate final capillary pressure and relative permeability curves 

used in the history match of test 12. 

Corey exponents and endpoint relative 

permeabilities 

Capillary pressure constants and 

exponents 

Endpoint 

saturations 

nw 3 cw 0.9 Swi 0 

no 1.14 co -0.002 Sor 0.32 

krw* 0.2 aw 0.4   

kro* 1 ao 2   
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Table 5: Tabulated values (SWOF-table) for Pc, krw and kro for different water saturations used in history 

match of test 12 CU-5FC. 

Sw  

[fraction] 

Krw  

[fraction] 

Kro  

[fraction] 

Pc 

[atm] 

0 0 1 8 

0.02 5.08854E-06 0.96654 4.301463 

0.04 4.07083E-05 0.933222 3.259251 

0.06 0.000137391 0.900049 2.770799 

0.08 0.000325667 0.867026 2.469192 

0.1 0.000636068 0.834157 2.257949 

0.12 0.001099125 0.801446 2.098748 

0.14 0.001745369 0.768898 1.972848 

0.16 0.002605333 0.736518 1.869825 

0.18 0.003709546 0.704313 1.783338 

0.2 0.005088541 0.672287 1.709275 

0.22 0.006772848 0.640448 1.64483 

0.24 0.008792998 0.608802 1.588011 

0.26 0.011179524 0.577356 1.537357 

0.28 0.013962955 0.54612 1.491763 

0.3 0.017173825 0.515102 1.450376 

0.32 0.020842662 0.484311 1.412518 

0.34 0.025 0.45376 1.377642 

0.36 0.029676369 0.423458 1.345289 

0.38 0.0349023 0.393421 1.31507 

0.4 0.040708325 0.363664 1.286634 

0.42 0.047124975 0.334202 1.259655 

0.44 0.05418278 0.305057 1.233805 

0.46 0.061912274 0.27625 1.208726 

0.48 0.070343985 0.247807 1.183988 

0.5 0.079508447 0.219761 1.159014 

0.52 0.08943619 0.192148 1.132947 

0.54 0.100157745 0.165016 1.104372 

0.56 0.111703643 0.138422 1.070703 

0.58 0.124104417 0.112445 1.026626 

0.6 0.137390596 0.087189 0.959533 

0.62 0.151592713 0.062811 0.832758 

0.64 0.166741299 0.039563 0.497897 

0.66 0.182866884 0.017952 -1.24927 

0.68 0.2 0 -6 

 

 

Initial water saturation Swi was set to 0 as the core plug was initially 100 % oil saturated, where residual 

oil saturation Sor was set to 0.32. Additionally, the maximum relative permeabilities were set to 0.2 for 

water (krw*) and 1 for oil (kro*), respectively (Høgnesen, Standnes, & Austad, 2006). To control the oil 

recovery endpoint, the capillary pressure was manipulated by adjusting the constants controlling the 

shape curve. Figure 4.1 depicts the final capillary pressure curve and relative permeability curves used 

in history match of test 12 CU-5FC.  
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Figure 4.1: Relative permeability curves (krw, kro) on the primary y-axis, capillary pressure curve on the 

secondary y-axis plotted against corresponding water saturation on the x-axis. 

 

Figure 4.1 shows a relatively straight line for kro whereas krw has a slightly more curved shape. The 

capillary pressure curve decreases rapidly from 8 atm to approximately 4 atm, before the slope 

approaches 0 at 1 atm. Furthermore, the curve shows another drop until final oil recovery is reached at 

a water saturation of 0.64. From that point, the capillary pressure continues to drop with a steep slope 

to the endpoint value of -6 atm. Both relative permeabilities and the capillary pressure show smooth 

curves. The final history match for test 12 with oil recovery as fraction of OOIP and normalized fraction 

of recoverable oil are depicted in Figure 4.2 and Figure 4.3. 
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Figure 4.2: History match of test 12 CU-5FC with recovery (% of OOIP) on the y-axis and time (seconds) 

on the x-axis. 

 

 

Figure 4.3: History match of test 12 CU-5FC with normalized recovery on the y-axis and time (seconds) on 

the x-axis. 

 

Apart from the small deviation at early production times, the simulations match the experimental data 

match quite well. This deviation was discussed in section 3.2.2, where it was argued to be minimized in 

relation to grid refinements.  
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4.2.1 Sensitivity analysis  

The process of history matching counter-current experimental data appeared to be quite challenging due 

to the number of adjustable input parameters, each with a different level of influence. The question was 

not only “which parameters must be adjusted?” but also “how sensitive are the parameters to 

adjustments?” This was investigated by performing sensitivity analyses on the constants and exponents 

used in the Skjaeveland- and Corey expressions. By fixing all input parameters but one, variance in 

simulations could be observed and related to its level of significance. Some parameters showed minimal 

influence while other caused great variation. A summary of selected values used in the sensitivity 

analysis for input parameters is given in Table 6. More to the point, Figure 4.4 and Figure 4.5 

demonstrate an example of two input parameters with great variation in sensitivity.  

 

Table 6: Summary of values used for input parameters in sensitivity analyses. 

Input parameter values 

nw no cw co aw ao 

2 1.1 0.8 -0.0009 0.3 1 

3 1.14 0.85 -0.002 0.35 2 

4 1.2 0.9 -0.004 0.4 3 

8 1.3 0.95 -0.006 0.45 4 

 

 

 

Figure 4.4: Deviation from the history match caused by adjusting nw while keeping all other parameters 

fixed. 
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Figure 4.5: Deviation from the history match caused by adjusting no while keeping all other parameters 

fixed. 

 

The deviation in simulations caused by adjusting nw and no are quite similar, yet, caused by different 

relative level of adjustments. Since nw causes the same deviation with a higher value than no, it signifies 

that nw is the less sensitive parameter. 

 

 

4.3 Co-current simulations 

After a satisfactory history match was obtained for test 12 CU-5FC, capillary pressure and relative 

permeability curves were used in simulations of co-current SI. The aim was to investigate if the history 

matched counter-current relative permeability curves would recreate co-current experimental data, and 

if so, to what extent must the curves be adjusted. 

A DATA-file designed for co-current simulations was provided by supervisor Standnes. The 

DATA-file was initially modified to simulate test 22 (1-D co-current SI), which was obtained by closing 

off the lateral faces, leaving only the lower and upper face open to flow. Compared to the DATA-file 

used for test 12, no grid refinement was used. Figure 4.6 shows an illustration of the grid construction 

for test 22. 
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Figure 4.6: IJ plane-slice of the constructed grid for test 22, where red colour illustrates oil phase and oil-

filled core plug, whereas blue colour is used for water phase. 

 

An effect of using the same capillary pressure and relative permeability curves for test 22 as for test 12, 

is identical ultimate oil recoveries. Hence, normalized ultimate oil recovery is given to view differences 

in curve shape and recovery time. Figure 4.7 shows a comparison between simulated and experimental 

oil recovery curves.  
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Figure 4.7: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 22. 

 

It can be seen from Figure 4.7 that neither the shape or recovery rate of the simulated recovery curve is 

reproduced effectively. In fact, the experimental half-recovery time is nearly 4 times higher than for the 

simulation. This is the opposite of what was found in experiments by (Standnes, 2004) and (Bourbiaux 

& Kalaydjian, 1990). They discovered that counter-current SI in general shows significantly higher 

recovery times than for co-current SI. Then, with counter-current relative permeability curves used for 

test 22, one would expect a higher simulated half-recovery time than for the co-current experimental 

data. To determine if test 22 was an anomaly, the remaining co-current tests performed by Standnes 

(2004) was also simulated and compared with experimental data. The results are depicted in Figure 4.8 

to Figure 4.12 with boundary conditions explained in Table 3. 
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Figure 4.8: Comparison between experimental and simulated oil recovery curves for co-current SI test 17. 

 

 

Figure 4.9: Comparison between experimental and simulated oil recovery curves for co-current SI test 18. 
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Figure 4.10: Comparison between experimental and simulated oil recovery curves for co-current SI test 

19. 

 

 

Figure 4.11: Comparison between experimental and simulated oil recovery curves for co-current SI test 

21. 
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Figure 4.12: Comparison between experimental and simulated oil recovery curves for co-current SI test 

24. 

 

The 5 additional co-current tests show a consistent deviation between simulated and experimental 

recovery curves. As for test 22, these tests also experience higher experimental half-recovery times. It 

can be argued that this consistency confirms that test 22 most likely is not an isolated case. Still, the 

reason why all co-current simulations based on counter-current relative permeability curves consistently 

show reversed results (of what is expected), was unclear.  

To determine if test 12 could be experimentally flawed, a simulation of test 23 based on relative 

permeability curves from test 12 was performed to compare results. The fact that test 12 and test 23 both 

are performed under the same conditions (1D counter-current SI) would suggest a close match between 

simulated and experimental oil recovery curves for Test 23. A comparison of simulations and 

experimental data for test 12 and test 23 is shown in Figure 4.13. 
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Figure 4.13: Simulations of test 12 (1-D counter current SI) and test 23 (1-D counter current SI) with 

relative permeability curves from test 12. 

 

Test 23 shows a suspiciously large deviation between the simulation and experimental data. For a case 

where counter-current flow is the dominant production mechanism and counter-current relative 

permeability curves are used, the simulated oil recovery should in theory reproduce experimental data. 

To find an explanation for this, experimental details where closely compared and potential errors in the 

numerical simulation was investigated. The minor porosity difference of 43.7% (test 12) against 42.9% 

(test 23) was also tested, but showed no impact on the simulated results. In fact, no other significant 

difference than the core sample lengths could be found, which is accounted for in the DATA-file. 

Subsequently, one may ask what else could cause such deviation in results between two very similar 

experiments. A possible explanation suggests that either test 12 or test 23 must be experimentally 

flawed. Therefore, it was decided to further investigate the relationship between test 12 and test 23. A 

solution was to history match experimental data for test 23 to simulate co-current tests 17-24 with 

obtained relative permeability curves. This would enable a comparison with the results found with test 

12. 

 

 

4.4 History matching of test 23 

Test 23 was history matched by using the same relative permeability curves as obtained for test 12, and 

multiply the capillary pressure curve with a factor of 0.76. Endpoint saturations was set equal to those 

used in history matching of test 12. The same was done with endpoint relative permeability values. 

Other differences in experimental details were adjusted in the DATA-file. The final krw-, kro- and Pc 
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values for corresponding water saturation can be found in Table 13 and Table 14 in appendix B. Figure 

4.14 depicts the best history match for test 23. 

 

 

Figure 4.14: History match of test 23 with normalized recovery on the y-axis and time (seconds) on the x-

axis. 

 

The simulation of test 23 experiences some deviation at early times, but is in good agreement 

experimental data after approximately 20000 seconds. The deviation in early times may be due to several 

factors, in which no local grid refinement is one of them.  

 

4.4.1 Co-current simulations based on test 23 

After a satisfactory history match was obtained for test 23, capillary pressure and relative permeability 

curves were used in simulations of co-current SI to compare simulations with experimental data. At this 

point, the aim was to investigate if the history matched counter-current relative permeability curves from 

test 23, also would give reversed results when used in simulations. A comparison between simulated 

and experimental oil recovery curves for test 22 can be seen in Figure 4.15. The remaining simulations 

of co-current tests based on test 23 can be found in appendix C.  
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Figure 4.15: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 22. 

 

The numerical investigation of test 23 showed that not only test 22 (1-D co-current), but all co-current 

simulations (except test 18) showed higher experimental half-recovery times. Since the same trend was 

found for co-current simulations based on test 23 as for test 12, this give no information on which 1-D 

counter-current test is more correct.  

The aim of this thesis is to investigate what extent counter-current relative permeability curves 

must be changed to match co-current experimental data. To perform such a study, a representative 

counter-current test is needed as a basecase. Subsequently, a closer investigation of experimental 

inconsistency was required to determine which out of test 12 and test 23 had the most representative 

experimental data.  

 

 

4.5 Investigation of experimental inconsistency  

It has been verified that oil recovery by 1-D counter-current spontaneous imbibition (before the water 

front reaches the end of the core sample) is proportional to the square root of the imbibition time (Fernø 

et al., 2013; Fischer & Morrow, 2005; Li & Horne, 2006). Hence, by plotting the square root of 

imbibition time against normalized oil recovery would indicate any deviations of this relationship. The 

straight line can be described with equation (29) where RSI is ultimate oil recovery, k is the slope of the 

line and t is time. Figure 4.16 shows normalized oil recovery for test 12 and 23, plotted versus the square 

root of imbibition time.  
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𝑅𝑆𝐼
2 = 𝑘2 ∗ 𝑡 (29) 

 

 

Figure 4.16: Comparison of the normalized oil recovery rates versus the square root of imbibition time for 

experimental data for test 12 and test 23. 

 

 

 

Figure 4.17: Comparison of the normalized oil recovery rates versus the square root of imbibition time for 

simulations of test 12 and test 23 with relative permeability curves from test 12. 
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It can be argued that the experimental recovery curve for test 23 exhibits greater deviation from a straight 

line than for test 12, when plotted against the square root of imbibition time. This is a strong indication 

of inconsistency between test 12 and test 23. Furthermore, Figure 4.17 was used to verify the consistency 

of the model used in simulations. The fact that straight lines can be seen for simulations of both tests, 

would suggest that the model is more correct.  

 

4.5.1 Constant diffusion coefficient 

For further verification of inconsistency between experimental data, the diffusion coefficients at oil-

production plateau were calculated for both test 12 and test 23. From the relationship given by equation 

(29), it can be derived that the diffusion coefficient must be constant for 1-D counter-current SI to be 

proportional with the square root of imbibition time. Due to the results depicted in Figure 4.16, a 

difference in diffusion coefficients would be expected for test 12 and test 23. The calculated values were 

found by equation (30), where L is core sample length, k is diffusion coefficient and t is time. The 

diffusion coefficients for test 12 and test 23 calculated from simulated and experimental data are given 

in Table 7. 

 

 

𝑘 = √
𝐿2

𝑡
 (30) 

 

Table 7: Comparison of diffusion coefficients for experimental data and simulations for test 12 and test 

23. 

Diffusion coefficient 

 Experimental Simulation 

Test 12 0.03 0.03 

Test 23 0.02 0.03 

 

 

The experimental diffusion coefficients show noticeable deviation, which is another sign for 

inconsistency between data. On the other hand, simulations show almost identical values, which again 

suggests that the model is more correct.  

 

4.5.2 Simulations of counter-current test based on test 12 and test 23 

It was decided to run counter-current tests 7 and 8 with input data from test 12 and test 23 to view which 

of the tests could better reproduce experimental data.  
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Figure 4.18: Comparison between experimental and simulated oil recovery curves for counter-current 

imbibition test 7, with input curves from test 12 and test 23. 

 

 

Figure 4.19: Comparison between experimental and simulated oil recovery curves for counter-current 

imbibition test 8, with input curves from test 12 and test 23. 

 

It can be argued that test 12 exhibit more consistent results and better reproduce experimental data based 

on curve shape and oil recovery rate. The conflicting results found in this investigation confirms 

inconsistency between test 12 or test 23. Furthermore, based on the results that was found, it can be 
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argued that most of the factors indicate that test 23 is experimentally flawed. In consequence of this, test 

12 will be used as the 1- D counter-current basecase for further investigation in this thesis.  

 

 

4.6 Numerical investigation of co-current data 

To investigate how much counter-current relative permeability curves must be changed to match co-

current experimental, test 22 and test 12 were selected as the most representative experiments for 

comparison. As both tests were performed on very similar rock samples this enabled a comparison of 1-

D co-current and 1-D counter-current SI. However, due to unexpected results for all co-current tests, 

this introduced new questions regarding the representativeness of the co-current experimental data as 

well. The fact that all co-current simulations based on counter-current relative permeability curves 

consistently showed lower half-recovery times may suggest that all co-current experiments show too 

high oil recovery rates. Then, what would be the result of reversing the procedure of numerical 

investigation? In other words, performing simulations of counter-current oil recovery rates based on co-

current relative permeability- and capillary pressure curves. Would these results also be opposite of what 

is expected? These questions led to a new investigation where test 22 (1-D co-current) was history 

matched to study the result of counter-current simulations based on co-current relative permeability 

curves.  

 

4.6.1 History match of test 22 

A match between simulations and experimental data was obtained by using the relative permeability 

curves from test 12 while the capillary pressure curve was adjusted. The saturation interval for water 

was scaled up to fit the recovery factor. Furthermore, no grid refinements were used and all other 

experimental details were imported to the DATA-file. The final endpoint values, constants and tabulated 

values that were used are presented in Table 15 and Table 16, appendix D. Figure 4.20 give a picture of 

the best history match for test 23. 
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Figure 4.20: History match of test 22 with normalized recovery on the y-axis and time (seconds) on the x-

axis. 

 

The simulation of test 22 match the experimental data surprisingly well. The deviation in early time has 

been previously discussed. 

 

4.6.2 Counter-current simulations based on test 22 

After a satisfactory history match was obtained for test 23, final capillary pressures and relative 

permeability curves were used in simulations of counter-current SI to compare simulations with 

experimental data. At this point, the aim was to investigate if the history matched co-current relative 

permeability curves from test 22 would give reversed results, as found for both test 12 and test 23. If so, 

this would strongly question the representativeness of the experimental data of which this thesis is based 

on. A comparison between simulated and experimental oil recovery curves for four selected counter-

current tests are plotted in Figure 4.21 to Figure 4.24.   
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Figure 4.21: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 7. 

 

 

Figure 4.22: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 12. 
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Figure 4.23: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 12. 

 

 

Figure 4.24: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 12. 

 

Interestingly, all co-current simulations based on counter-current relative permeability curves show 

faster recovery rates than the experimental data. This is the very opposite of what is theoretically 
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expected (Bourbiaux & Kalaydjian, 1990; Pooladi-Darvish & Firoozabadi, 2000; Standnes, 2004). With 

co-current relative permeability curves used for counter-current tests, one would expect a lower 

simulated half-recovery time than for the experimental data. The reason why all results from this 

numerical investigation appears to be reversed could not be confirmed with certainty. However, it 

suggests that certain tests may be experimentally flawed, which will cause great uncertainty and 

misevaluation of all further comparisons by which the flawed tests are included. In this thesis, the 

problem of inconsistent data was not further addressed. Instead, attention was directed towards a study 

performed by two French scientists, Bourbiaux & Kalaydjian, where their topic of interest is very 

relevant to the main subject of this thesis.  

 

 

4.7 Part 2 - Experimental details 

Bourbiaux & Kalaydjian also investigated the difference between calculated and experimental recovery 

rates. Relative permeability curves were modified to reproduce the oil recovery rate equal to 

experimental data.  

The spontaneous imbibition experiments were performed by putting one or two ends of the core 

sample in in contact with water, in which the produced oil was collected in a separator. Furthermore, all 

experiments were performed under laboratory conditions at a constant temperature of 20 °C on fine and 

slightly illitic Triassic sandstone from France. The porous medium was strongly water-wet with low 

permeability and high porosity. With a rectangular shape, the core sample has a cross section of 13 cm2 

and length of 29 cm. A summary of fluid properties and experimental details is given in Table 8 and  

Table 9. Figure 4.25 depicts the experimental setup by Bourbiaux and Kalaydjian (1990), used 

in measurements of co-current and counter-current SI. 

 

Table 8: Fluid properties. 

Liquid phase Density at 20 °C (g/cm3) Viscosity at 20 °C (mPa*s) IFT (mN/m) 

Brine 0.9982 1 35 

Paraffinic oil 0.76 1.5 - 

 

 

Table 9: Experimental details for SI tests performed in in tests GVB-1, GVB-2 and GVB-4. 

Test no. Description K (md) Length (m) Porosity (%) Kro*  Krw* Sor (% of PV) 

GVB-1 Co-current 137 0.29 23.3 0.56 0.048 37.6 

GVB-3 Counter-current 124 0.29 23.3 0.46 0.044 42.2 

GVB-4 Total 118 0.29 23.3 0.49 0.045 39.9 
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Figure 4.25: Experimental setup for counter-current and co-current SI, respectively (Bourbiaux & 

Kalaydjian, 1990).   

 

4.7.1 History matching of test GVB-1 

In their simulations, Bourbiaux & Kalaydjian investigated if experimentally obatined co-current relative 

permeability curves (test GVB-1) would reproduce experimental data for pure counter-current flow. 

They used a 1-D, finite difference numerical model with 29 identical blocks in vertical direction, with 

the following dimensions: 2.1 cm x 6.1 cm x 1.0 cm. The final capillary pressure curve was obtained by 

including local variations caused by porosity and absolute permeability into the experimentally found 

reference curves. Moreover, the shape of the relative permeability curves used in simulations was 

estimated from relative permeability curves (by the unsteady-state method) with other cores from the 

same porous medium. The endpoints of these curves were the co-current oil and brine endpoints at the 

end of drainage and during tertiary waterflooding.   

To recreate and further investigate tests performed by Bourbiaux & Kalaydjian, the first step 

was to history match test GVB-1 (1-D co-current) to use the obtained relative permeability curves in 

simulations of test GVB-3 (1-D counter-current). In order to do so, a DATA-file was constructed based 

on the DATA-file used in history matching of test 12 CU-5FC. The grid consisted of 20 x 20 x 20 grid 

blocks in which 1000 blocks in the middle of the grid reprsented the core plug. Different from test 12, 

which was initially 100 % oil filled, test GVB-1 had an initial water saturation of 39 % and a residual 

oil saturation of 37. 6 %, indicating no more than 23.3 % mobile oil.  

The relative permeability curves and capillary pressure curves were generated from the Corey 

type expressions and Skjaeveland equation described in chapter 2.3 and 2.4. These curves were 

constantly adjusted until a close match was found with the curves by Bourbiaux & Kalaydjian. The final 

endpoint values, constants and exponents used in the best match are presented in Table 10. Furthermore,  
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Table 11 shows the final tabulated values for capillary pressure and relative permeability curves for 

corresponding water saturation.  

 

Table 10: key input parameters used to generate final capillary pressure and relative permeability curves 

used in history matching of test GVB-1. 

Corey exponents and endpoint relative 

permeabilities 

Capillary pressure constants and 

exponents 

Endpoint 

saturations 

nw 2 cw 0.6 Swi 0.39 

no 1.5 co -0.0003 Sor 0.376 

krw* 0.048 aw 2.9   

kro* 0.56 ao 1.5   
 

 

Table 11: Tabulated values for Pc, krw and kro for different water saturations used in history match of test 

GVB-1. 

Sw  

[fraction] 

Krw  

[fraction] 

Kro  

[fraction] 

Pc 

[atm] 

0.39 0 0.56 0.11843 

0.4 8.7662E-05 0.52449 0.08441 

0.42 0.00078895 0.45584 0.07327 

0.44 0.00219154 0.39047 0.06402 

0.46 0.00429542 0.32857 0.05627 

0.48 0.00710059 0.27034 0.04973 

0.5 0.01060706 0.21602 0.04417 

0.52 0.01481481 0.16593 0.0394 

0.54 0.01972387 0.12044 0.0353 

0.56 0.02533421 0.0801 0.03173 

0.58 0.03164585 0.04566 0.02858 

0.6 0.03865878 0.01839 0.02566 

0.62 0.046373 0.00125 0.01792 

0.624 0.048 0 0 

 

 

The final capillary pressure curve and relative permeability curves used in the history match of test 

GVB-1 compared to the curves found by Bourbiaux & Kalaydjian, are depicted in Figure 4.26 and 

Figure 4.27. It can be argued that the deviation is small, which resulted in a quite good match of 

experimental data, which is shown in Figure 4.28. 
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Figure 4.26: Relative permeability curves with kro on the primary y-axis, krw on the secondary y-axis 

plotted against corresponding water saturation on the x-axis. Left: Bourbiaux & Kalaydjian (1990). 

Right: Utsetø 2017 

 

 

Figure 4.27: Capillary pressure curve on the y-axis plotted against corresponding water saturation on the 

x-axis.  Left: Bourbiaux & Kalaydjian (1990). Right: Utsetø 2017 
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Figure 4.28: History match of test GVB-1 with recovery (% of OOIP) on the y-axis and time (hours) on 

the x-axis (logarithmic units).  

 

The simulation of GVB-1 is in good agreement with experimental data and depicts quite small deviations 

after 1 hour (log scale). The relative permeability curves obtained from the match of test GVB-1 could 

now be used in simulations of test GVB-3.  

 

4.7.2 Simulation of GVB-3 

The DATA-file used in simulations of co-current test GVB-1 needed only simple adjustments to enable 

counter-current simulations (test GVB-3). The SWOF-table was completed with capillary pressure and 

relative permeability curves obtained from history match of test GVB-1. Moreover, boundary conditions 

were updated by closing off the bottom surface of the core sample. This would enable a 1-D counter-

current simulation with co-current input curves for capillary pressure and relative permeability for brine 

and oil. Due to unexpected (reversed) results for all simulations of experiments by Standnes (2004), it 

remained interesting to see if different results would be obtained based on a different dataset. A 

comparison of experimental and simulated oil recovery curves can for test GVB-3 is depicted in Figure 

4.29. 
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Figure 4.29: Comparison between experimental and simulated oil recovery curves for counter-current 

imbibition test GVB-3. 

 

It was discussed in chapter 4.3 that several studies have been performed to investigate co-current and 

counter-current flow regimes. It was discovered by Bourbiaux & Kalaydjian in 1990 and experimentally 

confirmed by Standnes in 2004 that counter-current oil production is in general much slower than co-

current production. The same conclusion was found by Pooladi-Darvish and Firoozabadi (2000). Hence, 

compared to these previous studies, the relationship between experimental and simulated oil recovery 

curves found in Figure 4.29 agrees with the theory. The simulation of test GVB-3 based on co-current 

relative permeability curves shows faster oil production. Yet, the shape of experimental data reproduced 

well and results are comparable to what was found by Bourbiaux & Kalaydjian. They discovered a 6 

hour difference between experimental and simulated half-recovery time (when detailed petrophysical 

properties were considered). In comparison, with the model used in this thesis, the simulated half-

recovery time was approximately 11 hours less than the experimental one. One explanation for this may 

be due to potential differences in the model used for simulations. Bourbiaux & Kalaydjian used a grid 

with 29 identical grid blocks whereas  8000 grid blocks was applied in this thesis.   

 

 

4.8 Investigation of relative permeability curves 

Bourbiaux & Kalaydjian investigated the origin of the difference between simulated and experimental 

oil recovery rates and found that good prediction could be achieved by decreasing the co-current relative 

permeabilities. The magnitude of reduction varied for oil and brine relative permeability. They 

concluded that a good match could be found by reducing the relative oil permeability values (kro) by 60 
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% of their co-current values, the brine relative permeabilities (krw) by 45 % or by reducing both kro and 

krw by 30 %. The latter option was considered to be the best approximate solution. To determine if a 

similar relationship between co-current and counter-current oil recovery curves exists for the model 

used in this thesis, the same reduction factors were applied for co-current relative permeability curves 

obtained from test GVB-1. Figure 4.30 shows the results of reduced relative permeability curves for oil 

and brine compared to counter-current experimental data.  

 

  

Figure 4.30: Comparison between experimental and simulated oil recovery curves for counter-current 

imbibition test GVB-3, with reduced co-current relative permeability curves. Reduction factors by 

Bourbiaux & Kalaydjian 1990. 

 

A good reproduction of the experimental oil recovery rate was only obtained by reducing the oil relative 

permeabilities by 60 % of co-current values. The reason for this could be due to differences in the model 

used for simulations. It must be mentioned that Bourbiaux & Kalaydjian incorporated all local 

information in their numerical model including local porosities and local permeabilities estimated from 

micropermeability measurments. Such information was not included in the model used in this thesis. 

Consequently, identical results as found by Bourbiaux & Kalaydjian could not be expected. Therefore, 

it was decided to investigate how much the co-current relative permeability values from test GVB-1 had 

to be reduced in order to match experimental data. It was found that good reproduction was obtained by 

reducing oil relative permeabilities (kro) by 60 % of their co-current values, brine relative permeabilities 

(krw) by 60 % and both kro and krw by 50 %, Figure 4.31.  

Further sensitivity analysis showed that oil relative permeability is most sensitive to adjustments 

for the model used in this thesis. This indicates that uncertainty in laboratory measurements of the oil 

relative permeability will have greater consequence than that for the water relative permeability. In other 
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words, this ranks the oil relative permeability as more important in terms of resources needed to 

adequately determine the parameter experimentally.  

 

 

Figure 4.31: Comparison between experimental and simulated oil recovery curves for counter-current 

imbibition test GVB-3, with reduced co-current relative permeability curves. Reduction factors by Utsetø 

2017.  

 

4.8.1 Investigation of Corey exponents  

Bourbiaux & Kalaydjian was able to reproduce counter-current experimental data by reducing the co-

current relative permeability curves. However, instead of reducing the all values by a factor including 

the endpoint values, could a good match between simulated and experimental oil recovery curves also 

be obtained by solely adjusting the Corey exponents? In other words, keeping the endpoint values 

constant and only adjusting the shape of the relative permeability curves. Since the simulated counter-

current oil recovery curves (test GVB-3) with co-current relative permeabilities (test GVB-1) experience 

faster production than the experimental data, the Corey exponents must be adjusted such that production 

time increases. This can be obtained by increasing the Corey-parameter for oil and water relative 

permeability, nw and no. Figure 4.32 depicts the final best match between counter-current experimental 

data and co-current simulations with increased Corey exponents.  

 

0

5

10

15

20

25

30

35

40

0,1 1 10 100 1000

R
ec

o
v
er

y
 [

%
 o

f 
O

O
IP

]

Time [hours]

Reduction factors, Utsetø

GVB-3 Experimental data

Simulation of GVB-3.

Kro decreased by 60 %

Simulation of GVB-3.

Krw decreased by 60 %

Simulation of GVB-3.

Krtot decreased by 50 %



 

60 

 

 

Figure 4.32: Comparison between experimental and simulated oil recovery curves for counter-current 

imbibition test GVB-3, with increased Corey exponents. 

 

The effect of keeping the endpoint relative permeability values constant and increasing the Corey 

exponents is almost identical to the effect of reducing the entire relative permeability curve (including 

endpoints).  However, the magnitude of which the Corey exponents needed to be increased was greater 

than the relative permeability curves had to be decreased. The Corey-parameter for water relative 

permeability, nw, was increased as much as 165 % before a good reproduction of experimental data was 

obtained. Furthermore, a good match was obtained by increasing no (Corey-parameter for oil relative 

permeability) by 73 % and nw and no by 45 %. Thus, if the two procedures of reducing co-current relative 

permeability values are compared, the Corey exponents show much more internal sensitivity to 

adjustments. The reason why nw is much higher than no may be explained by the rock-fluid behaviour 

in a water-wet system. It was discussed in 2.4 that the water will fill all the smallest pores and move 

along the solid surface of the porous medium during displacement. Consequently, as the resistance of 

the medium to the flow of water will be greater than for oil, nw needs to be increased more than no. Yet, 

for the scenario when both factors were adjusted simultaneously, the magnitude of adjustment is quite 

similar: a 50 % decrease in relative permeability curves compared to a 45 % increase in Corey exponents.  

 

4.8.2 Sensitivity analysis of Corey exponents 

To better understand the effect of adjusting the Corey exponents, it was decided to perform a sensitivity 

analysis for a range of selected Corey exponent values. A summary of the used values and corresponding 

increase in percentage is given in Table 12. Moreover, individual sensitivity plots for nw, no and nw & no 

are depicted in Figure 4.33 to Figure 4.35.  
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Table 12: A summary of Corey exponents used in sensitivity analysis. 

Sensitivity of Corey exponents 

nw no nw & no 

4 100 % 2.25 50 % 2.5 & 1.875 25 % 

5.3 165 % 2.6 73 % 2.9 & 2.175 45 % 

6 200 % 3 100 % 3.3 & 2.475 65 % 

8 300 % 3.75 150 % 3.7 & 2.775 85 % 

 

 

 

Figure 4.33: Sensitivity plot for increasing nw values, illustrating the impact on oil recovery rates 

compared with experimental data. 
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Figure 4.34: Sensitivity plot for increasing no values, illustrating the impact on oil recovery rates compared 

with experimental data. 

 

The sensitivity analysis depicts varying sensitivity for adjustments of the Corey exponents. By plotting 

the two sensitivity plots with identical ranges for the x-axis and the y-axis, the sensitivity may be 

interpreted explicitly. The results show that similar responses (oil recovery curves) are obtained when 

nw is increased 300 %, as when no is increased by 100 %. This clearly signifies that the Corey-parameter 

for oil relative permeability is the most sensitive in this thesis. It was mentioned in chapter 2.6 that the 

robustness of a reservoir simulator relies on the representativeness of input parameters. This signifies 

that experimental uncertainty ought to be minimized for parameters with high sensitivity attributes. 

Consequently, based on the sensitivity analyses in this thesis, measurements of the Corey-parameter for 

oil relative permeability should to be performed with extra accuracy as uncertainty will have 

correspondingly greater consequence.  

 It must be mentioned that the sensitivity analysis presented in Figure 4.33 presents the impact 

of adjusting the nw, for a given value of no. Hence, it does not describe how nw will vary for other no 

values. As the same procedure was used for the analysis in Figure 4.34, similarly, no information about 

the behaviour of no for other nw values. Hence, a third sensitivity analysis was performed to observe the 

effect of adjusting nw and no simultaneously. This provides a more detailed presentation of the Corey 

sensitivities as the impact of combining the two parameters can be observed. It was found that the effect 

on oil recovery curves when nw and no are increased simultaneously, corresponds to the summed effect 

from increasing nw and no individually. The sensitivity plot for increasing nw and no simultaneously is 

depicted in Figure 4.35. 

0

5

10

15

20

25

30

35

40

0,1 1 10 100 1000

R
ec

o
v
er

y
 [

%
 o

f 
O

O
IP

]

Time [hours]

Sensitivity of no

GVB-3 Experimental data

Simulation of GVB-3. No

increased 50 %

Simulation of GVB-3. No

increased 100 %

Simulation of GVB-3. No

increased 150 %



 

63 

 

 

Figure 4.35: Sensitivity plot for increasing nw & no values, illustrating the impact on oil recovery rates 

compared with experimental data. 

 

4.8.3 Theoretical interpretation 

It appears that adjusting co-current relative permeability curves to fit counter-current experimental data 

is possible, in more than one way. It has been found that good reproducibility of experimental data from 

simulations can be obtained by reducing the relative permeability curves by including endpoint values 

(krw* and kro*). Another possibility is to keep the endpoint values constant and adjust the shape of the 

relative permeability by increasing the Corey exponents. As almost identical results are obtained 

whether endpoints are included or kept constant, it suggests that the method of adjusting relative 

permeability curves is optional. According to literature, the subject of whether to include endpoints 

when relative permeability curves are adjusted, is widely discussed (Babchin et al., 1998; Bourbiaux & 

Kalaydjian, 1990; Kalaydjian, 1987, 1990). Yet, no agreement has been found and the subject remains 

to be further investigated.  

The sensitivity analyses showed in both cases that the oil relative permeability parameter is most 

sensitive. Hence, it will be ranked more important than the water relative permeability parameter, in 

terms of resources needed to adequately determine the parameter experimentally.   

It must be mentioned that the numerical investigation performed in this thesis considers a very 

simplified case. Boundary conditions are selected such that 1-D flow is obtained and the tests are 

assumed to involve only co-current or counter-current flows. However, as the conditions are much more 

complex in a real reservoir, the SI process will often involve both co-current and counter-current flow 

in more than 1 dimension. Since laboratory measurements in most cases are performed on co-current 

flow conditions, the reservoir recovery potential may be seriously overestimated. Consequently, in an 
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ideal world, tests ought to be performed under both co-current and counter-current conditions when 

evaluating the oil recovery potential on reservoir rocks experimentally. Though, due to limitations in 

resources, counter-current flow conditions are rarely experimentally investigated. Hence, to prevent 

overestimated oil recovery, a proposed approach is to use reduced relative permeabilities for parts of the 

field where co-current flow is dominant. In other words, implementing different relative permeability 

inputs for different grid sections in the ECLIPSE simulator.   

 

 

4.9 Capillary diffusivity coefficient (CDC) 

Sensitivity analyses are important to investigate both spread and response for a given parameter on the 

oil recovery curves. The capillary diffusivity coefficient (CDC) is investigated with the purpose of 

explaining the relationship between oil recovery curves and relative permeability curves for SI tests. 

A study of spontaneous imbibition into cylindrical cores was performed by Standnes (2006), 

based on experiments from Standnes (2004). Here he proposed a theoretical model for analytically 

determining the normalized water saturation in the matrix block with specific boundary- and initial 

conditions.  It was found that the 1-D radial counter-current SI could be modelled fairly well based on 

the assumption of a constant CDC (a kind of average CDC value which is independent of water 

saturation). The results were surprising since the CDC has been shown to exhibit a bell-shaped curve of 

water saturation, with maximum value at approximately Sw =0.5 (Gautam & Mohanty, 2004; Kashchiev 

& Firoozabadi, 2003). In this thesis, the process of spontaneous imbibition into cubic cores is also given 

by the capillary diffusivity coefficient, which is controlled by the Corey functions used to model relative 

permeability. Hence, the expression for D(Sw) that was derived in chapter 2.5.2; equation (26), can be 

used to compare CDC values for the two methods used to adjust co-current relative permeability curves.  

As Standnes (2006) found that 1-D radial counter-current SI could be modelled based on the 

assumption of a constant CDC, this investigation will qualitatively test if the same assumption can be 

made for 1-D counter-current SI into cubic core samples.   

  

4.9.1 Calculation of CDC 

The analysis of calculated CDC values was separated into two cases with respect to adjustment method: 

Case 1 - Reduction of relative permeability curves including endpoint values (krw* and kro*); Case 2 - 

Adjustments of the Corey exponents while keeping endpoint values fixed. The basecase (history match 

of co-current test GVB-1) was included for comparison of the CDC before and after adjusted relative 

permeability curves. The solid curve in Figure 4.36 depicts the D(Sw) for test GVB-1, calculated from 

equation (31) in which the total area under the graph represents the capillary diffusivity coefficient. 

Since D(Sw) normally exhibit a bell-shaped function of Sw, it was mathematically advantageous to use 

trapezoidal method to calculate the area under the graph.  
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∫ 𝐷(𝑆𝑤) 𝑑𝑆𝑤

𝑏

𝑎

≈ (𝑏 − 𝑎) ∗ [
𝑓(𝑎) + 𝑓(𝑏)

2
] (31) 

  

 

The trapezoidal rule approximates the region under the graph by a function D(Sw), in which the 

approximation improves with more steps representing the domain [a,b] (Süli & Mayers, 2003). 

Consequently, the water saturation interval was divided into more steps by decreasing ΔSw. This resulted 

in a good approximation of area under the curve, which can be seen from the fit of the columns 

occupying the area under the graph.  

 

 

Figure 4.36: Capillary diffusion coefficient calculated as a function of normalized water saturation for the 

basecase (test GVB-1) with no reduction of relative permeability curves. Corey exponents: nw = 2, no = 1.5. 

 

4.9.1.1 Case 1 

The column chart in Figure 4.37 shows the capillary diffusivity coefficients for each of the three 

reduction factors (krw, kro and krw & kro), compared with the basecase. The reduced relative permeability 

curves show consistently lower CDC values than for the basecase. This would be expected since the 

D(Sw) is proportional to the relative permeability value, equation (26). It can be observed that some 

internal variation is found for the three reduction factors, yet noticing very similar results for krw reduced 

by 60 % and krw & kro reduced by 50 %. D(Sw) is plotted as a function of normalized water saturation 

for the three reduction factors in Figure 4.38 to Figure 4.40, respectively. 
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Figure 4.37: Capillary diffusivity coefficients for the corresponding reduction of relative permeability 

curves. Basecase is included for comparison. 

 

 

Figure 4.38: Capillary diffusion coefficient calculated as a function of normalized water saturation. Krw 

reduced by 60 %. 
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Figure 4.39: Capillary diffusion coefficient calculated as a function of normalized water saturation. Kro 

reduced by 60 %. 

 

 

Figure 4.40: Capillary diffusion coefficient calculated as a function of normalized water saturation. Krtot 

reduced by 50 %. 

 

Krw reduced by 60 % and krw & kro reduced by 50 % show very similar plots with a slight skewness to 

the right. In contrast, kro reduced by 60 % exhibits a more bell-shaped curve. It is interesting, however, 

that all the three reduced relative permeability curves gave almost identical oil recovery curves and 

reproduced counter-current experimental data with little deviation. This suggests that certain 
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combinations of CDC value and D(Sw) curve shape will give the same oil recovery curve. If such a 

relationship exists, it would be expected to find similar results for Case 2. 

 

4.9.1.2 Case 2 

The column chart presented in Figure 4.41 shows lower capillary diffusivity coefficients for the adjusted 

Corey exponents (nw, no and nw & no), than for the basecase. The results are quite similar to what was 

found in case 1, however noticing slightly higher internal variation. Figure 4.42 to Figure 4.44 depict 

D(Sw) plotted as a function of normalized water saturation for the three adjusted Corey exponents. 

 

 

 

  

Figure 4.41: Capillary diffusivity coefficients for the corresponding Corey exponents. Basecase is included 

for comparison. 

 

0

5E-10

1E-09

1,5E-09

2E-09

2,5E-09

3E-09

3,5E-09

nw = 5.3 no = 2.6 nw =2.9 & no =2.175 Basecase

C
D

C
 (

m
2
/s

)

Corey exponent

Calculated CDC values for Case 2



 

69 

 

 

Figure 4.42: Capillary diffusion coefficient calculated as a function of normalized water saturation. Corey 

exponents: nw = 5.3, no = 1.5. 

 

 

Figure 4.43: Capillary diffusion coefficient calculated as a function of normalized water saturation. Corey 

exponents: nw = 2, no = 2.6. 
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Figure 4.44: Capillary diffusion coefficient calculated as a function of normalized water saturation. Corey 

exponents: nw = 2.9, no = 2.175. 

 

The CDC value is lowest for nw =5.3, which is also the case that exhibits most right skewness of the 

D(Sw) curve. A slightly higher CDC value can be found for nw =2.9 & no =2.175, in which D(Sw) shows 

correspondingly less skewness to the right. As for Case 1, it is when adjusting the Corey-parameter for 

oil relative permeability, no = 2.6, that CDC is highest and the shape of D(Sw) is least right skewed 

(almost bell-shaped curve). 

 

4.9.2 Comparison of results 

Based on the results from Case 1 and Case 2, it can be observed that the combination of a low CDC 

value with a right skewed D(Sw) curve gives the same oil recovery curve as a high CDC value with a 

left skewed D(Sw) curve. Consequently, it can be argued that the right skewness compensates for small 

CDC values in the same way that left skewness will balance for high CDC values. These results can be 

compared with work by Joergensen (2017), which investigated the behaviour of CDC for SI into 

cylindrical cores. He found that the production rate and ultimate oil recovery decreases when the D(Sw) 

curve exhibits left skewness. It was also observed that high CDC values resulted in faster production 

and higher ultimate oil recovery. This agrees with the results found in this thesis and explains why 

different CDC values and D(Sw) curve shapes can give almost identical oil recovery curves.  

A proposed relationship may be introduced to express the oil recovery curve as a function of 

CDC value and shape of D(Sw):   
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Oil recovery curve = 𝐹(𝐶𝐷𝐶, 𝑆ℎ𝑎𝑝𝑒) (32) 

 

However, shape is not an easily quantified parameter and a system is needed to define the skewness of 

the D(Sw) curve. Since D is a function of Sw, skewness may be defined by the water saturation of which 

D(Sw) is highest. In other words, if a bell-shaped distribution has maximum D(Sw) value at Sw =0.5, left 

and right skewness may be defined for cases where the maximum D(Sw) value is found for Sw <0.5 and 

Sw >0.5, respectively. This would give some indication of the shape of the D(Sw) curve. Then, by using 

the definition of CDC from equation (31), the proposed relationship may be written on the following 

form:  

 

Oil recovery curve= 𝐹 [(∫ 𝐷(𝑆𝑤) 𝑑𝑆𝑤
𝑏

𝑎
) , (𝑆ℎ𝑎𝑝𝑒(𝐷(𝑆𝑤)𝑚𝑎𝑥))] (33) 

 

 

An investigation of the capillary diffusivity coefficient was performed with the purpose of finding an 

explanation for the results found in chapter 4.8. Even though the reduced relative permeability curves 

showed almost identical oil recovery curves, the CDC values were not constant. In other words, no direct 

relationship could be found between CDC value alone and oil recovery rate, by qualitative testing. 

Hence, another variable must be introduced to explain the fact that equal responses (oil recovery rates) 

were obtained with different CDC values, ergo the shape of D(Sw). As Joergensen (2017) discovered 

increased production rates for higher CDC values and right skewed shape of D(Sw), it supports the 

suggestion that certain combinations of the two variables may give identical responses. This point 

remains to be investigated more thoroughly to better understand the true relationship between oil 

recovery and capillary diffusivity coefficients.     
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5 Conclusions 

The first objective of this thesis was to investigate the relationship between co-current and counter-

current relative permeabilities for spontaneous imbibition. Considering theory of viscous coupling 

between fluid phases and experimental results from several authors, co-current relative permeabilities 

were expected to be higher. The second objective put forward a hypothesis that co-current relative 

permeability curves will reproduce counter-current experimental data, if reduced by some factor. For 

the experimental data investigated in this thesis, the following conclusions can be drawn: 

 

Part 1.Experimental data by Standnes (2004) 

• Numerical simulations showed that counter-current relative permeabilities could not give exact 

prediction of recovery rates for co-current SI.  

• Too slow oil recovery curves are expected when counter-current relative permeabilities are used 

in the model. However, simulations showed reversed results.  

o An investigation of experimental inconsistency was performed, by which most factors 

indicated that certain tests are flawed.  

• Further comparison of co-current and counter-current SI tests would give inconsistent results. 

• As experimental data by Standnes (2004) did not give consistent results, a dataset by Bourbiaux 

and Kalaydjian (1990) was used for further investigations. By consequence, part 2 of this thesis 

was introduced.    

 

Part 2. Experimental data by Bourbiaux and Kalaydjian (1990) 

• Co-current relative permeabilities were used in counter-current simulations, in which too fast 

oil recovery rates were observed. The half-recovery time was underestimated by approximately 

50 %, which is in agreement with results found by Bourbiaux and Kalaydjian (1990).  

• Numerical investigation showed that exact prediction of counter-current recovery rates can be 

obtained by reducing both oil and water relative permeabilities (including krw* & kro*) by 50 %. 

For comparison,  Bourbiaux and Kalaydjian (1990) obtained exact prediction when both curves 

were reduced by 30 %.  

o Further investigation showed that an equally good match was found by increasing the 

Corey exponents for oil and water (keeping krw* & kro* constant) by 45 %.  

• Almost identical results in terms of oil recovery curves, are observed when: 

o Relative permeabilities are reduced including endpoints 

o Endpoints are kept constant and curvature is adjusted (by increasing Corey exponents) 

• Sensitivity analyses showed that oil relative permeability exhibits higher sensitivity than that 

for water relative permeability, whether endpoints are reduced or kept constant. 
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o Experimental uncertainty ought to be minimized for parameters with highest sensitivity 

attributes. In consequence, more resources are needed to adequately determine the 

parameter experimentally.  

• A relationship between the capillary diffusivity coefficient and relative permeability curves for 

a given SI test was investigated.  

o Qualitative testing indicates that 1-D radial counter-current SI cannot be modelled 

based on the assumption of a constant CDC. 

o It was observed that certain combinations of CDC value and shape of the D(Sw) can 

give equal production rates and ultimate oil recoveries.  

o It is proposed that oil recovery curve may be expressed as a function of the two factors, 

equation (33). 

 

It has been found that relative permeabilities have great impact on production rates and ultimate oil 

recoveries. Relative permeabilities are lower for counter-current SI, because viscous coupling between 

fluid phases has opposite effects on co-current and counter-current flows. The numerical investigation 

showed that simulations based on co-current relative permeability curves will reproduce counter-current 

experimental data, if reduced by some factor.  

The effect of gravity forces has not been investigated in this thesis because co-current gravity 

driven flow is mostly neglected when SI experiments are performed on small water-wet cores, by which 

capillary forces tend to dominate. However, as most carbonate fractured reservoirs exhibit less water-

wet rock-fluid systems, different results will be expected regarding the contribution of gravity driven 

flow. For such conditions, oil will be produced both co-currently and counter-currently, in proportions 

depending on the magnitude of capillary forces compared to gravity forces. This points to 

inconsistencies that may arise when scaling up laboratory imbibition tests from matrix blocks with 

different contributions of co-current and counter-current flow. Ideally, to prevent incorrect estimation 

of production rate and ultimate oil recovery, tests ought to be performed under both co-current and 

counter-current conditions when evaluating the oil recovery potential on reservoir rocks experimentally. 

This will increase the robustness of the reservoir simulator and increase the validity of predicted 

reservoir behaviour.  

 

 

5.1 Future work 

As counter-current flow conditions rarely are experimentally investigated, an alternative approach may 

be introduced to prevent overestimated reservoir recovery potential. For a reservoir involving both co-

current and counter-current flow, reduced relative permeability curves may be implemented for different 

grid sections in the ECLIPSE simulator, where counter-current flow is dominant. The extent that relative 
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permeabilities should be reduced will obviously vary greatly depending on the reservoir. Because the 

experimental study by Standnes (2004) showed inconsistency, results could not be used to compare 

potential reduction factors. The study by Bourbiaux and Kalaydjian (1990) appears to be the only 

reliable literature which investigates the subject of reducing co-current relative permeability curves to 

match counter-current data. Consequently, a new study of co-current and counter-current SI is needed 

to determine if the reduction factors found by Bourbiaux and Kalaydjian (1990) can be applied for other 

cases as well. If new studies show that counter-current experiments can be matched by reducing co-

current curves by factors around 30 %, it would suggest that a quantifiable relationship exists between 

co-current and counter-current flow in porous media. On the other hand, if new studies show differing 

results, it would indicate that the relationship between co-current and counter-current relative 

permeabilities vary to such an extent that it cannot be quantified. Examples of future work are:  

 

• Perform flow experiments involving 1-D co-current and counter-current SI of water into 

strongly water wet cubic core samples. 

o Use co-current relative permeability curves obtained from history matching in counter-

current simulations of further SI tests.   

o Investigate to what extent co-current relative permeability curves must be adjusted to 

match counter-current experimental data.  

o Compare reduction factors with results by Bourbiaux and Kalaydjian (1990). 

• Investigate the relationship between co-current and counter-current SI when boundary 

conditions enable 2-D and 3-D flow. 

• Investigate the applicability of implementing reduced relative permeability curves for different 

grid sections in the ECLIPSE simulator, where counter-current flow is dominant. 
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Nomenclature 

Symbols 

A: Cross sectional area (m2) 

al: Pore size distribution index 

Cl: Capillary entry pressure (atm) 

fw: Water fractional flow 

g: Gravitational constant (m/s2) 

h: Height above free water level (m) 

K: Absolute permeability (m2, mD) 

krl: Phase relative permeability 

krl*: Endpoint relative permeability 

kww: Transport coefficient 1, extended 

             Darcy law 

kwo: Transport coefficient 2, extended 

             Darcy law 

kow: Transport coefficient 3, extended 

             Darcy law 

koo: Transport coefficient 4, extended 

             Darcy law 

L: Length of core sample (m) 

no: Corey-parameter for oil relative 

             permeability 

nw: Corey-parameter for water 

             relative permeability 

Pl: Phase pressure (atm) 

Pc: Capillary pressure (atm) 

Pcd: Reservoir threshold pressure (atm) 

ql: Phase flow rate (m3) 

R: Radius of interfacial tension surface  

Rtube: Radius of capillary tube 

RSI: Ultimate oil recovery 

S: Normalized water saturation (fraction) 

Sl: Phase saturation (fraction) 

Sor: Residual oil saturation  

             (fraction) 

 

Swir: Irreducible water saturation 

             (fraction) 

Swi: Initial water saturation 

             (fraction) 

t: Time (hr) 

vl: Phase velocity (m/s) 

σ: Interfacial tension (mN/m) 

ϕ: Porosity (m3/m3) 

λl: Phase mobility 

µl: Phase viscosity (Pa.s) 

θ: Contact angle  

ρl: Phase density (g/cm3) 
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Abbreviations 

AFO:  All face open 

CDC:  Capillary diffusivity  

                          coefficient 

CU:  Cubic rock sample 

CY:  Cylindrical rock sample 

IFT:  Interfacial tension 

LGR:  Local grid refinement 

OOIP:  Original oil in place 

SI:  Spontaneous imbibition 

WOAR: Water-oil-area-ratio 

1-D:  1-dimensional 

2-D:  2-dimenisonal  

3-D:  3-dimensional  

 

ECLIPSE keywords 

MULTX Transmissibility multiplier in x- 

                          direction 

MULTY Transmissibility multiplier in y- 

                           direction 

MULTZ Transmissibility multiplier in z- 

                          direction 

SWOF              Saturation function table for   

                          oil-water 
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Appendices 

A. ECLIPSE file 

A.1 - ECLIPSE DATA-file 

The ECLIPSE simulator uses input data prepared in a DATA-file consisting of eight sections (some 

sections are optional), each with a range of available keywords to describe reservoir conditions. The 

following data organisation is based on Pettersen (2006): 

 

RUNSPEC Required. Includes run specifications such as grid size, phases included, units, 

etc.  

GRID Required. Defines shape and grid dimensions, petrophysical properties 

(porosity, permeability, transmissibility). 

EDIT Optional. Enables the user to define changes to the grid data after ECLIPSE 

has processed them.  

PROPS Required. Fluid and rock properties (relative permutabilities, capillary 

pressure, density, etc) 

REGIONS Optional. Enables the user to define regions with different input values than 

generally defined (relative permeability curves). 

SOLUTION Required. Initialization data (initial pressures, fluid saturations).  

SUMMARY Optional. Enables user to specify which data items to write to report files. 

SCHEDULE Required. Well definitions, operating schedule, production specifications (rate- 

and pressure-restrictions, time steps). 
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A.2 - Basecase code T12_CU5FC_MARCO.DATA 

============================================================== 
RUNSPEC 
============================================================== 
 
TITLE 
SI of water into chalk saturated with decane 
 
DIMENS 
20    20   20  / 
 
OIL 
 
WATER 
 
LAB 
 
EQLDIMS 
1 100 20 1 20 / 
 
TABDIMS 
2 1 60 4 2 2 / 
 
NUPCOL 
4 / 
 
START 
01 'JAN' 2016  / 
 
NSTACK 
50 / 
 
UNIFOUT 
 
UNIFIN 
 
GRIDOPTS 
YES  / 
 
 
============================================================== 
GRID 
============================================================== 
 
NOECHO 
 
--The basic grid is a cube 
DX 
8000*0.038 / 
 
DY 
8000*0.038 / 
 
DZ 
8000*0.038 / 
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--Permeability in fracture area 
PERMX 
8000*100000 / 
 
PERMY 
8000*100000 / 
 
PERMZ 
8000*100000 / 
 
 
--Permeability in matrix area 
--IX1-IX2-JY1-JY2-KZ1-KZ2 
BOX 
6 15 6 15 6 15 / 
 
PERMX 
1000*2 / 
PERMY 
1000*2 / 
PERMZ 
1000*2 / 
 
ENDBOX 
 
--Porosity in fracture area 
PORO 
8000*0.99 / 
 
-- Porosity in matrix area 
--IX1-IX2-JY1-JY2-KZ1-KZ2 
BOX 
6 15 6 15 6 15 / 
 
PORO 
1000*0.423 / 
ENDBOX 
 
TOPS 
400*0 / 
 
MINPV 
1E-10 / 
 
INIT 
 
--Closing of 5 sides of the cube 
EQUALS 
MULTX    0 5 5 6 15 6 15 / 
MULTX    0 15 15 6 15 6 15 / 
MULTZ    0 6 15 6 15 15 15 / 
MULTY    0 6 15 5 5 6 15 / 
MULTY    0 6 15 15 15 6 15 / 
/ 
 
CARFIN 
--Defining local grid refinement in outermost block in direction of flow 
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--LGRname  i1   i2   j1  j2   k1  k2   NX  NY  NZ    Max#WellsInLgr 
'WP3HLGR' 6    15   6   6    6   15   50  5   50       0            / 
 
CARFIN 
--Defining local grid refinement in second block in direction of flow 
-- LGRname  i1   i2   j1  j2   k1  k2   NX  NY  NZ    Max#WellsInLgr 
'WP4HLGR' 6    15   7   7    6   15   30  3    30       0            / 
 
AMALGAM 
'WP3HLGR' 'WP4HLGR' / 
/ 
 
ENDFIN 
 
 
============================================================== 
PROPS 
============================================================== 
 
SWOF 
--Relative permeability and capillary pressure in matrix area 
--Sw krw      kro             Pc (atm) 
0 0  1  8 
0.02 5.08854E-06 0.96654021 4.3014632 
0.04 4.07083E-05 0.933222089 3.259250674 
0.06 0.000137391 0.900049439 2.770799395 
0.08 0.000325667 0.867026287 2.469192334 
0.1 0.000636068 0.834156911 2.25794868 
0.12 0.001099125 0.801445861 2.098747569 
0.14 0.001745369 0.76889799 1.972848347 
0.16 0.002605333 0.736518485 1.869824598 
0.18 0.003709546 0.704312903 1.783337647 
0.2 0.005088541 0.672287212 1.709274656 
0.22 0.006772848 0.640447843 1.644829911 
0.24 0.008792998 0.608801748 1.588011279 
0.26 0.011179524 0.577356461 1.537356813 
0.28 0.013962955 0.546120186 1.491762984 
0.3 0.017173825 0.515101886 1.450375692 
0.32 0.020842662 0.484311398 1.412518223 
0.34 0.025  0.453759578 1.377641693 
0.36 0.029676369 0.423458461 1.345289427 
0.38 0.0349023 0.393421482 1.315069831 
0.4 0.040708325 0.363663735 1.286633997 
0.42 0.047124975 0.334202317 1.259654869 
0.44 0.05418278 0.305056761 1.233804645 
0.46 0.061912274 0.276249624 1.208725775 
0.48 0.070343985 0.247807265 1.183987684 
0.5 0.079508447 0.219760936 1.15901391 
0.52 0.08943619 0.192148332 1.132946766 
0.54 0.100157745 0.165015903 1.104372175 
0.56 0.111703643 0.138422427 1.070703133 
0.58 0.124104417 0.11244492 1.026626226 
0.6 0.137390596 0.087189146 0.959532884 
0.62 0.151592713 0.062810502 0.832758127 
0.64 0.166741299 0.03956291 0.497896562 
0.66 0.182866884 0.017952049 -1.249265119 
0.68 0.2  0  -6 
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/ 
 
 
--Relative permeability in fracture area 
-- Straight line relperm and zero Pc 
-- SW         krw       kro    Pcow (atm) 
0.00000   0.00000    1.000  0.00000 
1.00000   1.00000    0.000  0.00000 / 
 
RSCONST 
0   0.1 / 
 
PVTW 
1     1        4.4D-5           1.0            0 / 
/ 
 
ROCK 
1.05          4.2D-5          / 
/ 
 
DENSITY 
0.731   0.9982  0.0097  / 
/ 
 
PVDO 
1.0  1.0   0.95 
10   0.9   0.95 / 
/ 
 
 
============================================================== 
REGIONS 
============================================================== 
 
EQUALS 
FIPNUM  2   1    20  1   20   1   20 / 
SATNUM 2   1    20  1   20   1   20 / 
-- MATRIX IS REGION 1 AND FRACTURE IS REGION 2 
FIPNUM 1    6   15   6   15   6   15 / 
SATNUM 1   6   15   6   15   6   15 / 
/ 
 
 
============================================================== 
SOLUTION 
============================================================== 
 
--Water saturation in fracture area 
SWAT 
8000*1.00 / 
 
 
--Defining initial water saturation and pressure in matrix area 
----------IX1-IX2-JY1-JY2-KZ1-KZ2 
BOX 
6  15  6  15  6  15 / 
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SWAT 
1000*0.00  / 
ENDBOX 
 
PRESSURE 
8000*1  / 
 
RPTRST 
BASIC=5  NORST=1  FREQ=5 SOIL   SWAT   PRESSURE PCOW KRW  KRO   / 
 
 
============================================================== 
SUMMARY 
============================================================== 
 
ROEIW 
1  / 
 
ROFT 
1  2  / 
/ 
 
RWFT 
1  2 / 
/ 
 
ROE 
1 / 
 
RUNSUM 
 
EXCEL 
 
 
============================================================== 
SCHEDUELE  
============================================================== 
 
RPTRST 
BASIC=2 / 
 
MESSAGES 
9* 10000 2*  / 
 
DRSDT 
0  / 
 
TUNING 
0.00 10.25 0.005 0.005 / 
/ 
50 1* 200  / 
 
TSTEP 
50*0.001  / 
 
TSTEP 
50*0.002  / 
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TSTEP 
50*0.002 / 
 
TSTEP 
50*0.002 / 
 
TSTEP 
50*0.002  / 
 
TSTEP 
50*0.002 / 
 
TSTEP 
50*0.002  / 
 
TSTEP 
50*0.002  / 
 
TSTEP 
50*0.002  / 
 
TSTEP 
50*0.002  / 
 
TSTEP 
50*0.002  / 
 
TSTEP 
50*0.002  / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005 / 
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TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005 / 
 
TSTEP 
50*0.005  / 
 
TSTEP 
50*0.005 / 
 
END 
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B. History match of test 23 

 

Table 13: key input parameters used to generate final capillary pressure and relative permeability curves 

used in history matching of test 23. 

Corey exponents and endpoint relative 

permeabilities 

Capillary pressure constants and 

exponents 

Endpoint 

saturations 

nw 3 cw 0.684 Swi 0 

no 1.14 co -0.00152 Sor 0.32 

krw* 0.2 aw 0.304   

kro* 1 ao 1.52   
 

 

Table 14: Tabulated values for Pc, krw and kro for different water saturations used in history match of test 

23. 

Sw  

[fraction] 

Krw  

[fraction] 

Kro  

[fraction] 

Pc 

[atm] 

0 0 1 8 

0.02 5.08854E-06 0.96654 2.245099 

0.04 4.07083E-05 0.933222 1.818159 

0.06 0.000137391 0.900049 1.607036 

0.08 0.000325667 0.867026 1.472227 

0.1 0.000636068 0.834157 1.375452 

0.12 0.001099125 0.801446 1.30108 

0.14 0.001745369 0.768898 1.241306 

0.16 0.002605333 0.736518 1.191713 

0.18 0.003709546 0.704313 1.149576 

0.2 0.005088541 0.672287 1.113108 

0.22 0.006772848 0.640448 1.081073 

0.24 0.008792998 0.608802 1.052587 

0.26 0.011179524 0.577356 1.026997 

0.28 0.013962955 0.54612 1.003805 

0.3 0.017173825 0.515102 0.982624 

0.32 0.020842662 0.484311 0.963146 

0.34 0.025 0.45376 0.945122 

0.36 0.029676369 0.423458 0.928346 

0.38 0.0349023 0.393421 0.912641 

0.4 0.040708325 0.363664 0.897856 

0.42 0.047124975 0.334202 0.883853 

0.44 0.05418278 0.305057 0.870501 

0.46 0.061912274 0.27625 0.857671 

0.48 0.070343985 0.247807 0.84522 

0.5 0.079508447 0.219761 0.832979 

0.52 0.08943619 0.192148 0.820724 

0.54 0.100157745 0.165016 0.80812 
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0.56 0.111703643 0.138422 0.794616 

0.58 0.124104417 0.112445 0.77918 

0.6 0.137390596 0.087189 0.759595 

0.62 0.151592713 0.062811 0.730107 

0.64 0.166741299 0.039563 0.670636 

0.66 0.182866884 0.017952 0.452731 

0.68 0.2 0 -6 

 

 

 

 

Figure B.1: Relative permeability curves (krw, kro) on the primary y-axis, capillary pressure curve on the 

secondary y-axis plotted against corresponding water saturation on the x-axis. 
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C. Co-current simulations based on test 23 

 

 

Figure C.1: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 17. 

 

 

Figure C.2: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 18. 
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Figure C.3: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 19. 

 

 

Figure C.4: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 21. 
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Figure C.5: Comparison between experimental and simulated oil recovery curves for co-current 

imbibition test 24. 
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D. History match of test 22 

 

Table 15: key input parameters used to generate final capillary pressure and relative permeability curves 

used in history matching of test 22. 

Corey exponents and endpoint relative 

permeabilities 

Capillary pressure constants and 

exponents 

Endpoint 

saturations 

nw 3 cw 0.375 Swi 0 

no 1.14 co -0.00078 Sor 0.26 

krw* 0.2 aw 0.156   

kro* 1 ao 2   
 

 

Table 16: Tabulated values for Pc, krw and kro for different water saturations used in history match of test 

22. 

Sw  

[fraction] 

Krw  

[fraction] 

Kro  

[fraction] 

Pc 

[atm] 

0 0 1 8 

0.02 3.948E-06 0.96925 0.68953 

0.04 3.159E-05 0.93862 0.61873 

0.06 0.0001066 0.9081 0.5807 

0.08 0.0002527 0.87772 0.55511 

0.1 0.0004936 0.84746 0.53603 

0.12 0.0008529 0.81734 0.5209 

0.14 0.0013543 0.78735 0.50842 

0.16 0.0020216 0.7575 0.49783 

0.18 0.0028784 0.7278 0.48865 

0.2 0.0039484 0.69824 0.48056 

0.22 0.0052554 0.66884 0.47333 

0.24 0.0068229 0.63959 0.4668 

0.26 0.0086747 0.61051 0.46084 

0.28 0.0108345 0.58159 0.45536 

0.3 0.013326 0.55286 0.45027 

0.32 0.0161728 0.5243 0.44553 

0.34 0.0193987 0.49593 0.44106 

0.36 0.0230273 0.46777 0.43683 

0.38 0.0270823 0.43981 0.4328 

0.4 0.0315875 0.41206 0.42893 

0.42 0.0365664 0.38454 0.42517 

0.44 0.0420429 0.35727 0.42149 

0.46 0.0480406 0.33024 0.41784 

0.48 0.0545831 0.30349 0.41417 

0.5 0.0616943 0.27702 0.41041 
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0.52 0.0693977 0.25086 0.40645 

0.54 0.077717 0.22503 0.40216 

0.56 0.086676 0.19957 0.39732 

0.58 0.0962983 0.17449 0.39158 

0.6 0.1066077 0.14985 0.38431 

0.62 0.1176278 0.1257 0.37437 

0.64 0.1293823 0.10211 0.35933 

0.66 0.1418949 0.07918 0.33337 

0.68 0.1551892 0.05704 0.27961 

0.7 0.1692891 0.03593 0.1295 

0.72 0.2 0 -6 

 

 

 

Figure D.1: Relative permeability curves (krw, kro) on the primary y-axis, capillary pressure curve on the 

secondary y-axis plotted against corresponding water saturation on the x-axis. 
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