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Abstract

Worldwide, enhanced oil recovery (EOR) projects have been on a gradual rise since early 2000, especially EOR by CO$_2$ injection. Globally, at present, EOR by CO$_2$ injection contributes approximately 67.5% of projects (83 of 123) among carbonate reservoirs, and approximately 23.5% of projects (50 of 213) among sandstone reservoirs and is expected to rise by 0.1% per year. Additionally, the application of CO$_2$-EOR is expected to increase, due to its contribution to mitigating anthropogenic CO$_2$ (geological CO$_2$ sequestration). However, problems associated with CO$_2$-EOR, such as poor sweep efficiency, early breakthrough, high transportation cost, and trouble of CO$_2$ availability, have reduced its value. Additionally, CO$_2$-EOR may not be a safe option for geological storage of CO$_2$, due to the upward movement of injected CO$_2$. These problems have lead to the search for alternative injection strategies, which can increase EOR efficiency and, at the same time, promote increased CO$_2$ geological storage capacity.

In recent years, carbonated water injection (CWI) has shown to be a promising enhanced oil recovery (EOR) method and a suitable alternative to CO$_2$-EOR. Laboratory and field studies have demonstrated that the injection of CO$_2$ saturated water (carbonated water, CW) is a practical option for both EOR and CO$_2$ sequestration. From an EOR point of view, carbonated water injection (CWI) enhances the sweep efficiency and mobility by reducing the gravity segregation that is frequently encountered by CO$_2$-EOR, hence increasing the residual oil recovery. In addition to the EOR method, the CWI also promotes safe, increased, and long-term geological storage of CO$_2$, as the carbonated water has a higher density, compared to native brine (formation water).

At the pore scale CO$_2$ mass transfer, fluid-fluid interfacial phenomena, mass transfer kinetics, and property alteration of hydrocarbon are critical in understanding and optimising CWI. CO$_2$ mass transfer into the oil,
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coupled with CW-oil interfacial tension (IFT) alterations, is one of the first and primary processes which affect critical parameters like viscosity and density alterations, swelling and hence mobilisation of hydrocarbon. However, there is a lack of understanding of CO₂ mass transfer and interfacial phenomena, and the factors influencing them for both CO₂-EOR and CWI. Further, unlike other recovery methods, such as waterflooding and CO₂-EOR, for CWI the effect of additives like salts and nanoparticles has not been fully understood.

This thesis aims to address five main aspects that have been overlooked and are critical in understanding the mechanisms that form the principal part of oil recovery by CWI. The first is the estimation of CW-hydrocarbon IFT and the development of a method to estimate the dynamic IFT. The second is to develop a mathematical and numerical model, which validates with experimental results, for calculating the effective CO₂ diffusion coefficient. The model should be versatile so that it may be applied for both CO₂-hydrocarbon and CW-hydrocarbon systems. The third is to analyse the interdependency of critical parameters such as diffusion coefficient, IFT, density, viscosity, mass/mole fraction, Gibbs free energy, temperature, pressure, and concentration gradient. The fourth aspect is to investigate the influence of combining additives such as nanoparticles/nanofluid and salts with CW on CO₂ mass transfer and interfacial properties. Finally, the influence of three phases of CO₂ (gas, liquid, and supercritical) on the IFT, CO₂ mass transfer, and fluid properties of liquids in which CO₂ is dissolved must be studied.

The present thesis combines experimental, theoretical, and numerical approach to address the above five challenges. In the experimental section, an Axisymmetric Drop Shape Analysis (ADSA) pendant drop method has been used for a large pressure range (up to 160 bar) at temperatures of 25°C, 35°C, and 45°C. The experimental setup was modified to address the effect of nanofluid on CO₂ solubility in water.
IFT and dynamic volume increments of the pendant drop are obtained from the experiments.

In the mathematical approach, a compositional model was developed that combines the existing analytical equations and experimental volume with obtained mass/mole fractions, density, and viscosity of the hydrocarbon pendant drop as a function of time. The compositional model is combined with the experimental section to obtain the dynamic IFT. Further, in the theoretical part, a Gibbs free energy model (Eyring’s absolute rate theory approach), based on the viscosity of the hydrocarbon pendant drop was used. The Gibbs energy model was presented to help better understand the behaviour of IFT with temperature, especially near the critical temperature of CO₂.

In the numerical approach, a new model, based on finite difference method, was developed to estimate the CO₂ diffusion coefficient in the hydrocarbon. The model couples with the experimental results to estimate the CO₂ diffusion coefficient, and can be used for a wide range of pressures and temperatures. Further, a relatively new approach was used in the numerical model that is capable of adapting the CW-hydrocarbon interface, due to swelling, as observed in real-time experiments. The approach eliminates error of about 36% arising from the assumption made by the conventional methods of a static boundary/volume.

The results indicated that IFT between CW and hydrocarbon is a function of the CO₂ phase and solubility. At pressures where CO₂ is in the gaseous phase, the IFT is directly proportional to the pressure, however, when CO₂ is supercritical or liquid phases, IFT is inversely proportional to the pressure. Further, the maximum IFT, the maximum density reduction, and the minimum diffusion coefficient occurred for pressure close to and lower than the phase change pressure of CO₂ (64 bar at 25°C, and 74 bar at 35°C and 45°C). The dependency of the IFT on the density difference between CW and the hydrocarbon was found to be a main reason for this
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behaviour of IFT with pressure. IFT reduced with increase in temperature for both CO2-hydrocarbon and CW-hydrocarbon. However, IFT at 35°C did not show a similar trend to that at 25°C and 45°C.

CO2 diffusion coefficient in hydrocarbon was found to be influenced by IFT and CO2 solubility. The IFT was observed to be the major contributor to the observed decrease in diffusion coefficient of CO2 with the increase in pressure (up to phase-change pressure of CO2), followed by a gradual increase in the diffusion coefficient with increase in pressure (above phase-change pressure).

For the combination of CW+nanofluids, it was observed that the dispersed nanofluid in CW enhanced the CO2 mass transfer into the hydrocarbon (2% at 10 bar to 45% at 60 bar) and reduced the hydrocarbon viscosity (40% and 29%) and density. The silica nanofluid in CW led to a significant increase in the swelling of the hydrocarbon (3% at 10 bar to 48% at 60 bar). The nanofluid in CW increased the CO2 solubility in water (17%). The Brownian motion was suggested as the main reason for the enhanced CO2 solubility (CO2 mass transfer). The nanofluid was also successful in reducing the CW-hydrocarbon IFT.

When salts were combined with CW, it was found that CW+MgCl2 reduced both the CW-n-decane IFT (36.5%) and CO2 mass transfer, while CW+Na2SO4 increased both the IFT and CO2 mass transfer (57%). It is suggested that a reduction in IFT for CW+MgCl2 combination is mainly due to the higher hydration energy of Mg2+, whereas, for CW+Na2SO4, an increase or no alteration in the IFT was seen.
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</tr>
<tr>
<td>$F$</td>
<td>Optimisation/objective function</td>
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1 Introduction and Objectives

1.1 Introduction

1.1.1 Background

Since its discovery, oil has emerged as a primary source of energy, and since then the demand for oil has increased continuously. However, the discovery of new reservoirs has declined over the years and the existing reservoirs are being depleted. Therefore, one of the options of keeping up with the demand is to recovery more oil from the existing reservoirs. As the primary energy of the reservoir tends to deplete, it necessary to maintain the pressure inside the reservoir to achieve optimum production and maximise ultimate recovery. Waterflooding is the most widely used method to increase the reservoir pressure. The success of waterflooding in lengthening the oil-production period by years made it the typical option, after primary production, to recover additional oil. However, most of the existing oilfields are approaching their tail end of production [1]. Further, the efficiency of waterflooding is lower, due to the early breakthrough of water caused by preferential flow through large pores, leading to a significant amount of oil being left behind [2]. Therefore, there is a need for enhanced oil recovery (EOR) methods that can improve the recovery of oil from the reservoirs.

Gas injection (GI) is a common EOR method, in which gases, such as propane, butane, and CO₂, are injected into the reservoir. CO₂ is more popular option for EOR by GI. Globally, at present, EOR by CO₂ injection contributes approximately 67.5% of projects (83 of 123) among carbonate reservoirs, and approximately 23.5% of projects (50 of 213) among sandstone reservoirs and is expected to rise by 0.1% per year [3]. The main advantage of CO₂ injection is that, at most reservoir conditions,
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it is a supercritical in phase, which is likely to develop miscibility with
the oil. In reservoirs where miscibility cannot be achieved, CO2 injection
can lead to additional recovery by mixing with the oil and modifying the
oil properties. CO2 has the property of mixing with the oil to swell it,
reduce viscosity, and possibly alter the wettability, causing the oil to flow
more freely within the reservoir, so that it can be “swept up” in the flow
from injector to producer well [4, 5]. Higher solubility of CO2 in water,
compared to other hydrocarbon components, causes more oil swelling,
thus reducing the negative impact of water blocking upon the diffusion
process between oil and CO2, for those oil ganglia that have not been
directly accessed by CO2 [4, 6].

Along with its advantages and capabilities the CO2-EOR has its fair share
of limitations. Although CO2 injection generally has excellent
microscopic displacement efficiency, it often results in poor sweep
efficiency, due to the higher mobility of CO2 than the oil. CO2 injection
also has a problem of early breakthrough due to fingering; this will cause
a shorter contact time with the crude oil reservoirs. Further, in direct CO2
injection, due to low sweep efficiency and gravity segregation, there can
be a time scale of several years for CO2 diffusion in oil [7, 8]. Another
reality is that, in majority of the cases, CO2 is not readily available, or the
sources are far away from the reservoir. In most cases, the source is
anthropogenic CO2 from coal-fired plants (industrial source). If CO2 is
captured from industry, the actual cost incurred of capture, compression,
and transport to the reservoir is high.

An alternative to CO2-EOR and a more attractive approach could be
carbonated water injection (CWI). In CWI, CO2 is first dissolved in water
forming carbonated water (CW) before being injected into the reservoir.
The pore level recovery mechanism for CWI is similar to that occurs in
CO2-EOR. When CW contacts the residual oil, the CO2 from CW
diffuses into oil, causing swelling and reduction in oil viscosity and
density. The swollen oil globules subsequently coalesce and are
produced by the injected CW [6, 8]. However, the major difference
between CO₂-EOR and CWI is that instead of CO₂ as a free phase in CO₂-EOR, the CO₂ is dissolved in water for CWI, this has major implications. The carbonated water has higher density than both water and CO₂, this significantly reduces the gravity segregation experienced during CO₂ injection, thereby improving the sweep efficiency and, hence, mobility [9, 10]. Figure 1.1 (inspired from [10]) shows the pictographic representation of the comparison between CO₂-EOR and CWI with respect to sweep efficiency and sweep profile. It may be seen from Figure 1.1 that, for CO₂-EOR, the injected CO₂ is more susceptible to uneven distribution, the effect which is termed as “fingering”, and is more prominent in low permeable porous media [11]. In contrast the carbonated water mobility is more favourable than CO₂ in the gas-oil system, as it forms a single phase. For CWI, CO₂ is evenly distributed in the reservoir, as CW mixes with the in situ water, further this would also retard the CO₂ breakthrough, thus improving sweep efficiency. Compared to CO₂-EOR, CWI uses a smaller amount of CO₂ (available from nearby oil and gas fields) and yet can lead to a greater increase in oil recovery [12]. CWI has recorded a higher increment in residual oil recovery, compared to waterflooding, due to the mass transfer of CO₂ from CW to the oil phase, causing the oil phase to become more mobilised [13]. At reservoir conditions, the CO₂ solubility in water is higher than that of other hydrocarbon gases, making water a good fluid to transport CO₂ in the reservoir for enhanced oil recovery. Recent laboratory study [6] has shown that CWI may be successfully used as both secondary and tertiary recovery methods. Therefore, CWI may prove to be a good advancement to CO₂-EOR, while, at same time, having the capability to act as a CO₂ sequestration method.
Due to escalations in the emission of anthropogenic CO₂ and its impact on the environment, there is a need to reduce the amount of CO₂ in the atmosphere. One way is by the injection of CO₂ into geological reservoirs. CO₂-EOR is being considered as option for coupled CO₂ sequestration and oil recovery option. However, there are a few problems associated with the coupled CO₂-EOR and sequestration process. First, as CO₂ is lighter than the oil or brine, there is a risk of CO₂ leakage to the surface, due to the upward movement of injected CO₂, which would make CO₂-EOR an unsafe method of CO₂ storage. Further, in terms of CO₂ storage potential, the poor sweep efficiency associated in case of CO₂-EOR also implies lower storage capacity [9]. In terms of CO₂ sequestration, CWI provides one of the safest method. In CWI, since the injected CO₂ is in solution form (CW), which has higher density than brine and, hence, sinks to the bottom of the reservoir, as opposed to the case of bulk CO₂ injection, where CO₂ floats under the cap rock, representing significant leakage risks [6, 12]. Therefore, CWI may be both a better option regarding hydrocarbon recovery and, simultaneously, a safer option for CO₂ sequestration.
1.1.2 Recovery mechanism of CWI

Majority of studies [1, 6, 9, 12-21] on CWI provide proof of greater recovery by CWI. These studies focus mainly on the recovery aspect of CWI, using core flooding studies and neglect the physics responsible for the observed enhanced recovery by CWI. The literature on CWI has overlooked the underlying mechanisms such as CO₂ mass transfer, fluid-fluid interfacial phenomena, mass transfer kinetics and property alteration of hydrocarbon, which are critical for understanding and optimising CWI. Few studies have looked into the aspect of wettability and IFT alteration [22-24]. However, there is lack of understanding of CO₂ mass transfer and the factors influencing CO₂ mass transfer. Figure 1.2 illustrates the pore level recovery mechanism in a CWI. Consider a pore space with isolated small oil ganglia left at the end of waterflooding as shown in Figure 1.2A. Now if CWI is followed by waterflooding (Figure 1.2B), the injected CW contacts with isolated oil ganglia. Due to higher solubility of CO₂ in hydrocarbon than in water the CO₂ from CW diffuses into the oil ganglia through the CW-oil interface, resulting in swelling of the isolated oil ganglia as depicted in Figure 1.2C. The swelling may lead to coalesces of oil ganglia, the coalesces together with reduction in viscosity of oil may lead to mobilization of oil out of pore spaces as depicted in the Figure 1.2D. Therefore, the whole process of swelling, coalesces, and mobilisation of oil was initiated by the mass transfer of CO₂ from the CW into the residual oil through the CW/oil interface (Figure 1.2E). Indicating, that the CO₂ mass transfer and CW/oil interfacial phenomena may be fundamental parameters for recovery mechanism by CWI. Therefore, the knowledge obtained by such a study would help in understanding the fundamental aspect of recovery by CWI.
1.1.3 Applications of CO₂ mass transfer and fluid-fluid interfacial tension

The present study of CO₂ mass transfer and resulting fluid-fluid interfacial alteration may be applied to all the CO₂ based systems and gas-liquid systems. Instances where CO₂ mass transfer and IFT is relevant include, but are not limited to:

i. The mass transfer of CO₂ and the resulting mechanisms, such as swelling and IFT alteration, dictate the degree of oil recovery in CO₂ based EOR methods such as CO₂-EOR, CWI, and chemical EOR [6, 25]. The diffusion coefficient which represents the mass...
transfer rate is critical for the feasibility evaluation of the solvent assisted recovery method [26].

ii. The molecular diffusion and, hence, the diffusion coefficient give information about the mixing of a solvent like CO₂ into oil, on which the numerical simulations are based [27].

iii. The rate of CO₂ mass transfer (diffusion coefficient) is critical for assessment of sequestration of CO₂ in saline aquifers and depleted hydrocarbon reservoirs. The CO₂ diffusion determines the potential of the aquifer for the application of CO₂ storage. Estimating the diffusion coefficient is critical for predicting the cumulative amount and duration for trapping CO₂ gas and time [28].

iv. The interfacial tension is of primary importance in the context of multiphase flow in reservoirs, and it is pivotal in the control of miscibility behaviour [29].

v. Further, from the perspective of CO₂ storage, the interfacial tension-dependent CO₂ distribution in a liquid-liquid system plays an important role [30].

vi. If the parameters controlling CO₂ mass transfer and IFT are identified, then available tools like nanotechnology and salts may be combined with CWI to enhance the efficiency of CWI as a method of both oil recovery and CO₂ sequestration.

### 1.1.4 CW/hydrocarbon IFT

Although the knowledge of CO₂ mass transfer for CO₂-hydrocarbon system may be extended with modifications to the CW-hydrocarbon system. However, this may not be true in case of IFT. The knowledge from neither water-hydrocarbon nor CO₂-hydrocarbon can be extended to understand the interfacial behaviour of CW-hydrocarbon systems. For CW-hydrocarbon system, pH, dissolution of CO₂ in water, phase of CO₂ and density alteration, are some of the additional parameters that may have an effect on determining the IFT. Moreover, for CW-hydrocarbon
systems, there is a limited number of studies available [24, 31]. However, this knowledge is not sufficient to fully understand the interfacial phenomena of CW-hydrocarbon systems. Apart from the calculation of IFT, it is critical to identify the parameters that influence and are influenced by the IFT. Further, studies have rarely investigated the collective influence of different phases of CO₂ (gas, liquid, and supercritical) on the IFT of CO₂-hydrocarbon or CO₂-water-hydrocarbon or CW-hydrocarbon systems.

1.2 Motivation

Based on the background, below is the summary of research issue relating to CWI that have been overlooked:

i. Few studies have investigated the influence of CO₂ mass transfer on the performance of CWI. Most the studies carried out rely on either an experimental approach or simulation. Neither of these approaches carried out separately will be beneficial for studying the CO₂ diffusion process and estimating the diffusion coefficient. Hence, there is a need to develop a numerical model that couples with experimental results to estimate the diffusion coefficient of CO₂ from CW into hydrocarbon.

ii. The previous literature has neglected the IFT of CW-hydrocarbon and its complex relationship with temperature. There is also a need to collectively study the influence of different phases of CO₂ (gas, liquid, and supercritical) on the IFT. Further, previous studies lack a dynamic analysis of IFT, which provides understanding of the progress of IFT with time and its relation to CO₂ mass transfer into hydrocarbon.

iii. The interdependency of major physics, such as CO₂ mass transfer, interfacial phenomena, and fluid kinetics, is missing in the previous works on CWI and need to be addressed.
iv. There is a lack of studies that investigate the influence of additives such as nanoparticles and salts on the physics dominating the recovery process by CWI.

1.3 Objectives

I. Interfacial tension studies

Address the inconsistencies in results reported in the literature on the relationship between temperature and IFT.

Develop a method to calculate the dynamic and equilibrium IFT for CO₂/pure hydrocarbon and CW/pure hydrocarbon systems.

Design experimental setup for wide range of pressure and temperature so that the influence of different CO₂ phase (gas, liquid, and supercritical) and CO₂ saturation on IFT of CW/hydrocarbon system may be studied.

II. CO₂ mass transfer studies

Develop a numerical model that validates with experimental results to estimate the CO₂ diffusion coefficient and composition of the hydrocarbon for both gas-liquid (CO₂/hydrocarbon) and liquid-liquid (CW/hydrocarbon) systems.

III. Additives

The study also aims to understand the role additives such as silica nanoparticles, and various salts especially Na₂SO₄ and MgCl₂ on the CO₂ mass transfer and interfacial properties.

1.4 Organisation of thesis

The work is presented in six chapters. Chapter 2 combines a literature review and the fundamentals of the related phenomena, and the chapter has been divided into two sections. The first section (Section 2.1)
Introduction and Objectives

discusses fundamentals of CO₂ mass transfer, determination of CO₂ diffusion coefficient, influence of various parameters like pressure, temperature, CO₂ phase, and additives to enhance mass transfer. The second section (Section 2.2) discusses the fundamentals of the interfacial tension, various methods used to estimate IFT, the effect of pressure and temperature of IFT, the effect of CO₂ phase and CO₂ saturation on IFT and the influence of salt and nanofluid on CW/pure hydrocarbon IFT.

Chapter 3 starts with a brief discussion on various experimental methods used to estimate IFT, and how the current method is suitable. Further Chapter 3 discusses in detail the experimental method, materials, equipment, experimental procedure for estimating IFT, the preparation of samples, and the procedure for estimating the density, volume, and viscosity of the CO₂+hydrocarbon mixtures. Chapter 3 also examines the importance of dynamic IFT and proposes a novel method for its estimation.

Chapter 4 starts with earlier developed methods to estimate the diffusion coefficient of gases in liquids and compares them with the proposed method. Chapter 4 further discusses the model developed to estimate the diffusion coefficient of CO₂ in hydrocarbons. Chapter 4 also provides a brief history of previous methods used and their drawbacks and, in doing so, details how the proposed model is advanced. Further, the novel dynamic interface method is described.

Chapter 5 presents the major findings of the present study and a detailed discussion on the findings.

Chapter 6 is the concluding section, which summarises the findings of the present study.

The thesis ends with collection of six scientific articles published in various journals and one article under review as a result of present work. The information about these article can be found in “List of papers” section.
2  Literature Review and Fundamentals

2.1  Fundamentals of CO₂ mass transfer

The mass transfer phenomenon between gas-liquid and liquid-liquid impacts various enhanced recovery methods, such as solvent-based EOR, low salinity flooding, nanoparticle-based EOR, and also on CO₂ sequestration. Several physical situations occur in nature where there exist two phases separated by an interface. The two phases may be gas-liquid like CO₂-oil or maybe liquid-liquid like water-oil, brine-oil and carbonated water-oil. Similar to the single-phase transport, the concentration gradient of the transporting species in all the phases determines the overall rate of mass transport. The direction of the mass transfer acts in a way as to move the system towards equilibrium, and the concentration-driven mass transfer stops when equilibrium is achieved.

Diffusion is generally used to represent the mass transfer of a component (gas or liquid) from a region of higher concentration to a region of lower concentration. Diffusion is defined as a process by which molecules, ions or particles move from regions of relatively high concentration into regions of lower concentration. The phenomenon of diffusion may be analysed in two ways. First, by studying the mass transfer coefficient. Second, by describing the mass transfer with Fick's law and the diffusion coefficient. It is the second method that has been emphasised in the present thesis.

2.1.1  Fick's law of diffusion

Through his experimental studies involving binary mixtures, Fick (1855) came up with laws describing the diffusion of one component into another. Adolf Fick’s work led to the proposal of two laws: Fick's first law (steady state) and Fick's second law (transient) [32]. In the simplest
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terms, Fick's first law at a steady state condition may be described as the
diffusive flux proportional to the concentration gradient between the
regions of different concentration. Therefore, according to Fick's first
law, diffusion occurs due to a concentration gradient, represented as the
change in concentration as a result of a change in position ($\partial C / \partial x$), as
shown in Equation (2.1).

$$J_i \propto \frac{\partial C_i}{\partial x}$$  \hspace{1cm} (2.1)

which may be rewritten as Equation (2.2).

$$J_i = D_{ij} \frac{\partial C_i}{\partial x}.$$ \hspace{1cm} (2.2)

where $J_i$ is the molar flux of component $i$ in the $x$ direction; $C_i$ is the
concentration of component $i$ in $j$; and the proportionality constant, $D_{ij}$,
is the diffusion coefficient of the molecule $i$ in $j$.

Fick's second law deals with transient diffusive flux movement. If the
change of concentration of component $i$ in a binary mixture occurs over
a period, then, according to Fick's second law, the rate of change of
concentration at a point in space is proportional to the second derivative
of concentration with space (Equation (2.3)).

$$\frac{\partial C_i}{\partial t} = D_{ij} \frac{\partial^2 C_i}{\partial x^2}$$ \hspace{1cm} (2.3)

In this work, a 3D (three-dimensional) form of Equation (2.3) is used to
analyse the mass transfer of CO$_2$ in hydrocarbon for different fluid-fluid
systems. A detailed mathematical model is discussed in Chapter 4.

2.1.2 Determination of diffusion coefficient

The diffusion coefficient of gas in liquids through a gas-liquid or liquid-
liquid interface is of importance in numerous fields of science and
engineering. The molecular diffusion and, hence, the diffusion coefficient give information about the mixing of a solvent like CO2 into oil, on which the numerical simulations are based [27]. The focus in this work will be on the determination of the diffusion coefficient of CO2 in pure hydrocarbons for gas-liquid (CO2–alkane) and liquid-liquid systems (CW-alkane).

Several studies have come up with the empirical correlation of CO2 diffusion coefficients in liquids. For the CO2-oil system, Davies, et al. [33] developed an equation relating the diffusion coefficient of CO2 with the viscosity of the oil (Equation (2.4)).

$$D_{CO2,oil} = a \mu^b,$$  \hspace{1cm} (2.4)

where $D_{CO2,oil}$ is the diffusion coefficient of CO2 in oil (m$^2$/s) and $\mu$ is the viscosity of the oil (Pa.s); $a$ and $b$ are the dimensionless constants and, using fitting, it was found that $a = 1.41*10^{-7}$ and $b = -0.47$.

A more complex correlation, which involved additional parameters like pressure ($P$), temperature ($T$), molar volume of CO2 ($V_{CO2}$), viscosity of oil ($\mu_o$) and molecular weight of CO2 ($M_{CO2}$), was given by Renner [27] (Equation (2.5)).

$$D_{CO2,oil} = 10^{-9} \cdot \mu_o^{-0.4562} \cdot V_{CO2}^{-1.706} \cdot P^{1.831} \cdot T^{4.53} \cdot M_{CO2}^{-0.6896},$$  \hspace{1cm} (2.5)

Similarly, Unver and Himmelblau [34] have reported the diffusion coefficient of CO2 in water as given by Equation (2.6).

$$D_{CO2,water} = 5.72 \times 10^{-12} \frac{T}{\mu_w},$$  \hspace{1cm} (2.6)

where $T$ is temperature (K) and $\mu_w$ is the viscosity of the water (Pa.s). Recently, new and improved experimental methods, like compositional analysis [35-37], or a combination of experimental and numerical analysis, like the pressure decay method [38-40] and Axisymmetric Drop
Shape Analysis (ADSA) [41], have been used to estimate the CO₂ diffusion coefficient. These methods are more reliable and may be carried out at elevated pressures and temperature for a large range of fluid-fluid systems. The present thesis employs the modified and advanced ADSA method, the details of which will be provided in Chapter 4.

### 2.1.3 Effect of pressure and temperature on CO₂ mass transfer

Numerous studies have been carried out to estimate the diffusion coefficient of CO₂ in liquid for the CO₂-liquid system. Table 2.1 reports the diffusion coefficient data from the literature. It may be noted from Table 2.1 that, at the isothermal condition, the measured CO₂ diffusion coefficient increases as the pressure increases. This may be attributed to an increase in the solubility of CO₂ in liquids as pressure increases. Figure 2.1 shows the data for solubility of CO₂ in water for pressures 0-90 bar and at 25°C, 35°C and 45°C. The solubility data has been obtained from the model given by Chang, et al. [42]. It may observed that, at isothermal conditions, the solubility of CO₂ in water increases as pressure increases; the same is also true with pure hydrocarbons [43]. The increase in diffusion coefficient with the increase in pressure may be credited to mainly two parameters: the viscosity alterations of liquid [41] and the solubility of CO₂ in the liquid. At isothermal conditions, as the pressure increases, the viscosity of the CO₂ saturated liquid decreases, causing an increase in the CO₂ diffusivity [41]. Further, an increase in CO₂ solubility with pressure would mean an increased affinity of CO₂ towards the hydrocarbon, leading to a rapid rate of mass transfer.
Table 2.1: CO₂ diffusion coefficient (m²/s) in liquids from the literature.

<table>
<thead>
<tr>
<th>System</th>
<th>Pressure (bar)</th>
<th>Temperature (°C)</th>
<th>Diffusion coefficient (10⁻⁹ m²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂-brine [44]</td>
<td>18.8 – 47</td>
<td>27°C</td>
<td>0.45 – 1.0</td>
</tr>
<tr>
<td>CO₂-decane [45]</td>
<td>30 – 50</td>
<td>25°C</td>
<td>1.175 – 1.75</td>
</tr>
<tr>
<td>CO₂-crude oil [46]</td>
<td>3.2 – 43.9</td>
<td>27°C</td>
<td>0.47 – 2.49</td>
</tr>
<tr>
<td>CO₂-decane [47]</td>
<td>10 – 60</td>
<td>29°C</td>
<td>0.38 – 2.29</td>
</tr>
</tbody>
</table>

The temperature has a complex effect on CO₂ mass transfer. The major impact of an increase in temperature would be a decrease in CO₂ solubility in liquids [42, 49-51] (Figure 2.1). A decrease in CO₂ solubility would reduce the CO₂ concentration gradient, which would reduce the mass transfer of CO₂ into hydrocarbon. Studies [45, 51-53] have observed that the total mass transfer of CO₂ into hydrocarbon reduces with an increase in temperature. However, a different story unfolds when it comes to the rate of CO₂ mass transfer. The diffusion coefficient (rate of mass transfer) for the CO₂-hydrocarbon system increases as the temperature is raised [45, 54]. The increase in diffusion coefficient, despite a reduction mass transfer driving force, may be explained by two phenomena. First, the viscosity of the hydrocarbon decreases with the increase in temperature; this favours a greater mass transfer of the CO₂ into the n-decane drop phase [45, 49]. Second, for a fluid system, an increase in temperature would increase the entropy (motion of the molecules); this in turn would increase the kinetic energy, leading to a faster rate of mass transfer [45, 49, 51].
Figure 2.1: Solubility of CO$_2$ data in water for pressures 0-90 bar and at 25ºC, 35ºC, and 45ºC.

The studies including in that shown in Table 2.1 on the CO$_2$ diffusion coefficient have conducted experiments at pressure and temperature range in which the phase of CO$_2$ is gaseous. However, in most of the real-time applications, like CO$_2$-EOR and CCS, CO$_2$ is used at a higher-pressure range, where it may be supercritical or liquid in state. Depending on the temperature, after certain critical pressure (>64 bar at 25ºC, and >73 bar 35ºC and 45ºC), the CO$_2$ may be liquid (≤25ºC) or supercritical (≥25ºC). The density of CO$_2$ changes significantly as the phase of the CO$_2$ changes from gas to liquid or gas to supercritical. For example, at 25ºC, the CO$_2$ density increases by approximately 290% (0.191 g/ml to 0.743 g/ml), as the CO$_2$ phase changes from gas (63 bar) to
liquid (70 bar); this alters the composition and intermolecular interaction between the molecules present in the binary mixture (CO$_2$+liquid). Despite its importance and physical significance, there is lack of data in literature on CO$_2$ mass transfer with a special focus on supercritical CO$_2$ (CO$_2$). For CO$_2$-brine and CO$_2$-oil systems, Mosavat, et al. [53] showed that the swelling of the hydrocarbon increased with the pressure up to the phase change pressure of CO$_2$ (74 bar at 45°C) and then decreased as the pressure increased above 74 bar. In other words, the swelling has a peak value near the phase change pressure of CO$_2$. The reduction in swelling was attributed to the fact that more hydrocarbon components were extracted at higher pressures (above phase change pressure). Bagalkot and Hamouda [51] observed a similar trend of swelling vs pressure to that in Mosavat, et al. [53]. Bagalkot and Hamouda [51] credited the increase in density of CO$_2$ as phase changes to the observed reduction in the swelling of the hydrocarbon above the phase change pressure of CO$_2$.

2.1.4 Influence of salts on CO$_2$ mass transfer

To date, the majority of studies have concentrated on examining the influence of salts on wettability and the IFT alteration aspects of CO$_2$-oil, CW-oil, water-oil, and carbonated brine-oil systems. Only few studies, associated with synthesis gas (syngas) fermentation, have shown that the salts dissolved in water can enhance the mass transfer of gas in water [55]. Zhu, et al. [55] showed that anions are more influential in enhancing the CO mass transfer into water. Further, Zhu, et al. [55] observed that, among sulphate, nitrate, and chloride salts, the sulphate showed maximum CO mass transfer into water, and concluded that the sulphate ions stopped the coalescence of CO bubbles there, by increasing the effective surface area between CO and water. Biswal and Singh [56] observed that, in a system consisting of surfactant + nanoparticle + water/oil, the adsorption of nanoparticles on the water/oil interface blocked the mass transfer of surfactant from bulk fluid to the interface. Collins [57] showed that, in a solution containing salts, the larger size
(radius) ions (similar to SO\(_{4}^{2-}\)) have higher entropy and the mobility of the water molecules around them would increase. The increase in entropy and mobility would lead to a convective movement in bulk liquid, which might increase the momentum transfer and possibly enhance the mass transfer. So, other than wettability and IFT alterations, the salts may have the potential to improve CO\(_2\) mass transfer.

### 2.1.5 Influence of nanoparticles

CO\(_2\) mass transfer into the hydrocarbon is essential parameter in CO\(_2\) based EOR methods. Therefore, enhancing the mass transfer would possibly increase the oil recovery. The utilisation of nanoparticles/nanofluid would be a way to improve the CO\(_2\) mass transfer into residual oil. The application of nanoparticles for EOR has gained interest during the last decade. Numerous studies have focused on utilising nanoparticles for rock wettability alteration [58-64]. Recent studies have shown that, in addition to altering the rock wettability, the nanoparticles have demonstrated a capacity to enhance the mass transfer of gases into liquids [65, 66].

Several studies have been carried out to estimate the alteration in the solubility (mass transfer) of gases in liquids due to nanoparticles. Lee and Kang [66] found that the solubility of CO\(_2\) in NaCl increased by 7 to 11\%, depending on the temperature, when Al\(_2\)O\(_3\) nanoparticles were suspended in NaCl. Kim, et al. [65] showed that silica nanoparticles lead to a 24\% increment in mass transfer of CO\(_2\) into water containing SiO\(_2\) nanoparticles, relative to pure water. Haghtalab, et al. [67] studied the effect of zinc oxide (ZnO) and silica (SiO\(_2\)) nanoparticles on the solubility of CO\(_2\) in water. Enhancements in CO\(_2\) mass transfer in water, due to the addition of silica nanoparticles in water, were shown by Zhu, et al. [68], who observed that at atmospheric pressure approximately 1.9 times increase in CO\(_2\) mass transfer, compared to that without nanoparticles. Hence, there is considerable evidence to demonstrate that
nanoparticles suspended in liquid would enhance the mass transfer of gases in liquids.

The mechanism(s) responsible for the augmentation in mass transfer due to nanofluids are still a part of the ongoing discussion. However, in the literature, three mechanisms have been suggested for the increase in mass transfer: Brownian motion, leading to micro-convection [69], CO$_2$ adsorption [68, 70] and the breaking of CO$_2$ bubbles into a smaller size, thus increasing the surface area [20]. Therefore, merging nanotechnology and CW for EOR would be beneficial, as nanofluid enhance the CO$_2$ mass transfer into the residual oil.

2.1.6 Liquid-liquid systems

Like those presented in Table 1, most studies carried out on mass transfer focus on gas-liquid systems, especially the CO$_2$-liquid system, due to its relevance to CO$_2$-EOR. For liquid-liquid systems present in petroleum reservoir, such as water-oil, and brine-oil, there is hardly any mass transfer across the interface, hence, it may not be necessary to carry out mass transfer studies. For liquid-liquid systems, the focus is mainly on interfacial tension and adsorption at the interface. For CWI, as explained in Figure 1.2, when the injected CW contacts the oil, there will be CO$_2$ mass transfer from CW into the oil, and this mass transfer is substantial [6, 71].

Another problem would be that the knowledge and theory learnt from studying CO$_2$ mass transfer for CO$_2$-liquid systems cannot be completely extended to CW systems, due to the presence of dissolved CO$_2$ in water, rather than pure CO$_2$. Therefore, there is a need to carry out mass transfer studies for CW-hydrocarbon systems, to build the knowledge base that may be used to interpret further studies. Few studies [71] have analysed the mass transfer studies for CW-hydrocarbon systems. Riazi, et al. [71] carried out a 1D simulation using COMSOL to demonstrate the changes at interface for the CW-hydrocarbon system. Their focus was mainly on
the swelling of hydrocarbon and the resulting interfacial movement. A model relying on empirical correlation was used to estimate the diffusion coefficient, which was further used it to simulate the changes in volume and interface. Further, the model was 1D, which is difficult to apply to real-life situations. However, there is a lack of understanding of CO₂ mass transfer and the factors influencing CO₂ mass transfer especially for CW/hydrocarbon systems. This presents an opportunity and scope for substantial work. An interesting question, compared to the CO₂ - hydrocarbon system, how would the CO₂ mass transfer be in the CW-hydrocarbon system? Would it be less or more?

### 2.2 Fundamentals of interfacial tension

The interfacial tension between two immiscible fluids (phases) has been defined in several ways, a few of which are given below:

*The interfacial tension is described as the work which must be spent to increase the size of the interface between two immiscible phases (liquid-liquid or gas-liquid).*

*The interfacial tension between two immiscible phases is the amount of work that should be provided to bring the molecules from the bulk phases to the contact boundary to create a new interface of unit area.*

*Interfacial tension is the balance of the cohesive or excess energy present at an interface arising from the imbalance of forces between molecules of two immiscible phases.*

The interfacial tension plays a significant role in numerous applications like emulsion stability [72], contamination transport [73], oil recovery [22, 24, 74, 75], pharmaceuticals [76] and, more recently, CO₂ sequestration [77, 78]. The petroleum reservoir often encounters multiphase flows, where the capillary pressure between different phases.
impacts the mobility of oil in the reservoir. The capillary pressure and the IFT are related. IFT becomes ever more vital for the cases of salinity flooding [74, 79, 80] and nanoparticle-assisted flooding [81, 82], where the focus is on IFT alteration by the ions and nanoparticles.

### 2.2.1 Measurement of IFT

Numerous methods have been proposed in the past few decades for estimating the gas-liquid or liquid-liquid interface. These methods may be broadly classified as traditional [83, 84] and experimental [29, 31] IFT prediction models.

The theoretical models have widely been used to estimate the IFT of multiphase systems. The majority of the models used to calculate IFT are based upon the parachor method [83, 85], corresponding states principle [84, 86] and thermodynamics [87]. The most widely applied parachor method is the one presented by Weinaug and Katz [88], originally given by Sugden [89]. For gas-liquid (methane-propane), Weinaug and Katz [88] came up with Equation (2.7) to estimate the IFT. Empirical density correlations are applied in the parachor model to estimate the IFT. Equation (2.7) may also be applied to other fluid-fluid systems.

\[
\gamma = \sum_{i=1}^{N} P_i \left( \frac{\rho_g}{M_g} x_i - \frac{\rho_l}{M_g} y_i \right), \tag{2.7}
\]

In Equation (2.7), \(M\) and \(\rho\) are the molecular weight and density, respectively; subscripts \(g\) and \(l\) represent gas and liquid, respectively, and \(P_i\) is the parachor value. \(x_i\) and \(y_i\) are the mole fractions of liquid and gas phase, respectively. The parachor can be visualised as a comparative volume between two liquids and is independent of temperature. The parachor values and method to calculate them may be obtained from numerous studies [85, 90, 91]. A typical parachor value of CO\(_2\) would be 79.2 [83]. The parachor model performs excellently for simple systems like CO\(_2\)-n-decane; however, it shows poor performance for complex
systems (multicomponent) like crude oil-CO₂ [86]. Further, the parachor model may be applied only to gas-liquid systems.

The “corresponding states principle” correlates IFT to critical properties, instead of densities are in the parachor method [92]. There are various relations of IFT based on corresponding states principle; the earlier version is given in Equation (2.8) [92].

\[ \frac{\gamma}{\rho C^\alpha} = (0.132 \cdot \alpha_c - 0.279)(1 - T_r)^{\frac{\mu}{T_c}} \quad (2.8) \]

In Equation (2.8), \( P_C \) and \( T_C \) are critical pressure and temperature, respectively; \( T_r \) is reduced temperature \((T/T_C)\), and \( \alpha_c \) is the Ridel factor. The corresponding states principle cannot be extended to multicomponent mixtures [86].

In recent years, few empirical relations have been provided specifically for the application of petroleum. For CO₂-brine systems, Bachu and Bennion [93] gave a generic empirical correlation for IFT as a function of temperature and pressure.

\[ \gamma = A(T, S)P^{B(T, S)} \quad (2.9) \]

In Equation (2.9), \( A \) and \( B \) are variables, as a function of temperature and salinity, and \( P \) is the pressure.

Yarranton, et al. [94] related the IFT to the concentration of the surface-active components, as shown in Equation (2.10).

\[ \gamma = \gamma_0 - RT \cdot \Gamma_m \ln(1 + K_s \cdot x_s) \quad (2.10) \]

In Equation (2.10), \( \gamma_0 \) is the IFT between pure solvent and water, \( \Gamma_m \), \( K_s \), and \( x_s \) are the monolayer surface excess concentration, adsorption
constant and mole fraction in the organic phase, respectively; $R$ is the universal gas constant, and $T$ is the temperature.

Bennion and Bachu [95] gave an empirical equation to generically predict the IFT of CO$_2$-brine systems, based on CO$_2$ solubility over the range of salinity, temperature and pressure (Equation (2.11)).

$$\gamma = -0.0004(x_{CO_2})^4 + 0.0241(x_{CO_2})^3 - 0.3836(x_{CO_2})^2$$
$$-0.7305(x_{CO_2}) + 73.264$$

(2.11)

In Equation (2.11), $x_{CO_2}$ is the solubility of CO$_2$ at standard conditions. The theoretical models and the empirical relations presented above require molecular parameters of the two phases. The density gradient theory (DGT) is another well-known theoretical model to estimate IFT, which relates the equation of state (EOS) to surface properties of homogeneous and non-homogeneous systems. DGT uses statistical techniques and the Helmholtz free energy model to estimate the IFT [96]. Some models require molecular energy, chemical potential and density at equilibrium of the coexisting phases [96]. Most of the models have limitations on the type of system they can be applied to, and some of the models give an approximate estimate of IFT [96]. Models also demand values of advance parameters, such as parachor values, the solubility of gases in liquids, mole fractions, and adsorption data, to name a few. Further, additional experiments or models must be designed to obtain these parameters. Therefore, the theoretical models or the empirical equations may not be a suitable option for estimating the IFT or either gas-liquid and liquid-liquid systems. Over the years, numerous reliable experimental methods have been developed to estimate the IFT of multiphase systems like the ring method, plate method, drop volume method, spinning drop, bubble pressure method, and pendant drop method. A simple schematics of various experimental methods used to determine IFT has been shown in the Figure 2.2.
A Table 2.2 describes a brief working principle of widely used experimental methods. Each of the experimental methods has a different principle for calculating IFT; hence, each of them has a specific set of advantages and limitations. For example, the Du Noüy ring and Wilhelmy plate method are comparatively easy to implement with good precision [97] for gas-liquid systems. However, both the ring and plate methods require calibration before any measurement can be taken, making it a complicated setup. The Du Noüy ring additionally requires a correction factor for the calculation of interfacial tension. Further, Du Noüy ring and Wilhelmy plate methods cannot be applied to dynamic systems, liquid-liquid systems, and when the IFT is below 5 m N/m [98].

The spinning drop method is one of the most widely used methods and, unlike the ring or plate methods, it can measure low IFT (below 0.1 m N/m) [97]. However, it is not useful for measuring IFTs that are above 1-5 m N/m [98], and the phases should have a significant density difference [97], making it infeasible for liquid-liquid systems. Another problem with the spinning drop method is the need to manually deposit
small oil drops, using a syringe, which makes the method not applicable to high viscous fluids [97]. The drop volume method requires manual intervention, which is time-consuming and may lead to errors. The most important limitation of methods such as the ring, plate, spinning drop, drop volume, and maximum bubble pressure is their inability to calculate IFT in the presence of impurities/additives such as salts, nanoparticles or polymers to name few which are critical to oil and gas applications. Further, only a few methods can analyse both liquid-liquid and gas-liquid systems, and most of the methods in Table 2.2 cannot estimate the dynamic IFT changes. The pendant drop method may be applied to both gas-liquid and liquid-liquid systems and also with fluids consisting of any form of impurities (salt, nanoparticles, etc.). Further, the pendant drop method can carry out both dynamics and equilibrium IFT measurement and for a wide range of IFT values. However, the pendant drop method would be expensive, due to the involvement of advanced optics and computational schemes.

Table 2.2: Different methods for calculating IFT, with their working principle.

<table>
<thead>
<tr>
<th>Method</th>
<th>Working Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Du Noüy ring</td>
<td>In this method, a ring mostly made of platinum is gradually raised from the surface of the liquid. The force needed to lift the ring from the liquid surface is measured and correlated to liquid surface tension [99].</td>
</tr>
<tr>
<td>Wilhelmy plate</td>
<td>In this method, a thin plate is aligned, perpendicular to the liquid interface. Then, a tensiometer is used to measure the force on the plate due to wetting of the liquid; this force is then used to estimate the surface tension [99].</td>
</tr>
</tbody>
</table>
### Drop volume

In this method, drops of a liquid are created in a vertical capillary surrounded by a second liquid. The drops are made to detach, and the volume at which they disconnect is calculated. The drop at the tip of the capillary will disconnect when its weight (volume) reaches the magnitude balancing the surface tension of the liquid [100].

### Maximum bubble pressure

In this method, air or gas is passed through a capillary submerged in another liquid. The gas comes out of the capillary as a bubble, and the maximum pressure in the bubble at the tip of the capillary is measured. As the gas bubble comes out of the capillary tip, its radius of curvature first decreases to a hemisphere, before increasing again. The surface tension is calculated by relating the capillary radius and the radius of curvature [100, 101].

### Spinning drop

In this method, the gas bubble or less dense drop is made to rotate horizontally (horizontal tube) in a denser liquid. The rotation of the horizontal tube creates a centrifugal force towards the tube walls, which deforms the bubble/drop and elongates in shape. The elongation of the drop stops when the interfacial tension and centrifugal forces are in equilibrium. The surface or interfacial tension between the two liquids can then be determined from the shape of the drop at this equilibrium point [100, 102].

### Pendant drop

In this method, the liquid drop is suspended from the capillary tube surrounded by another fluid (liquid/gas). The shape of the pendant drop, which is balanced by interfacial tension and gravity forces, is analysed. The surface tension or interfacial tension is calculated from
2.2.2 Influence of pressure and temperature on IFT

The influence of pressure on CO$_2$-hydrocarbon IFT is studied thoroughly in the literature [29, 44, 45, 104, 105]. The typical trend was a decrease in IFT with an increase in pressure. Yang, et al. [105] attributed the decrease in IFT with pressure to an increase in the CO$_2$ solubility in hydrocarbons. The behaviour changes quite a bit for liquid-liquid systems. For water-decane systems, the IFT increases linearly and marginally with increase in pressure up to 3000 bar at various temperatures [106, 107]. A similar observation is also made for brine-live reservoir oil by Firoozabadi and Ramey Jr [108], brine-crude oil by Wang and Gupta [109], and CW-decane by [51]. Unlike pressure, only a few studies have analysed the influence of temperature on CO$_2$-hydrocarbon IFT or water/CW/brine-hydrocarbon systems; this is due to their unpredictable relationship with temperature [45]. For example, Bagalkot and Hamouda [45] showed that IFT of CO$_2$-decane decreases with increase in temperature, while Yang, et al. [105] and Yang and Gu [41] showed that the IFT increases with increase in temperature. For a CO$_2$-hydrocarbon/brine IFT, Yang and Gu [41] and Yang, et al. [105] credited the increase in IFT to decreasing the solubility of CO$_2$ in hydrocarbon with an increase in temperature. While, Bagalkot and Hamouda [45] and Honarvar, et al. [22] argued that CO$_2$ solubility is not the only controlling factor and IFT may also be influenced by kinetic energy, especially when temperature is increased. The kinetic energy and the entropy of the CO$_2$+n-C$_{10}$ increase with temperature, hence, increasing the total energy. The increment in the total energy would reduce the free energy, resulting in the reduction of the IFT. Further, according to studies [45, 79, 110-112], for systems consisting of CO$_2$, the increase or decrease of IFT with temperature comes with a condition:
at low pressure, the IFT increases with increase in temperature, while, at high pressure, the IFT decreases with increase in temperature. The point of transition is generally near the critical pressure of CO$_2$ (31.5 bar).

2.2.3 Influence of pH on IFT

The pH of brine (aqueous solutions) in contact with the oil phase influences the IFT. The oil in contact with the brine provides an electrical negative charge at the brine–oil interface, due to the adsorption of hydroxyl ions (OH$^-$) at the interface from the brine, leading to a reduction in the IFT [113]. Wangersky [114] showed that increasing the pressure (decreasing the pH when CO$_2$ is present) would lead to an increase in ion paring, due to which the number of free ions would be low and, hence, fewer surface-active ions would be available, therefore resulting in an increase in IFT with an increase in pressure (up to 70 bar). Ferdous, et al. [113] observed that, for brine-hexane systems, the IFT was lower when the fluid was more basic (pH = 8-12); however, they did not observe a noticeable difference in IFT for acidic (pH < 7) and neutral brine, which remained constant. A similar observation was also made by Buckley [115] for oil-carboxylic acid IFT. Poteau, et al. [116] found that, for oil-water systems, the IFT was lower for both acidic and basic fluids and maximum at neutral pH. They explained that, at low or high pH, the asphaltenes in the oil are changed, thereby enhancing the surface activity and reducing the IFT. For CW-crude oil systems, Manshad, et al. [24] showed that, with the decrease in pH, the reduction in IFT was enhanced. From the perspective of pH and IFT, the decrease in pH of the carbonated brine (CB) would mean that the concentration of H$^+$ ions is high; this acts in such a way as to oppose the adsorption of ions on the interface and reduce the concentration of surface-active ions [117], which would lead to an increase in the CB/n-decane IFT with a decrease in pH.
2.2.4 Influence of salts on IFT

Salts, when dissolved in water, generally dissociate into positive and negative particles (molecules/ions). The particles may either migrate towards or be repelled away from the interface; this movement of particles describes the phenomenon of adsorption. If the bulk consists of charged particles like ions, then the adsorption of ions on the interface would alter the IFT. Salt in the form of low-salinity water flooding or brine flooding has been part of studies related to oil recovery for a considerably long time. However, the data presented by previous studies show contrasting trends. Kumar [117] has summarised the literature studies on the effects of salts in the water on the IFT of brine/hydrocarbon and carbonated brine/hydrocarbon systems. From their study it may be said that for similar systems, there are wide-ranging results on the influence of salts on IFT. For example, Gomari and Hamouda [118] (brine-decane) and Serrano-Saldaña, et al. [119] (brine-dodecane) showed that salts like MgCl₂, Na₂SO₄, and NaCl reduced the IFT, whereas Ikeda, et al. [120] (brine-hexane) and Cai, et al. [121] (brine-alkanes) observed that salts like NaCl, MgCl₂, and CaCl₂ increased the IFT. Further, Aveyard and Saleem [122], Manshad, et al. [24] and Lashkarbolooki, et al. [74] showed that the increase or decrease in the IFT of brine-hydrocarbon systems is a function of the type of salt present in the brine. Lashkarbolooki, et al. [74] observed that, for crude oil-brine systems, MgCl₂ reduced IFT, while NaCl and KCl increased the IFT, whereas Cai, et al. [121] and Badakshan and Bakes [123] argued that the IFTs of brine-hydrocarbon systems are weakly dependent on salt type in brine. Not only the type of salt but also the concentration of the salt plays a critical role in determining the alteration of IFT. Serrano-Saldaña, et al. [119] and Hosseini, et al. [80] have observed that IFT is inversely proportional to the concentration of salts, while Manshad, et al. [24] observed an opposite trend. Additionally, studies like those of Gomari and Hamouda [118], Hosseini, et al. [80], and Lashkarbolooki, et al. [74] have proved that there are special ions like Mg²⁺, which show
a larger reduction in IFT, compared to other ions. Lashkarbolooki and Ayatollahi [124] and Moeini, et al. [75] have claimed that, apart from the composition of brine, the composition of the oil also plays an important part. The majority of studies on IFT and salts have dealt mainly with brine-hydrocarbon systems, although limited studies are available for CW-hydrocarbon systems [23, 31]. However, this knowledge is not sufficient to understand one of the fundamental physics of fluid-fluid interaction connected to CWI. In CW-hydrocarbon systems, the presence of both CO2 and salt in the water would change the physics compared to only salt in the water. Recently Nowrouzi, et al. [31] and Manshad, et al. [24] have studied the influence of salt in CW on crude oil/CW IFT, and both have observed a reduction in IFT. Further, Manshad, et al. [24] showed that the presence of CO2, along with salt and water, enhanced the reduction in IFT. The uncertainty and lack of studies on the influence of salt on CW-hydrocarbon IFT, together with its importance to oil recovery, shows the vast scope of salt in CWI.

### 2.2.5 Effect of nanoparticles on IFT

Similar to salts (ions) the nanoparticles are charged and may be surface active; therefore, if dispersed in liquid-liquid systems, they may alter the IFT. Numerous studies have been carried out in recent years that prove that nanoparticles have the ability to alter the IFT [64, 125-127]. Metin, et al. [64] showed that polyethylene glycol coated (PEG) silica nanoparticles can greatly reduce the IFT of decane-water systems. Suleimanov, et al. [127] combined anionic surface-active agents with light non-ferrous metal nanoparticles and observed an approximately 70–90% reduction in surface tension on an oil boundary, when compared to surface-active agent aqueous solution. Hendraningrat, et al. [128] showed that, for brine-oil systems, the nanoparticles in brine decrease the IFT; further, they also showed that IFT reduction is a direct function of nanoparticle concentration. However, Metin, et al. [64] observed that uncoated silica nanoparticles did not significantly alter the decane-water
IFT. A similar observation was also made by Isdahl [129] for CW-decane systems.
3 Experimental Methodology

In the present work, the axisymmetric pendant drop analysis (ADSA) method is used to obtain two major parameters: the volume of the pendant drop and the interfacial tension.

3.1 Principle of pendant drop method

A detailed history of the pendant drop and its working principle may be obtained from works like those of Del Río, et al. [130], Berry, et al. [131] and Song, et al. [132]. Therefore, in the following discussion, only a brief outline of the working principle is presented.

Figure 3.1 (inspired from [133]) shows the three-dimensional schematic of a typical pendant drop hanging from a capillary surrounded by a second fluid. In Figure 3.1, the pendant drop is symmetric about the vertical axis (z-axis), hence the name axisymmetric pendant drop. The drop phase is the fluid present in the pendant drop, while the environmental phase is the fluid surrounding the drop phase. The shape of the pendant drop (drop phase) is the most critical parameter for the calculations by pendant drop method. The balance between the interfacial and gravity forces defines the shape of the pendant drop [117, 132]. The gravity acts in such a way as to elongate the drop, while the interfacial tension acts similarly to hoop stress, seeking to minimise the interfacial area, and tends to give a spherical shape to the drop. The magnitude of these forces depends on the density difference between the drop and environmental phases [117].
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Figure 3.1: A three-dimensional schematic of the pendant drop under the capillary.

3.1.1 Evaluation of surface or interfacial tension

In the ADSA method, the IFT of the fluid-fluid system is calculated from the analysis of the shadow of the digital image captured by the camera using the drop shape analysis (DSA) software. The drop shape analysis relies on the Young-Laplace equation (Equation (3.1)), which correlates the Laplace pressure across the interface, the curvature of the interface, and the interfacial tension [134-136].

\[
\Delta P = \gamma \left( \frac{1}{R_1} + \frac{1}{R_2} \right)
\]

(3.1)
In Equation (3.1), $R_1$ and $R_2$ are the radii of curvature in the $z-x$ and $x-\Theta$ planes, respectively. $\Delta P$ is the Laplace pressure, which is the pressure change across the interface, and $\gamma$ is the interfacial/surface tension. The Laplace pressure may further be represented as a difference between the reference pressure and the hydrostatic pressure, as in Equation (3.2) [131].

$$\Delta P = \Delta P_o - \Delta \rho g z$$  
(3.2)

Substituting Equation (3.2) in Equation (3.1) to obtain Equation (3.3).

$$\Delta P_o - \Delta \rho g z = \gamma \left( \frac{1}{R_1} + \frac{1}{R_2} \right)$$  
(3.3)

In Equation (3.2) and (3.3), $\Delta \rho$ is the density difference between the drop phase and the environmental phase, and $\Delta P_o$ is the reference pressure at $z = 0$. It may be observed from Figure 3.1, that, due to the shape of the pendant drop near the collar (top), the two radii of curvature ($R_1$ and $R_2$) will have opposite signs, whereas, at the base (bottom), they will have the same sign, which would give a higher mean curvature. Therefore, the above Equation (3.3) can be solved analytically only if the droplet profile is spherical, and the solution would be inconsistent for the pendant drop profile [131]. Hence, to solve Equation (3.3) for the pendant drop profile, a non-dimensional factor/parameter was necessary. Merrington and Richardson [137] introduced a non-dimensional term called the “Bond number” or the “shape factor” ($B$), which describes the shape of the pendant drop as given by Equation (3.4).

$$B = \frac{\Delta \rho g R_o^2}{\gamma}$$  
(3.4)

In Equation (3.4), $R_o$ is the radius of curvature at the apex of the drop or maximum horizontal diameter of the unmagnified pendant drop. Mathematically, the non-dimensional Bond number ($B$) is the single
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A parameter that determines the shape of the pendant drop. Therefore, from Equation (3.4), if the $B$ and $R_o$ are estimated, then it would be easy to obtain the IFT. Analytical determination of $B$ is a complicated and challenging task. Thanks to the advancement of computing and image analysis technology, the calculation of $B$ and $R_o$ is now carried out efficiently by drop shape analysis software. In brief, the digital images of the pendant drop are acquired, then the actual dimensions of the pendant drop are measured from the digital image; thus, $R_o$ is obtained. The shape of the pendant drop is determined from the obtained dimension of the drop. The bond number ($B$) is then adjusted in a numerical method until the calculated drop shape resembles the actual shape. Once the $B$ and $R_o$ are obtained, the IFT is calculated from Equation (3.4).

3.1.2 Evaluation of volume and surface area of the pendant drop

The volume of the pendant drop and the surface area of the pendant drop may also be extracted by solving the above Young-Laplace equation. For an axisymmetric pendant drop, both volume ($V$) and surface area ($A$) may be represented in the form of ordinary differential equations [130], as shown below.

\[
\frac{dV}{dS} = \pi x^2 \sin \theta \tag{3.5}
\]

\[
\frac{dA}{dS} = 2\pi x \tag{3.6}
\]

In Equations (3.5) and (3.6), $S$ is the arc length, as shown in Figure 3.1. Applying boundary conditions, the above equations may be transformed into a simple integral form [131]:

\[
V = \pi \int (r^2 \sin \theta) ds \tag{3.7}
\]
A = 2\pi\int (r)ds \quad (3.8)

Similar to IFT, both the volume and the surface area of the pendant drop are obtained from the drop analysis software. There are two types of the arrangement of the drop phase concerning the capillary. Either the drop is hanging from the capillary (when the drop is of higher density than the environmental fluid), or it may be resting on the capillary (the drop is of lower density than the environmental fluid). Both these arrangements are used in this work.

3.1.3 Advantages of ADSA

i. The ADSA method is considered the most robust and accurate method for IFT determination. Further, due to the usage of image analysis and high-level computation carried out by software, the method has become more straightforward to use and eliminates any human interference.

ii. The method can be used to estimate the interfacial/surface tension of those gas/liquid, liquid-liquid, liquid/solid (contact angle) systems, which cannot be estimated by other methods.

iii. Apart from calculating the IFT for homogenous and pure substances, the method can also estimate the IFT, even if the fluids contain contaminants/additives such as salts, microbes, nanoparticles, polymers, or colloids.

iv. Depending on the material of the equipment, the method can estimate the IFT for fluids for a wide range of pH (acidic, base, and alkaline). Therefore, experiments involving supercritical and liquid CO₂ may be carried out without the fear of contamination due to corrosion by low pH, which is usually associated with CW (pH between 2-3).

v. Depending on the design of the experimental setup, the calculations may be carried out over a broad range of pressures and temperatures. For the current setup, the maximum pressure
limit is 63MPa, and the maximum temperature is 180°C. Therefore, the experimental setup may be used to study at conditions which may be found in most of the practical applications associated with petroleum reservoirs.

vi. The ADSA method has an accuracy of ±0.05 mN/m when estimating the IFT [29, 105].

vii. Apart from calculating the IFT, pendant drop analysis can simultaneously provide the data volume, surface area, and contact angle (depending on the system). Therefore, IFT, wettability, and mass transfer studies may be carried out by performing just one experiment, thus avoiding separate experiments for each analysis.

3.1.4 Limitations of ADSA

i. The pendant drop equipment is not ideal for the measurement of fast dynamic IFT processes (i.e. time-steps of less than 1 second).

ii. The performance of the ADSA method relies mainly on the ease with which the software can recognise the difference between the drop and the surrounding environment. Therefore, if there is not enough contrast between the drop and the surrounding environmental phase, which may happen for low-density difference phases, then there may be no result, or error may be high.

iii. The system relies mainly on the value of the Bond number, which may be a restriction, depending on the value of the Bond number [97].

iv. Another concern with the current design is the inability to perform analysis for dynamic systems (flowing fluids), meaning neither of the phases, gas-liquid or liquid-liquid, is in motion, the analysis being carried out in a static environment. The absence of advection may be a drawback, depending on the requirement of the analysis.
3.2 Materials

3.2.1 Gases

In the present study, CO$_2$ was the only gas used. CO$_2$ is mainly used to produce CW and to carry out studies for CO$_2$-hydrocarbon systems. The CO$_2$ gas provided by PRAXAIR has a purity greater than 99.9%.

3.2.2 Liquids

Both saturated CW and unsaturated CW have been used in the present study. The dissolution of CO$_2$ into water would give the CW. The procedure for obtaining the CW in the present study is described in detail in section 3.6.3.

Five types of brines of different composition have been used in the present study. NaCl, MgCl$_2$, Na$_2$SO$_4$, CaCl$_2$, KCl, and NaHCO$_3$ salts were dissolved in deionised water (DIW) to prepare different brines, as shown in Table 3.1. The composition of each of these salts in the brine was maintained according to synthetic sea water (SSW), as given by Hamouda and Maevskiy [138].

The brines (Table 3.1) were saturated with CO$_2$ to obtain carbonated brines (CB). From this point on in this study, the combination of CO$_2$+SSW will be termed C$_{SSW}$, which means carbonated synthetic sea water. Similar terms will be used for the following combinations: C$_{SSW-MgCl2}$ (CO$_2$+SSW-MgCl$_2$), C$_{SSW-Na2SO4}$ (CO$_2$+SSW-Na$_2$SO$_4$), CW+MgCl$_2$ (CO$_2$+DIW+MgCl$_2$), and CW+Na$_2$SO$_4$ (CO$_2$+DIW+Na$_2$SO$_4$).

In the present study, three pure hydrocarbons, n-decane, n-heptane, and n-hexane, have been used; these form the drop phase. All hydrocarbons used were manufactured by Merck KGaA with 99% purity.
**Table 3.1: Composition and purpose of different brines used in the present study.**

<table>
<thead>
<tr>
<th>Brine name</th>
<th>Composition (g/l)</th>
<th>Effect of salts</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSW</td>
<td>NaCl 23.38</td>
<td>MgCl₂ 9.05</td>
</tr>
<tr>
<td>SSW·MgCl₂</td>
<td>23.38 0</td>
<td>3.41 1.91</td>
</tr>
<tr>
<td>SSW·Na₂SO₄</td>
<td>23.38 9.05</td>
<td>0 1.91</td>
</tr>
<tr>
<td>DIW·MgCl₂</td>
<td>0 9.05 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
</tbody>
</table>
Numerous researches have shown that the type of salt has a significant effect on the IFT of brine/hydrocarbon [24, 139]. Few studies have observed that for brine/hydrocarbon system that MgCl₂ specifically Mg⁺² ions leads to lower IFT compared to other salts or ions present in their study [74, 80, 118]. Additionally, Nowrouzi, et al. [31] observed that for carbonated smart water injection the combination of MgCl₂ + K₂SO₄ leads to a higher reduction in IFT compared to other salts.

In the literature, there is little evidence of slats in enhancing the mass transfer of gases in liquids. Zhu, et al. [55] has shown that for CO/water system the sulphate salts showed maximum enhancement in the volumetric mass transfer. Therefore, these studies motivated us to use MgCl₂ and Na₂SO₄ slats to determine the effect of salts on IFT reduction and mass transfer enhancements in a CB/pure hydrocarbon system. The results from these salts would help us to investigate further on the mechanism and possibility of other salts and effect of varying the concentration.

### 3.2.3 Additives

The present study has used silica nanofluid. The nanofluid (DP9711) was supplied by Nyacol® Nano Technologies, Inc and is a colloidal silica surface modified fluid. The nanofluid is 30wt%, with a nominal particle size of 20 nm, viscosity of 5 cP at 25°C, specific gravity of 1.2, and a pH of 3 at 25°C. According to the manufacturers, the nanofluid is stable over a wide range of pH, time, and temperature. The nanofluid is dispersed in
water and then saturated with CO₂ to obtain carbonated nanofluid (CNF). CNF of different concentrations was prepared.

### 3.3 Experimental setup

#### 3.3.1 Equipment and components

Figure 3.2 shows the high-pressure and high-temperature pendant drop equipment (PD-E1700 LL-H), along with the major components manufactured by KRUSS and EUROTECHNICA. The high-pressure pendant drop apparatus is a universal applicable tool for the determination of physical properties like interfacial tension, contact angle and also heat and mass transfer phenomena at elevated pressure and temperature.

![Pendant drop equipment with data acquiring system used for the interfacial and mass transfer analysis.](image)

Figure 3.2: Pendant drop equipment with data acquiring system used for the interfacial and mass transfer analysis.

Figure 3.3 shows the schematic of the pendant drop equipment shown in Figure 3.2. As shown in Figure 3.3, the components of the equipment may be divided into four sections: 1) drop phase section (black hashed...
Experimental Methodology

region); 2) environmental phase section (blue hashed region); 3) measurement section (red hashed region); and 4) analysis section (not shown in Figure 3.2. The drop phase section consists of components like the hand driven pump (HP1), comprising drop liquid and a series of valves (A, DD, B, and C) that help to create a pendant drop in the view/pressure cell (VC). The environmental phase section also consists of a hand driven pump (HP2), comprising environmental fluid surrounding the drop phase (pendant drop) and valves (H, F, and E) that help in filling and removing environmental fluid in the VC. The measurement section consists of the VC and other associated components like camera, light source, controllers, and sensors that carry out various measurements (IFT, contact angle, heat, and volume changes). The final section takes care of the gathering and analysis of the data and mainly comprises a computer with drop shape analyser (DSA) software installed (seen in Figure 3.2). Below are the details of the major components, with their functionality:

i. View/pressure cell (VC): Is a corrosion resistant, Teflon-coated cylindrical chamber with see-through lids. The VC is 18 mm in diameter and has a capacity of 25 ml. The VC is temperature controlled and can withstand maximum temperature of 180°C and pressure of 68.9 MPa.

ii. Temperature controller: The temperature of the VC is controlled by PT 100, which jackets the VC.

iii. Sensors (PI and TI): PI is the pressure indicator and consists of a pressure transducer (WIKA, Germany) which has an accuracy of ±0.1 MPa. TI is the temperature indicator (TP20 temperature sensor). TP20 is capable of highly accurate measurement of temperatures. It has a large measuring range (-50 to 400°C) with a precision of ±0.1°C at 0°C to ±0.8°C at 400°C. Measurement is carried out immediately at the sensor tip, thus reproducing the actual conditions.
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iv. Pressure generators (PG1 and PG2): Two pressure generators, one for the drop phase (PG1) and the other for the environmental phase (PG2), are part of the setup. The pressure generators are also corrosion-resistant and can withstand pressure up to 68.9 MPa. The PGs are hand-driven piston cylinders; this gives greater control and accuracy in forming the pendant drop.

v. Camera: The camera (CF03) captures and facilitates high-resolution images (1200 × 800 pixels) to be transmitted at high speed to the desktop via a USB 3.0 port. The rate of transmission ranges from 200 fps to 2000 fps; this enables the measurement of IFT/contact angles with precision, even for rapidly evaporating liquids.

vi. Connecting lines: The capillary tube and line connecting the VC from PG1 and PG2 have an outer diameter of 1.59 mm and an inner diameter of 0.8 mm.

In the present study, both gas-liquid (CO₂-hydrocarbon) and liquid-liquid (CW-hydrocarbon) systems have been studied; therefore, there are two different experimental setups, as discussed in the following section. Further, the experimental setup described in Figure 3.2 and 3.3 has been modified to suit the needs of different systems.
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Figure 3.3: Schematic of the high-pressure pendant drop equipment, with different sections.
3.3.2 Experimental setup for CO\textsubscript{2}-hydrocarbon system (gas-liquid)

In this work, CO\textsubscript{2}-n-decane, CO\textsubscript{2}-n-hexane, and CO\textsubscript{2}-n-heptane constitutes the gas-liquid system. A detailed schematic of the experimental setup to capture and evaluate dynamic drop volume, drop surface area and interfacial tension for the CO\textsubscript{2}-hydrocarbon system is shown in Figure 3.4. For the CO\textsubscript{2}-hydrocarbon system, the hydrocarbon (n-decane, n-hexane, and n-heptane) forms the drop phase, while CO\textsubscript{2} is the environmental phase. Compared to the original setup (Figure 3.3), few modifications have been made to correspond to the CO\textsubscript{2}-hydrocarbon system. The modifications were mainly made in the environmental phase section (blue hashed region). It may be observed that, in the environmental phase section, the HP2 is now replaced by a quick response electronic pump (GILSON, 30MPa), consisting of an electronic pump with a wide range of flow rates. Another modification is the inclusion of a CO\textsubscript{2} cylinder (CC). These modifications were made as the quick response pump would be more effective in carrying out isobaric experiments than a hand-driven HP2, especially for systems involving gas. Figure 3.5 shows the orientation of the hydrocarbon drop and surrounding CO\textsubscript{2} inside the VC and as seen by the camera.
**Figure 3.4:** Schematic of the experimental setup for the CO$_2$-hydrocarbon system.
3.3.3 Experimental procedure for CO\textsubscript{2}-hydrocarbon system

The following were the steps carried out during the process of the experiment:

i. Before the start of the experiment, the entire setup was examined for any leaks at high pressures.

ii. The pressure cell (VC) and the fluid lines connecting the VC was cleaned with acetone and then deionised water. Finally, dry air was blown into the lines and VC to remove any residual moisture.

iii. The DF was filled with the hydrocarbon (n-decane, n-hexane, and n-heptane), which forms the drop phase and, from the DF through valve A, the hydrocarbon was transferred to PG1, driving the piston out. This process was continued until PG1 is filled with hydrocarbon. To make sure that no air is present in PG1, valve DD was opened, and a few drops of the hydrocarbon are let out from PG1, by driving the piston inside.

iv. On the environmental phase circuit/section, the piston cylinder (CC) was filled with the CO\textsubscript{2} (environmental fluid). The cylinder has two openings one for CO\textsubscript{2} (gas side, GS) and the other is for water (water side, WS). The water side of the CC is connected to the pump through valve E, while the GS is connected to the VC through valve F.

v. The temperature control unit was used to set the required temperature inside the VC.

vi. Once the required temperature was obtained, the pump is set to the experimental pressure and started. Keeping valves F and H closed, valve E was opened; this positioning of valves was maintained until the pressure indicator P3 reads the required experimental pressure (set in the pump). The pump was kept running at all times, until the experiment is terminated.

vii. Next, opening valve F and closing all the other valves, the CO\textsubscript{2} was slowly pumped through the CC into the VC; the pumping of
CO\textsubscript{2} automatically stops once the pre-set experimental pressure was reached. The continuously operating pump always maintains the pressure in the VC. The VC was kept in this state for some time to allow uniform distribution of temperature.

viii. The pressure of the hydrocarbon in the HP1 is slowly brought to pressure just above that in the VC (by 1 bar); during this process, all the valves in the drop phase circuit were closed. Once the pressure in HP1 was obtained, valve B was slowly and steadily opened and, simultaneously, then HP1 was driven slowly until a pendant drop was formed inside the VC. Once the drop was formed, valve B was closed.

ix. As soon as the pendant drop was formed, the camera, along with the DSA 100 software, was started to capture the high-resolution digital images of drop for further analysis.

x. Further, the quick response pump makes sure that pressure loss due to CO\textsubscript{2} mass transfer was compensated for immediately.

\textit{Figure 3.5: Orientation of hydrocarbon pendant drop in a CO\textsubscript{2}-hydrocarbon system inside the VC.}
3.3.4 Experimental setup for CW/liquid-hydrocarbon system (liquid-liquid)

In the present thesis, for the liquid-liquid system, the drop phase consisted of n-decane or n-hexane, while the environmental phase was water, brine, carbonated brine, nanofluid, carbonated nanofluid or CW. Figure 3.6 shows the schematic of the experimental setup used in the liquid-liquid analysis. Major modifications had to be made to the setup shown in Figure 3.3 to correspond to the current liquid-liquid system. It may be observed from Figure 3.6 that modifications have been made to the drop phase section (black hashed region), measurement section (red hashed region) and environmental phase section (blue hashed region).

The environmental fluid section is similar to that of the original setup shown in Figure 3.3. However, for the CW-hydrocarbon experiments (Figure 3.6) a CO₂ supply cylinder is added to the environmental fluid section to obtain CO₂ saturated water (carbonated water) in the VC. For the CW-hydrocarbon system, the environmental phase (CW) is denser than the drop phase (hydrocarbon). Therefore, as shown in the Figure 3.7, in the VC, the capillary to which pendant drop is attached is now from the bottom, and, not from the top as for the gas-liquid system. The drop phase section is similar to that of the original setup (Figure 3.3), except that the fluid line from valve B is now connected to the VC from the bottom rather than from the top. Finally, inside the VC, the fluid system consists of three phases: the hydrocarbon drop phase, the surrounding CW and the volume of CO₂ about CW, which acts as the CO₂ source for water and keeps the water saturated with CO₂ at all times. Figure 3.7 shows the orientation of the hydrocarbon pendant drop surrounded by the CW, as seen by the camera.
Figure 3.6: Schematic of the experimental setup for the liquid-liquid (CW-hydrocarbon) system.

- B – Capillary valve
- C – Purge crop liquid
- DD – Drain drop valve
- A – Drop liquid tank
- HP1 – Hand driven pump (drop phase)
- DF – Drop phase fluid container
- P1 – Pressure indicator of HP1

Environmental phase circuit
- H – Drain VC
- F1 – CO₂ shut-off valve
- E1 – Pump shut-off valve
- P2 – Pressure indicator of HP2
- P4 – Pressure indicator on GS

Environmental phase circuit
- CC – CO₂ cylinder (environmental phase)
- GS – Gas side
- WS – Water side

Drop phase circuit
- D (Purge cell)
- Camera
- Pressure cell (VC)
- Light source
- CO₂ Carbonated water
- Drop phase
- Temperature control
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3.3.5 Experimental procedure for CW/liquid-hydrocarbon system

The following were the steps carried out during the process of the experiment:

i. Before the start of the experiment, the entire system was tested for any leakage at high pressures.

ii. The pressure cell (VC) and the line connecting the VC were cleaned with acetone and then deionised water. Then, dry air was blown to remove any residual moisture.

iii. A hand driven piston (HP1) was filled with the hydrocarbon forming the drop phase (n-decane and n-hexane) from the DF through the valve A. HP1 is linked to the VC drop capillary through valve B.

iv. Similarly, hand driven piston pump (HP2) was filled with deionised water (environmental phase) from tank EF through valve E. HP2 was connected to the VC through valve F.
v. The required temperature inside the VC was set by the temperature control unit, and temperature of VC was indicated on TI.

vi. After the required temperature was obtained, the VC was filled with water from the HP2. During this process, except for valves F and D, the rest of the valves were closed. As water enters the VC, the air from the VC was driven out through open valve D. The VC was filled with 20 ml of water, keeping a small volume (5 ml) above the water for CO₂ to occupy.

vii. The pump was set at required experimental pressure and started. Keeping valve F1 closed, valve E1 was opened; this positioning of valves was maintained until the pressure indicator P4 read the required experimental pressure. The pump was kept running at all times, until the experiment was terminated.

viii. When the P4 showed the required experimental pressure, valves F1 was opened, and the CO₂ was slowly pumped through the CC into the VC. In the VC, the volume above the water was filled by CO₂, as shown in Figure 3.6. The volume of the CO₂ above the water acts as a source of CO₂ for CW.

ix. The pumping of CO₂ automatically stops once the pre-set experimental pressure is reached. The continuously operating pump always maintains the pressure in the VC. The VC is kept in this state for some time, to allow uniform distribution of temperature.

x. The pump continuously injects CO₂ into the VC, until the water reached saturation (at the predetermined pressures and temperatures) and can accept no more of the gas. Experiments using a gas flow meter were carried out at various pressures at 25°C to estimate the saturation level of CO₂ in the water surrounding the HD. A detailed process of saturation of water with CO₂ is discussed in section 3.6.3.

xi. Once the water in the VC was saturated with CO₂, the pendant drop was created by simultaneously opening valve B and driving
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the HP1 at the end of the capillary. Care was taken to make sure that the capillary line, through which the hydrocarbon pendant drop was introduced, was at the same pressure (not more than 0.5 bar greater) as that of the VC when the drop is being launched in the VC. This would eliminate any error occurring due to a significant difference between the drop and the surrounding water phase.

xii. As soon as the pendant drop was formed, the camera and the DSA 100 software start to capture the high-resolution digital images of the pendant drop for the analysis.

3.3.6 Experimental pressure and temperature

One of the objectives of the present thesis was to investigate the impact of the gaseous, liquid, and supercritical phases of the CO2 on the IFT and CO2 mass transfer. The pendant drop experiments were carried out for pressures 10 to 160 bar at three temperatures 25°C, 35°C, and 45°C. For the selected experimental conditions, CO2 is in a gaseous phase for P<64 bar at 25°C and P<73 bar at 35°C and 45°C. For P>64 bar at 25°C, CO2 is in a liquid phase and P>73 bar at 35°C and 45°C, CO2 is supercritical. Therefore, the selected experimental pressure and temperature include the entire spectrum of the CO2 phase diagram, which will be beneficial in accessing the influence of CO2 phase on CW-hydrocarbon IFT and CO2 mass transfer. Figure 3.8 shows the density behaviour of CO2 with pressure at 25°C, 35°C, and 45°C [140]. As it may be observed, the changes in density as it changes to liquid is large compared to change into the supercritical region. This effect is part of the reason it is important to cover gaseous, liquid, and supercritical phases of CO2.
Figure 3.8: Density of CO$_2$ at different temperature for pressures 10-160 bar.

### 3.4 Calculation of density and viscosity

The IFT measurement by pendant drop and Young-Laplace equation depends on the density of the two phases (Equation (3.4)). In systems like CO$_2$-hydrocarbon, CO$_2$-water/brine and CW-hydrocarbon, as CO$_2$ interacts with the hydrocarbon/water, it diffuses and dissolves into the liquids, forming a multicomponent mixture. The diffusion of CO$_2$ into hydrocarbon would change the composition of the hydrocarbon, which in turn would alter the fluid properties like the density and viscosity of the hydrocarbon and CO$_2$ mixture. A relatively simple compositional mode that utilises the mass of CO$_2$ transferred into hydrocarbon, estimated from the dynamic experimental HD volume, has been developed to calculate the density and viscosity of the CO$_2$+hydrocarbon.
mixture as a function of time. A detailed description of the method to obtain the density and viscosity of CO₂+hydrocarbon may be seen in Bagalkot and Hamouda [141] and Bagalkot, et al. [136]. The model may be applied to both gas-liquid and liquid-liquid systems. The model is based on the following assumptions:

i. The mixture of CO₂+hydrocarbon is an ideal mixture, so that the total volume of the pendant drop is the summation of the volume of the hydrocarbon and the volume of diffused CO₂ [15, 71].

ii. Due to the significantly lower solubility of water in hydrocarbon than CO₂, the mass transfer of water into hydrocarbon is neglected [141].

From the start of the experiment, when the CO₂ in the environmental phase contacts the hydrocarbon drop phase, the volume of the pendant drop is the summation of the volume of hydrocarbon \((V_{PD})\) and the volume of the diffused CO₂ into hydrocarbon \((V_{CO₂})\). The time-dependent volume of the pendant drop (PD) is obtained from experiments. At the start of the experiment (time \(t=0\)), the PD consists of only hydrocarbon; therefore, the volume of PD at the start of the experiment is the volume of hydrocarbon \((V_{HC})\).

\[
V_{HD}(t) = V_{CO₂}(t) + V_{HC}
\]  
(3.9)

Equation (3.9) may be rearranged to obtain the volume of CO₂ \((V_{CO₂})\) as a function of time:

\[
V_{CO₂}(t) = V_{PD}(t) - V_{HC}
\]  
(3.10)

The volume or the volume fractions of CO₂ and hydrocarbon may be used to obtain the mass/mole fraction of CO₂ and hydrocarbon in the drop phase, as a function of time. Further, the data of mass and mole fractions may be used to estimate the density and viscosity of the mixture of CO₂+hydrocarbon constituting the drop phase. Equation (3.11), given by Herning and Zipperer [142] for binary mixtures, may be used to
obtain the viscosity of CO2+pure hydrocarbon mixture. According to Herning and Zipperer [142], for hydrocarbon mixtures, the data obtained from Equation (3.11) has an accuracy of 1.5% average deviation and 5% maximum deviation.

\[ \mu_{\text{drop}} = \left( \frac{\mu_{\text{CO}_2} \cdot x_{\text{CO}_2} \cdot \sqrt{M_{\text{CO}_2}} + \mu_{\text{HC}} \cdot x_{\text{HC}} \cdot \sqrt{M_{\text{HC}}}}{x_{\text{CO}_2} \cdot \sqrt{M_{\text{CO}_2}} + x_{\text{HC}} \cdot \sqrt{M_{\text{HC}}}} \right)_{p,T} \]  

(3.11)

In Equation (3.11), \( x_{\text{CO}_2} \) and \( x_{\text{HC}} \) are mole fraction of CO2 and the hydrocarbon, respectively; \( M_{\text{CO}_2} \) and \( M_{\text{HC}} \) are molecular weight of CO2 and the hydrocarbon, respectively, and \( \mu_{\text{CO}_2} \) and \( \mu_{\text{HC}} \) (cP) are the viscosity of CO2 and the hydrocarbon, respectively. Similar to viscosity (Equation (3.11)), the density of the drop phase may also be found out by analytical relation. Equation (3.12) [143-145] may be used to estimate the density of the drop phase constituted by CO2 and hydrocarbon.

\[ \rho_{\text{drop}} = \left( x_{\text{CO}_2} \cdot \rho_{\text{CO}_2} + x_{\text{HC}} \cdot \rho_{\text{HC}} \right)_{p,T}, \]  

(3.12)

where \( \rho_{\text{CO}_2} \) and \( \rho_{\text{HC}} \) are the individual densities of CO2 and hydrocarbon in the drop, respectively.

3.5 Dynamic and equilibrium IFT measurement

A screenshot of the IFT analysis by DSA software is shown in Figure 3.9; it may be observed that the software requires the input of density, viscosity and expansion coefficients. As noted from Equation (3.4), at isothermal conditions, only the value of density would be required to calculate the IFT. From Equation (3.4), it may be noted that, besides density difference (\( \Delta \rho \)), the rest of the parameters are obtained by the DSA software. The user must only provide the density of the phases. Therefore, even if the software is computationally advanced with high accuracy, an inaccurate phase density input would result in an incorrect IFT estimation. Therefore, as described in Section 3.4, it is critical to
calculate and use a reliable density of the phases while estimating the IFT.

Apart from the IFT at equilibrium, the dynamic IFT plays a vital role, especially in systems like CO\(_2\)-water and CW-oil, which normally take a long time to reach equilibrium (depending on temperature, and pressure). The change of the IFT with time would give an insight into the process. A major issue while estimating the dynamic IFT is obtaining the density of dynamic complex mixtures like CO\(_2\)+water and CO\(_2\)+oil, especially at elevated temperatures and pressures and, most importantly, as a function of time. The majority of studies [44, 104] have ignored the density changes due to the solubility effects of dissolved gases (CO\(_2\)) in bulk liquids (hydrocarbon) and have opted to use the density of pure fluids or at equilibrium to estimate the dynamic IFT. The present thesis developed a simple and effective method to measure the dynamic and equilibrium IFT of the fluid-fluid system. The developed method avoids a complicated EOS model or expensive additional instrumentation. The importance of using the correct density for the IFT calculation, as well as the consequence of not doing so, has been well described by Bagalkot, et al. [136]; therefore, a brief discussion on this is provided below.
Consider three different situations/cases of density inputs: case-1 (density of the pure phases is used), case-2 (equilibrium density of the phases is used), and case-3 (time dependent density of the phases is used, as calculated from Equation (3.12)). Among cases 1-3, only case-3 (the present method) takes into the account the time variation of the density of the phases. Figure 3.10 shows the dynamic IFT obtained for case-1, case-2, and case-3 for the reference system of CO₂-n-decane (50 bar and 25°C). Interestingly, for none of cases 1-3 is the IFT vs time variation similar, emphasising the dependency of the IFT measurement on the phase density. Since both case-1 and case-3 do not consider the dynamic change in the density of the pendant drop, due to the solubility of a gas in a liquid, the dynamic IFTs measured by these methods are different from those where the solubility effect is considered (case-3). As for case-1 and case-2, where the dynamic change in the density of pendant drop due to the solubility of a gas in a liquid is neglected, the dynamic IFT measured by these methods would be different from that of case-3, where the solubility effect is taken into account. The deviation in the estimation of IFT among different methods varies from a maximum of 13.4% to a minimum of 0.2% for case-1, and 14.7% to 0.2% for case-2, when compared to case-3. If the particular study requires only data at equilibrium, then the scenario described by case-2 may be applied. However, if the dynamic changes in the IFT, as well as the equilibrium IFT, are to be analysed, then case-3 would be the best option (developed in the present study), as the densities of the phases are calculated at different time intervals until equilibrium is reached. Obtaining IFT using the case-1 approach would lead to misinterpretation, as the density represents only the initial state of the system, not the equilibrium or the dynamic.
Figure 3.10: Dynamic IFT CO₂-decane system for case-1, case-2 and case-3 at 50 bar and 25°C [137].

Figure 3.11 gives a flow chart of a systematic representation of the procedure involved in obtaining the dynamic and equilibrium IFTs. A detailed procedure for obtaining dynamic/equilibrium IFT by the present developed method may be seen in Bagalkot, et al. [136].
3.6 Calculation of Gibbs free energy

The Gibbs classical model was employed to explain the behaviour of CW-hydrocarbon IFT with temperature and pressure. The interfacial
energy is a direct function of Gibbs free energy ($\Delta G$), therefore, estimating the change in free energy of the system would assist in explaining the experimental observations on IFT. The absolute rate theory approach proposed by Eyring related the viscosity of liquid mixtures to the change in Gibbs free energy (Equation 3.13) [146].

$$\mu = \frac{hN}{V_m} \exp \left[\frac{\Delta G_m}{RT}\right], \quad (3.13)$$

where $\mu$ is the dynamic viscosity of the mixture (Kg/m.s), $h$ is Planck’s constant (Kg.m$^2$/s), $N$ is Avogadro’s number (mol$^{-1}$), $V_m$ is the molar volume of the mixture (m$^3$/mol), $\Delta G_m$ is the molar Gibbs free energy of activation for the flow process (J/mol), and $T$ is the absolute temperature (K). In the present thesis, the viscosity of both the surrounding environmental phase (CW) and drop phase (n-decane+CO$_2$) is estimated as described in the section 3.4. The viscosities are then used to determine the change in Gibbs free energy ($\Delta G$) as shown in Equation (3.14).

$$\Delta G_m = RT \ln \left[\frac{\mu V_m}{hN}\right] \quad (3.14)$$

Assuming the interface of CW-hydrocarbon to be thin the change in Gibbs free energy of the CW-hydrocarbon system may be represented as in Equation (3.15).

$$\Delta G_{System} = \Delta G_{Environment} + \Delta G_{Drop}, \quad (3.15)$$

where $\Delta G_{System}$ is the change in free energy (J) of the system; $\Delta G_{Environment}$ is the change in free energy (J) of the environmental phase; $\Delta G_{Drop}$ is the change in free energy (J) of the drop phase. $\Delta G_{Environment}$ and $\Delta G_{Drop}$ are obtained from Equation (3.14).
3.7 Experimental setup to study the influence of degree of carbonation

In the present thesis, the influence of the quantity of CO₂ in CW (degree of carbonation) on the IFT and associated properties has been studied by carrying out experiments in two different approaches. In the first approach, the system consists of CO₂-water-decane, and in the second approach, the system consists of CO₂ saturated water (CW)-decane. The CO₂-water-decane will be abbreviated CHHC and CW-decane system as CWHC. The principal difference separating these two approaches is the level of carbonation of the environmental phase (water) enveloping the drop phase. For CHHC system the level of carbonation in water increases from zero at the start to max at equilibrium, indicating that a change in the carbonation as a function of time. Whereas for CWHC system the carbonation of water surrounding drop phase is constant (100% saturated with CO₂). Interestingly, these two approaches represent fluid-fluid interaction of two different practical scenarios CO₂ injection and CW injection. Figure 3.12 [141] shows the representative diagram for these two approaches, the dotted boundary may be represented as the wall of the PVT cell, while the oil may be considered as the pendant drop. Figure 3.12A represents the case of fluid-fluid interaction that may happen for the case of CO₂ flooding (CO₂-water-hydrocarbon, CHHC). In Figure 3.12A the oil drop symbolise the drop phase which is surrounded by the water, while the CO₂ above the water would represent the injected CO₂. Figure 3.12B represents the fluid-fluid interaction for the case of CWI (CW-hydrocarbon, CWHC), the pendant drop symbolise the oil, and the fluid surrounding the oil is the injecting CW. As indicated by the arrows (blue arrows), for CHHC system (Figure 3.12A) the CO₂ first diffuses/dissolves into the water and migrates towards the water-oil interface and then diffuses into the oil. Therefore for the CHHC system, the CO₂ in water increase from zero saturation to maximum, indicating the level of carbonation varies. However, for CWHC (Figure 3.12B) system the CO₂ directly diffuses from the CW into the oil, therefore, the
water is always saturated with CO₂ with maximum carbonation. Although EOR analysis is not carried out directly in the thesis, the main factors that affect these processes such as diffusion, viscosity, and interfacial tension (IFT) have been addressed. The experimental procedure for CWHC system is similar to that described in Section 3.3.5. The experimental procedure for CHHC is similar to Section 3.3.5 except that there is not waiting period of 6 hours and pendant drop is created as soon that CO₂ is injected into the VC.

![Diagram of CWHC System and CHHC System](image)

Figure 3.12: Representative diagram indicating the influence of level of carbonation [141].

### 3.8 Experimental setup to estimate the change in CO₂ solubility in water by nanofluid.

A pressure decay method was employed to measure the change in the CO₂ solubility in water containing silica nanofluid. The principle of pressure decay method is based on the estimation of the mass of molecules of gas dissolved in the bulk liquid in a chamber with a constant known volume. The diffusion of gas into the liquid would lead to a decay (loss) in the pressure of the system, the drop in pressure continues as long as diffusion continues. The mass flow of gas into the liquid is determined by monitoring of pressure decay in a chamber. The pendant drop
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The experimental setup shown in Figure 3.6 was modified as shown in Figure 3.13 to carry out the CO₂ solubility experiments. The drop phase circuit was disconnected by removing the capillary tube inside the pendant drop. Further, the camera and light source were disabled as there was no pendant drop. After modifications as shown in the Figure 3.13 the experimental setup consists of a gas phase circuit where the gas is the CO₂, and liquid phase circuit where the liquid is either water or water+nanofluid.

Figure 3.13: Schematics of the experimental setup to estimate the CO₂ solubility in water and water+nanofluids at elevated pressures and temperatures.

The following are the steps that were performed during the process of the CO₂ solubility experiment:

i. The pressure cell is partially filled with a known volume of liquid, using HP2 and opening valve F, so that it occupies Region-2.

ii. A known volume of CO₂ is pumped into the cell through CC and opening the valve F1, so that it occupies the Region-1.
iii. Once the required experimental pressure is obtained, valves F1, D, H, and F are closed, this isolated the pressure cell.

iv. Monitor the decay in pressure due to diffusion of CO₂ from Region-1 into the liquid in Region-2.

v. Carry out the experiment until the pressure drop is stopped and equilibrium pressure is obtained.

vi. Calculate the number of mole of CO₂ present in Region-1 at the initial and equilibrium pressure using the Equation (3.16).

\[ n_j = \frac{PV}{z_jRT}, \]  

(3.16)

where \( n \) is the number of moles of gas, \( P, V, \) and \( T \) are pressure (Pa), volume (m³), and temperature (K) respectively; \( z \) is compressibility factor of CO₂, and suffix \( j \) represents the initial and final.

vii. Find the difference in CO₂ moles in the Region-1, this difference would give the amount of CO₂ dissolved in the liquid present in Region-2.

viii. The CO₂ solubility in liquid was obtained by dividing the amount of dissolved CO₂ by the volume of the liquid in Region-2.

3.9 Uncertainties and error analysis

3.9.1 Uncertainties of the measurement given by the manufacturer

The manufacturer mentions that, in the case of the CO₂-hydrocarbon system, the IFT measurement uncertainty is ±0.3 mN/m. If water is present, uncertainties rise to ±0.5 mN/m. The uncertainty depends on the absolute value of the density difference and becomes greater as the density difference decreases [147, 148]. Further, both the pressure and
temperature sensors have been pre-calibrated by the manufacturer (Kruss and Eurotechnica).

3.9.2 Uncertainties in the calculation of IFT and density

The calculation of the IFT by the pendant drop method is predominantly a function of shape parameter/Bond number ($B$) and density difference ($\Delta \rho$) between the phases, as described in Equation (3.4) [103, 134]. The shape parameter is estimated by the image-processing software (DSA, Kruss), while the density of the phases is the input that the user must provide. Hence, uncertainty in IFT measurement lies in the density measurement of the phases. The densities of the drop phase (CO$_2$+hydrocarbon) are determined from the experimentally obtained volume profile of the drop phase. In the present thesis, multiple experiments were carried out at each experimental pressure and temperature to assess the repeatability and reliability of the experimental results. In Table 3.2, two such experiments, represented by D1 and D2, are reported. Part A and B in Table 3.2 show the density difference and IFT data at 30, 60, and 100 bar (25°C) for D1 and D2 sets of repeat experiments for the CW-n-decane system. It may be observed from Part B that there is minimal difference in IFT values among different repeat experiments at a given pressure and temperature, indicating that the uncertainties in the calculation of IFT are low and repeatability is higher.
Table 3.2: Data about repeatability in density difference and IFT measurement.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Density difference between CW and HD</th>
<th>Percentage difference in the density difference between D1 and D2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>30</td>
<td>0.3882</td>
<td>0.3923</td>
</tr>
<tr>
<td>60</td>
<td>0.5029</td>
<td>0.5123</td>
</tr>
<tr>
<td>100</td>
<td>0.0402</td>
<td>0.0405</td>
</tr>
</tbody>
</table>

Part-B

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>IFT (m N/m)</th>
<th>Percentage difference in the IFT between D1 and D2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>30</td>
<td>57.72</td>
<td>58.10</td>
</tr>
<tr>
<td>60</td>
<td>79.56</td>
<td>80.75</td>
</tr>
<tr>
<td>100</td>
<td>27.52</td>
<td>27.93</td>
</tr>
</tbody>
</table>

3.9.3 Uncertainties in preparing saturated CW

Below is a detailed description of the process of making carbonated water, the uncertainties associated with CO₂ solubility in water, and their effect on other measurement. Three steps have been carried out in the present experimental work to make sure that the water in the pressure cell (VC) is always enriched (saturated) with CO₂.

Step-1: As shown in Figure 3.5, the water in the VC was always in contact with CO₂ gas. With time, dissolution of CO₂ into water occurs and the pressure of the VC would drop. However, the VC was connected to the CO₂ cylinder via a pump, which compensates for the pressure drop by pumping CO₂ into the VC, making sure that the water will always have a CO₂ source at its disposal. The process of the pressure drop and the instantaneous pumping of CO₂ continues, until the water in the VC is saturated with CO₂.
Step-2: To allow enough time for the dissolution of CO₂ into the water, the CO₂ was exposed to water at experimental pressure and temperature for minimum of 6 hours before the hydrocarbon pendant drop was created in the VC. The residence time of 6 hours would be sufficient to enrich water with CO₂ (saturate).

Step-3: Auxiliary experiments were carried out to estimate the solubility of CO₂ in water in the VC (20 ml of water). The experiments were also used to test whether the residence time (6 hours) is enough. The experiments were carried out at two pressures, especially at lower pressures (20 bar and 50 bar), as the dissolution rate would be slow, and more residence time would be required. A sensitive gas flow meter (EL-FLOW Select F-120M, with accuracy of ±0.5% Rd plus ±0.1% FS) was connected between the CO₂ source and the VC. Figure 3.14 shows a simple schematic of the setup used to carry out a test for the saturation of CO₂ in water. The test cylinder is where the dissolution of CO₂ into water occurs and CO₂ saturation is measured. The test cylinder consists of the same volume of water (20 ml) as that in the PVT-cell (VC) of the original experiments. The CO₂ is supplied to the test cylinder from the CO₂ source cylinder, via a flow meter, by the pump set at the required pressure.

![Figure 3.14: Schematic of the CO₂ saturation measurement experiment.](image)
The procedure to estimate the saturation of CO$_2$ in water is as follows:

i. The test cylinder was filled with same volume of water (20 ml) and the volume of space above the water (5 ml) was maintained the same as that in PVT-cell (VC).

ii. Once the test cylinder was filled with water, the pump injects CO$_2$ into the test cylinder and the flow meter starts to register the mass of CO$_2$ passing into the test cylinder. The connection of the CO$_2$ source to the test cylinder will always be open and the pump keeps the CO$_2$ into the cylinder at the required pressure.

iii. The CO$_2$ above the water in the test cylinder dissolves into water, and the loss in mass of CO$_2$ was compensated for by the pump injecting more CO$_2$, so that the pressure is maintained at all times.

iv. The experiment was stopped after the reading in the flow meter showed no mass flow.

v. At the end of the experiment, the total mass of CO$_2$ given by the flow meter was subtracted from the mass of CO$_2$ present in the space above the water in the test cylinder, to obtain the mass of CO$_2$ present in the water (saturation of CO$_2$). The mass was calculated in terms of mole, using the real gas law, as show in Equation (3.16):

\[ n_t = n_{free} + n_{water} \]  \hspace{1cm} (3.16)

where $n_t$, $n_{free}$, and $n_{water}$ are the total moles of CO$_2$ present in the test cylinder (as given by totalizer of the flow meter), moles present in free space above the water, and mole present in water, respectively. The moles of CO$_2$ present in the free space are calculated using the real gas laws, as given by Equation (3.17):

\[ n_{free} = \frac{PV}{KRT}, \]  \hspace{1cm} (3.17)
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where $P$, $V$, and $T$ are pressure (Pa), volume ($m^3$), and temperature ($°K$), respectively; $K$ is the pressure and temperature dependent compressibility factor of CO$_2$. Finally, the moles of CO$_2$ present in water are calculated from Equation (3.18):

$$n_{\text{water}} = n_t - \frac{PV}{KRT}$$  \hspace{1cm} (3.18)

Table 3.3 shows the results of the experiments and their comparison with the results from the model given by Duan and Sun [149]. It may be observed that there is a minimal difference in the moles of CO$_2$ in water from the experiment and from that given by the model, indicating that the experimental process used in the present study ensures that the water is always enriched with CO$_2$ and hence, the CW surrounding the hydrocarbon drop is approximately 100% saturated. Therefore, from the point of uncertainties, this is minimal and would not influence the outcome of the results. A difference of 3-5% in the solubility of CO$_2$ in water would not make a considerable difference to the density of the CW and, hence, density difference across the interface would not affect the IFT values.

Table 3.3: Data from the CO$_2$ saturation in water experiment.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Total moles of the CO$_2$ present in the test cylinder ($n_t$)</th>
<th>Moles of CO$<em>2$ present in free space above the water ($n</em>{\text{free}}$)</th>
<th>Moles of CO$<em>2$ present in water ($n</em>{\text{water}}$)</th>
<th>Moles of CO$_2$ as given by Duan and Sun [149]</th>
<th>Percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.01567</td>
<td>0.00452</td>
<td>0.01115</td>
<td>0.01186</td>
<td>5%</td>
</tr>
<tr>
<td>50</td>
<td>0.03831</td>
<td>0.01499</td>
<td>0.02331</td>
<td>0.02403</td>
<td>3%</td>
</tr>
</tbody>
</table>
4 Numerical Methodology

4.1 Background and motivation

Numerous experimental and numerical methods have been presented previously to calculate the diffusion coefficient of gases in bulk liquids. Conventionally, compositional analysis [36, 37] and pressure decay [39, 150] are the most widely used. In compositional analysis, the diffusion coefficient is estimated by examining at various time steps the composition of the dissolved CO₂ in the bulk liquid that is extracted from the experimental setup. Gas chromatography is used to estimate the change in the mass of CO₂ with time and, hence, estimate the diffusion coefficient. The major problem with compositional analysis is the dependency of the results on correctly extracting the samples and carrying out chromatography. The whole process involves significant human interference and would lead to error in measuring the diffusion coefficient of the CO₂ in bulk liquids. The error may further escalate at high pressures and temperatures, as it would be significantly challenging to extract the sample at high pressures, while simultaneously carrying out chromatography at the same experimental conditions [41]. Further, due to the complicated process and involvement of multiple equipment, the compositional analysis method would turn out to be expensive [40].

The pressure decay method is a relatively simple approach and relies on observing pressure changes as a function of time, due to the diffusion of gas into bulk liquids [38-40, 150-152]. The pressure reduction data is then combined with a numerical model to estimate the diffusion coefficient. The pressure decay method eliminates the use of chromatography and extraction of the sample and thus overcomes the problems associated with the compositional analysis method. Although the pressure decay method is better than the compositional method, it has its limitations. First, the pressure decay methods require a long experimental time (20 hours to 100 hours or more) [40]. Second, and
most importantly, the estimated diffusion coefficient is for a range of pressure and not for a determined pressure [41, 45].

Experimental approaches are expensive and are associated with errors and complications; therefore, Zabala, et al. [153] utilised an entirely numerical approach. Zabala, et al. [153] used molecular simulations to obtain the diffusion coefficient of CO$_2$ in alkanes. However, the model demands the phase properties, such as the difference in chemical potential, and fugacity, which requires solving complex equation of state (EOS). In recent times, unconventional methods have been developed to calculate the diffusion coefficient of gases in bulk liquids. For example, Liu, et al. [47] used a microfocus X-ray CT scanning technique to compute the diffusion coefficient of CO$_2$ in n-decane and n-decane-saturated porous media. Zhang, et al. [154] relied on pH value to calculate the diffusion of CO$_2$ in saline water.

Table 4.1 [45] shows the data of the diffusion coefficient of CO$_2$ in hydrocarbons obtained by different studies along with the method and at similar experimental conditions. It may be observed from Table 4.1 Part A that there is an inconsistency in the measured CO$_2$ diffusion coefficient. The inconsistency is not limited to being across different methods, it is also seen among the same method. Another problem with most widely used methods is their incapability to carry out other analysis, apart from the mass transfer, especially the study of interfacial phenomena. The IFT and diffusion coefficient are dependent and should not be studied separately. This has provided the motivation for the present thesis: to search or develop a method that may be reliable and flexible enough to carry out multiple analyses (IFT, contact angel, mass transfer and others).
Table 4.1: Diffusion coefficient ($m^2/s$) obtained by different studies with CO$_2$ as environmental phase [45].

<table>
<thead>
<tr>
<th>Analysis Method</th>
<th>Gas Phase</th>
<th>Liquid Phase</th>
<th>Experimental Conditions</th>
<th>Diffusion Coefficient ($10^{-9} m^2/s$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schmidt, et al. [35] (Compositional)</td>
<td>CO$_2$</td>
<td>Bitumen</td>
<td>50 bar, 20 - 200°C</td>
<td>0.28 – 1.75</td>
</tr>
<tr>
<td>Upreti and Mehrotra [38] (Pressure Decay)</td>
<td>CO$_2$</td>
<td>Hamaca Oil</td>
<td>35 bar, 21°C</td>
<td>4.8</td>
</tr>
<tr>
<td>Upreti and Mehrotra [150] (Pressure Decay)</td>
<td>CO$_2$</td>
<td>Athabasca Bitumen</td>
<td>40 – 80 bar, 25 – 90°C</td>
<td>0.17 – 1.08</td>
</tr>
<tr>
<td>Yang and Gu [41] (Pendant Drop Analysis)</td>
<td>CO$_2$</td>
<td>Heavy oil</td>
<td>20 – 60 bar, 23.9°C</td>
<td>0.199 – 0.551</td>
</tr>
<tr>
<td>Liu, et al. [47] (CT Scan)</td>
<td>CO$_2$</td>
<td>n-decane</td>
<td>10 – 60 bar, 29°C</td>
<td>0.38 – 2.29</td>
</tr>
<tr>
<td>Grogan, et al. [48] (variable pressure)</td>
<td>CO$_2$</td>
<td>n-decane</td>
<td>13 – 50 bar, 25°C</td>
<td>3.21 – 5.71</td>
</tr>
<tr>
<td>Renner [27] (Pore scale, IFT measurement)</td>
<td>CO$_2$</td>
<td>n-decane</td>
<td>15 – 60 bar, 37°C</td>
<td>1.97 – 5.05</td>
</tr>
<tr>
<td>Liu, et al. [47] (Pore scale)</td>
<td>CO$_2$</td>
<td>n-decane</td>
<td>10 – 60 bar, 29°C</td>
<td>0.38 – 2.29</td>
</tr>
<tr>
<td>Zabala, et al. [153] (Numerical/Simulation)</td>
<td>CO$_2$</td>
<td>n-decane</td>
<td>0.2 – 0.8 CO$_2$ saturation</td>
<td>1.9 – 4.1</td>
</tr>
</tbody>
</table>

Of late, a new and unique method using Axisymmetric Drop Shape Analysis (ADSA) was developed by Yang and Gu [41] and Yang, et al. [44] to estimate the diffusion coefficient of gases in liquids. The method consists of three steps. First, the dynamic changes in the liquid pendant
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drop surrounded by gases or another liquid are measured, using pendant drop equipment. Second, a computational scheme is employed to calculate the dynamic volume changes using the concentration distribution of the gas in the liquid. Finally, the diffusion coefficient of gas in the liquid is estimated by comparing the numerically calculated and the experimentally measured dynamic pendant drop volume; an objective function has been developed for this purpose. Estimation of the diffusion coefficient at elevated pressure and temperature may be carried out using the ADSA method (up to 60 MPa and 180°C) [31]. Unlike the pressure decay method, diffusion coefficients may be obtained at isobaric conditions. As described in Chapter 3, the ADSA method is widely used for IFT analysis; therefore, without the need for an additional experimental setup, both interfacial and mass transfer phenomena may be studied simultaneously. The analysis by ADSA significantly minimises human interference, is more straightforward, takes less time and is flexible; this makes the ADSA method suitable for calculating the diffusion coefficient of gases into the bulk liquids. Further details of the ADSA method and novel modifications will be described in the following sections.

4.2 Estimation of effective CO₂ diffusion coefficient in hydrocarbon

4.2.1 Mathematical model

Diffusion is an important process in CO₂ associated EOR or CCS processes, and natural diffusion is a concentration-driven process. The present work studies the diffusion of CO₂ from the CW into the hydrocarbon drop. Hence, it is critical to determine the concentration of CO₂ in the hydrocarbon pendant drop, to understand the process of diffusion at different conditions and environment. In the present work, a series of mathematical equations has been adopted, which represents the mass transfer of CO₂ from CW into the hydrocarbon pendant drop. When
CW contacts the hydrocarbon drop, there is a diffusive mass transfer of CO$_2$ from CW into the drop, and the diffusion continues as long as there is a concentration gradient. Hence, the CO$_2$ spreads across the pendant drop, starting from the interface. A mathematical equation that can conveniently describe this process has to be applied to calculate the spreading of CO$_2$ in the pendant drop. Fick’s second law of diffusion adequately describes the diffusive mass transfer process of CO$_2$ from the interface to the centre of the hydrocarbon drop. The mass transfer model presented in this work is adopted from [41, 155] (Equation (4.1)).

$$\frac{\partial C}{\partial t} = D(t) \left\{ \frac{1}{r} \frac{\partial C}{\partial r} + \frac{\partial^2 C}{\partial r^2} + \frac{\partial^2 C}{\partial z^2} \right\}, \quad (4.1)$$

where $C$ is the concentration of CO$_2$ in the hydrocarbon pendant drop phase (kg/m$^3$) and $D(t)$ is the diffusion coefficient (m$^2$/s). The pendant hydrocarbon drop and the surrounding CW phase form a symmetry about the vertical axis ($z$) passing through the centre of the pendant drop (Figure 3.1). Therefore, it would be better and justified to use a 2D axisymmetric rather than a complicated 3D Cartesian system. Hence, the diffusion of CO$_2$ from CW into the oil phase is an unsteady 2D axisymmetric system in the cylindrical coordinate system.

The diffusion of CO$_2$ from CW into the hydrocarbon is initiated after the drop is created in the CW. Therefore, at the onset of the experiment ($t = 0$ s), the concentration of CO$_2$ in the pendant drop is zero at $t = 0$ (Equation (4.2)).

$$C(r,z,t=0) = 0 \quad (4.2)$$

The interface is at thermodynamic equilibrium [156], indicating that the concentration of CO$_2$ at the interface remains constant, as long as the pressure and temperature of the system are held constant. On this basis, Equation (4.3) represents the boundary condition at the interface.
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\[ C(r = R_D, z = R_D, t > 0) = C_o, \quad (4.3) \]

where \( R_D \) is the radius of the drop, and \( C_o \) is the concentration of CO\(_2\) at the interface. A zero (constant) flux boundary condition is employed to address the continuity at the centre of the drop \((r=0)\) (Equation (4.4)).

\[ \frac{\partial C(r = 0, z, t)}{\partial r} = 0 \quad (4.4) \]

Equation (4.1), along with its boundary and initial conditions (Equations (4.2) – (4.4)), is numerically solved, to obtain the time and space dependent CO\(_2\) concentration in the pendant drop. A volumetric average of the CO\(_2\) concentration in the pendant drop \((C_{avg})\) is computed at predefined time steps by using Equation (4.5). The \( C_{avg} \) \((mm^3)\) gives the total volume of CO\(_2\) diffused in the pendant drop for a given time, \( t \).

\[ C_{avg}(t) = \int_{(r, z) \in D_p} \frac{C(r, z)}{C_o} r dr dz \quad (4.5) \]

The mass transfer of CO\(_2\) into the pendant drop phase reduces the viscosity and leads to an increase in the volume of the drop (swelling). The amount of increase in volume is a function of the mass of CO\(_2\) diffused into the pendant drop. Therefore, the parameter \( C_{avg} \), which gives the volume of the CO\(_2\) present in the drop may be used to calculate the swelling factor \((SF)\). Swelling represents the ratio of the volume of the CO\(_2\)-saturated hydrocarbon (CO\(_2\)+hydrocarbon) to the initial volume of pure hydrocarbon. Equation (4.6) accounts for the swelling factor \[155]\.

\[ SF = 1 + \frac{\int_0^T \left[ V_{exp}(t) - V_o \right] C_{avg}(t) dt}{\int_0^T \frac{V_{avg}^2(t)}{V_{exp}(t)} dt}, \quad (4.6) \]

where \( V_{exp}(t) \) is the experimentally obtained volume of hydrocarbon drop.
at time $t$, and $T$ is the total experimental or simulation time; $V_o$ is the initial volume ($t=0$) of the hydrocarbon pendant drop, determined experimentally.

The volume of the pendant drop is the summation of the initial volume of drop ($V_o$) consisting of hydrocarbon and the increase in volume caused by the CO$_2$ diffused in the hydrocarbon ($V_{CO2}$). The increment in pendant drop volume is given as the product of $C_{avg}$ and $SF-1$ [41], as represented by Equation (4.7).

$$V(t) = V_o + (SF-1) \cdot C_{avg}(t)$$

(4.7)

An optimisation/objective function ($F$) is developed (Equation (4.8)), which compares the experimental ($V_{exp}(t)$) and numerical volumes ($V(t)$) of the pendant drop as a function of time. The minimum of the optimisation function ($F_{min}$) is used to obtain the diffusion coefficient of CO$_2$ in the hydrocarbon pendant [41]. The lower the $F_{min}$, the nearer the numerical result to the experimental result and the less will be the error.

$$F = \frac{1}{T} \int_{0}^{T} \left( \frac{V_{exp}(t) - V(t)}{V_{exp}(t)^2} \right)^2 \cdot 100\% dt$$

(4.8)

The optimisation function is a function of numerical $V(t)$ and experimental $V_{exp}(t)$ volumes. The experimental volume data at different time steps is experimentally obtained; therefore, the objective function depends entirely on $V(t)$. Further, the objective function through $V(t)$ depends on the $C_{avg}$ (Equation (4.7)) and the swelling factor ($SF$) (Equation (4.8)). $C_{avg}$ is a function of the diffusion coefficient; therefore, $F = f(D, SF)$. Therefore, $D$ and $SF$ may be used as the adjustable parameter to minimise the objective function, $F$. Once the minimum objective function is found, the corresponding values of $D$ and $SF$ are the measured CO$_2$ diffusion coefficient and the swelling factor, respectively.
4.2.2 Assumptions and justifications

In developing the present mathematical model, the following assumptions were made.

i. The diffusion is the sole means of mass transport across the CO₂-hydrocarbon interface. This is achieved by eliminating density driven convection (small volume of pendant drop is used) and thermal convection (temperature is kept constant) [41]. The convection mass transfer inside the pendant drop is eliminated by using a vibration free table and setup [44]. The thermal induced natural convection in the fluid system is minimised by carrying out experiments at a constant temperature [44].

ii. No chemical reactions transpire during the experiment. Therefore, the mechanism transpiring is purely physical in nature.

iii. For the CW-hydrocarbon system, only CO₂ diffuses into hydrocarbon, and the diffusion of water into hydrocarbon and its influence on the swelling has been neglected. This assumption is justified as the solubility of water in hydrocarbon is significantly lower than CO₂; therefore, the mass transfer of water into hydrocarbon is negligible compared to CO₂.

4.2.3 Numerical scheme

The following modifications have been made in the present numerical model, compared to the original model [44], to make the simulation process easier and quicker.

i. An equivalent spherical bubble is considered in the numerical modelling, that is having the same volume and surface area as that of the drop phase that was formed originally in the VC.

ii. A simple finite difference method (FDM) is used to discretise the partial differential equations, instead of the finite element method (FEM) [41, 46].
iii. A novel adaptable interface (boundary) method has been developed, which is a major improvement compared to the previous assumption of no change in the shape and interface of the pendant drop [41, 44]. This part will be discussed in Section 4.2.4.

Figure 4.1A shows the pendant drop in the VC, along with the axis in consideration. Figure 4.1B shows the equivalent spherical drop phase, surrounded by the environmental phase used for the numerical analysis. A well-thought process is involved in modifying the experimental pendant drop to an equivalent spherical drop. First, from the DSA software, the initial volume and surface area of the pendant drop are obtained. From these data, the experimental radius is obtained. The experimental radius is then used to create the spherical drop for the numerical analysis. The surface area which governs the rate of mass transfer is used as the comparison parameter: experimental pendant drop and numerical spherical drop. The results of the comparison showed an error of 3 – 6% for the spherical drop, compared to the pendant drop, depending on the pressure. Therefore, it is justified to use a spherical drop for the numerical analysis, instead of the complex pendant shape. Spherical drop idealisation lessens the effort and complexity, while, at the same time minimising the error in the estimation of the diffusion coefficient.
The partial differential equation (Equation (4.1)), along with boundary conditions presented in Section 4.2.1 (Mathematical model), cannot be solved straightaway, and must be transformed into a form that is suitable for numerical evaluation. Discretisation is the process which is carried out to transform the continuous equations into discrete counterparts. Discretisation is generally carried out as the first step in making partial differential equations (PDE) suitable for numerical solving. In general, finite difference (FDM), finite element (FEM) and finite volume (FVM) are the discretising methods that are used to transform the PDE. In the present thesis, the finite difference method is preferred over the finite element method, which was used in the original model [41]. Compared to FVM, and FEM, the FDM is easy to implement, and it is perfectly suitable for systems which have no or minimal flow, as in the case of the present system. The governing Equation (4.1) is solved for the given set of initial and boundary conditions (Equations (4.2) – (4.4)) to investigate the diffusion of CO₂ in the hydrocarbon drop. A semi-implicit finite difference formulation is adopted to discretise the governing PDE. The
Crank-Nicolson discretisation scheme is used for the second-order terms representing diffusion in the drop phase (second and third terms on the right-hand side of Equation (4.1)). A two-point backward differencing is used to discretise the temporal term (first term on the left-hand side of Equation (4.1)). The semi-implicit and Crank Nicolson FDM schemes are unconditionally stable. Table 4.2 shows the comparisons of the diffusion coefficient obtained by the original model ([41]) and that obtained by the present thesis with the modifications, for the same experimental data (CO$_2$-water) given in Yang and Gu [41]. It may be observed that the diffusion coefficient obtained by the present simpler spherical drop model has a good match (6% error) with that estimated by Yang and Gu [41], therefore establishing the credibility of the present model.

Table 4.2: Verification of the present numerical model [45].

<table>
<thead>
<tr>
<th></th>
<th>Diffusion Coefficient (m$^2$/s), $D$</th>
<th>Objective Function % $F$</th>
<th>Swelling Factor $SF$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang et al.</td>
<td>$0.29 \times 10^{-9}$</td>
<td>0.073</td>
<td>1.084</td>
</tr>
<tr>
<td>(2005)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present model</td>
<td>$0.275 \times 10^{-9}$</td>
<td>0.066</td>
<td>1.093</td>
</tr>
</tbody>
</table>

4.2.4 Adaptable interface (boundary) model

The diffusion coefficient model proposed by Yang and Gu [41] and Yang, et al. [44] neglects the effects of CO$_2$ mass transfer on the pendant hydrocarbon drop shape and volume. The numerical model assumes that the pendant drop volume does not change with time or the diffusion of CO$_2$ [157]. This assumption of constant volume may turn out be a major drawback, as the experimental results indicate a significant increase in the volume of the hydrocarbon pendant drop, especially for CO$_2$-based systems. For example, Bagalkot and Hamouda [51] showed that, for a CW-decane system, there was a maximum of 100% increase in the
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volume of the pendant drop, indicating that the position of the interface is not fixed, as assumed by the previous model.

Figure 4.2 shows the change in the position of the interface for initial (4.2A), intermediate (4.2B), and equilibrium time (4.2C) for a CW-decane system. At the start of the experiment \( t=0 \), \( P_0 \) is the position of the interface along the z-axis. As CO\(_2\) diffuses into the hydrocarbon pendant drop, the volume of the pendant drop increases, and the position of the interface has now shifted to \( P_{lt} \) from \( P_0 \) (Figure 4.2B). At the equilibrium, when the hydrocarbon is saturated with CO\(_2\), the position of the interface along the z-axis is now at \( P_{eq} \). It may be clearly observed from Figure 4.2C that there is a significant shift in the position of the interface in both \( z \) and \( r \) axis (radius). However, the previous model on ADSA [41] [44] considers a static interface, meaning that, no matter the magnitude of volume increase, the model always considers \( P_0 \) as the position of the interface and not \( P_{eq} \). Further, from the mathematical point of view, from Equations (4.5), (4.6) and (4.7), the diffusion coefficient is a function of experimental value \( (V_{exp}) \) and numerical value \( (C_{avg}) \). From Equation (4.5), it may be said that \( C_{avg} \) is a function of the radius or the volume of the drop. If the interface of the drop (boundary) is considered static, as assumed by the conventional model [41], then the interface would not change its position (from \( P_0 \) to \( P_{eq} \)). This could lead to a discrepancy between numerical and experimental input into the model, resulting in an error in the calculation of the diffusion coefficient.
In the present thesis, a simple method has been developed to incorporate the dynamic nature of the CW-hydrocarbon interface (boundary), and the following steps were undertaken to do so. Further details of the method may be found in Bagalkot and Hamouda [51].

i. At $t=0$, a fixed number of grids were assigned in the $r$- and $z$-directions, say $N$ number of grids in the $r$ and $M$ grids in the $z$-direction.

ii. The volume of the drop at various time steps was determined from Equation (4.7).

iii. At every time step, the volume obtained at the present step was subtracted from that obtained from the previous time step ($V(t)-V(t-1)$).

iv. The $V(t)-V(t-1)$ was then transformed to $r(t)-r(t-1)$ ($\Delta r$); this, in turn, gave the radial shift by the interface.

v. The $\Delta r$ was used to recalculate the number of grids in $r$ (say $n$) and $z$ (say $m$) directions. The additional grids in each direction were then added to the initial number of grids ($N+n, M+m$), to obtain the updated number of grids ($N_{new}, M_{new}$).

vi. The updated grids ($N_{new}, M_{new}$) were used to solve the equations.

vii. This process was repeated for each time step ($\Delta t$) and each diffusion coefficient input.
For the same experimental data (25°C, CW-decane system), numerical calculations were made for the case when the interface was assumed static and the case when the interface was dynamic, as described above. The data of diffusion coefficient obtained for both the cases at various pressures are presented in Table 4.3 [51]. It may be noted that there is a distinct difference in the diffusion coefficient between the two cases, especially as the pressure is raised. Although the difference at low pressures (10 bar) is minimal (2%), it increases exponentially as the pressure increases (36% error at 60 bar). At 60 bar, the swelling of the n-decane is almost twice that of the initial volume. It is therefore clear that, even with moderate pressure (moderate swelling), the errors due to static boundary assumption are larger than 15%. Consequently, it is essential to include the effect of the dynamic interface when calculating the diffusion coefficient.

Table 4.3: Diffusion coefficient data for fixed and moving interface methods [51].

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Volume ratio (Vfinal/Vinitial)</th>
<th>Diffusion coefficient (10^{-9} m^2/min)</th>
<th>% change in the D_{CO2} from static to dynamic interface</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Static interface method</td>
<td>Dynamic interface method</td>
</tr>
<tr>
<td>10</td>
<td>1.031</td>
<td>5.3251</td>
<td>5.4234</td>
</tr>
<tr>
<td>30</td>
<td>1.155</td>
<td>2.2116</td>
<td>2.5392</td>
</tr>
<tr>
<td>60</td>
<td>2.134</td>
<td>0.5934</td>
<td>0.8073</td>
</tr>
</tbody>
</table>

4.3 Procedure for estimating the diffusion coefficient

After establishing the mathematical model and obtaining the experimental data, the following steps were carried out in the numerical
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model to derive the diffusion coefficient. Detailed steps for the procedure may be obtained from Bagalkot and Hamouda [155].

i. The partial differential equation (Equation (4.1)), representing the spreading of CO₂ from the environmental phase into the drop phase, was discretised using the presented numerical method.

ii. The initial value \((t=0)\) of the volume of the drop phase \((V_o)\) and subsequent volumes at different time steps \((V_{exp} \ (t))\) were inputted to the numerical model.

iii. A predefined range of diffusion coefficients was set, \(D_i \ (n > i > m)\). The predefined range was divided into equally spaced subintervals.

iv. For every value of \(D_i\), the numerical model was solved, and \(C_{avg} \ (t)\) was calculated from Equation (4.5). Further, the \(C_{avg} \ (t)\) was used to estimate the swelling factor \((SF)\) and numerical volume \((V(t))\), using Equations (4.6) and (4.7), respectively.

v. A best fit between the values of the numerically \((V(t))\) and experimentally \((V_{exp} \ (t))\) calculated volumes of the drop were compared, using Equation (4.8).

vi. Using the new value of the numerical volume \((V(t))\), the position of the boundary or the interface was updated using the procedure described in Section 4.1.4.

vii. For each input value of \(D_i\), a corresponding value of \(F_i\) and \(SF_i\) was calculated. Then, \(F_i\) was plotted against \(D_i\) to obtain \(F_{min}\). A typical \(F \ vs \ D\) curve is shown in Figure 4.3.

viii. The diffusion coefficient, for which \(F_{min}\) was obtained, is the optimum diffusion coefficient of the CO₂ in drop phase.

ix. The smaller the subintervals of \(D_i\) the higher will be the accuracy.
4.4 Advantages and disadvantages of the model

Advantages:

i. The model can be used to estimate the effective diffusion coefficient of any gases in pure liquids.
ii. As the model works in conjunction with experimental data, the values obtained are more reliable.
iii. The model does not demand complicated and hard-to-estimate experimental values, such as fugacity and chemical potential, as in some EOS models.
iv. The model uses a spherical drop approach, which simplifies the model, at the same time maintaining the accuracy of the values.
v. The model has the ability to shift the interface (gas/liquid or liquid/liquid); hence, it is flexible enough to be applied in systems which experience higher changes in volume.

Figure 4.3: Typical $F_1$ vs $D_1$ curve with $D$ at $F_{min}$. 
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Disadvantages:

i. At present, the model can only be used to estimate the diffusion coefficient of gases in pure liquids and not complex multi-component liquids like crude oil.

ii. The model can only determine the diffusion coefficient due to concentration-driven mass transfer. It cannot be applied to mass transfer due to density-driven or thermal-driven processes.

iii. The model is not stand alone and may be used only if the volume vs time profile has been obtained; it is therefore limited to pendant drop or similar setups.

4.5 Uncertainty analysis

The estimation of the effective diffusion coefficient of CO₂ into the drop phase from the environmental phase depends on the volume profile of the drop phase, as described in Section 4.3. In the present thesis, multiple experiments were carried out at each experimental pressure and temperature to assess the repeatability and reliability of the experimental results. Figure 4.4 shows the relative volume as a function of time for three pressures (30, 60, and 100 bar) at 25°C for two separate experiments (denoted by D1 and D2) at each condition. For each of the chosen pressures in Figure 4.4, 30 bar represents the behaviour in the region where CO₂ is in the gaseous phase, 60 bar represents a region near to the critical pressures of CO₂ (64 bar), and 100 bar represents the behaviour in the region where CO₂ is in the liquid phase. Therefore, it would be easy to assess the uncertainties in these regions. It may be observed from Figure 4.4 that, at 30 and 100 bar, there is a higher percentage of repeatability compared to that at 60 bar, which is near to critical pressure.

While reporting the diffusion coefficient, the average of the values obtained from different repeat experiments is taken. Table 4.4 shows the diffusion coefficient obtained for D1 and D2 at 30, 60, and 100 bar. It
may be observed from Table 4.4 that the error is not significant among different experiments, although there is a minimal error at 30 bar (1.65%) and 100 bar (-1.5%), while the error at 60 bar is comparatively more (8.7%). Therefore, it may be said that, for the estimation of the diffusion coefficient, the uncertainties are low; however, at pressures near to phase change pressure, there may be a higher uncertainty, compared to at other pressures (although low). This may be due to higher entropy at this pressure, owing to its closeness to phase-change pressure.

Figure 4.4: Dynamic relative volume of the n-decane drop phase at 30 bar, 60 bar, and 100 bar (25°C).
Table 4.4: Data depicting the validation of the current model for diffusion coefficient.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Diffusion coefficient ($10^{-9}$ m$^2$/min)</th>
<th>Percentage error in diffusion coefficient between D1 and D2</th>
<th>Average diffusion coefficient ($10^{-9}$ m$^2$/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D1</td>
<td>D2</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.905</td>
<td>1.936</td>
<td>1.653</td>
</tr>
<tr>
<td>60</td>
<td>0.582</td>
<td>0.535</td>
<td>8.785</td>
</tr>
<tr>
<td>100</td>
<td>1.681</td>
<td>1.708</td>
<td>-1.582</td>
</tr>
</tbody>
</table>
Results and Discussions

This chapter includes the discussion of the main results obtained from various experimental and numerical analysis carried out in this work. The results are split into sections, based on the interfacial tension, diffusion coefficient, and drop phase property change for the following systems:

i. CO₂-hydrocarbon (n-decane, n-heptane and n-hexane)
ii. CW-hydrocarbon (n-decane and n-hexane)
iii. CO₂+water-hydrocarbon (n-decane)
iv. Nanofluid+CW-hydrocarbon (CNF-n-decane)
v. Salts+CW-hydrocarbon (CB-n-decane)

The majority of the results from the present work have been published, and the published articles are archived at the end of the thesis. Therefore, in this chapter, only the major results are discussed.

5.1 Interfacial tension

The interfacial tension was obtained by using the method described in Sections 3.4 and 3.5.

5.1.1 CO₂-hydrocarbon system

Figure 5.1 shows the CO₂-n-decane and CO₂-n-heptane IFT at 25°C for a pressure range of 25-55 bar. It may be observed that for both fluid systems the IFT decreases with the pressure, approximately 70% reduction in IFT is observed for CO₂-n-decane from 30-55 bar. The reduction in the IFT may be attributed to an increase in the CO₂ solubility in hydrocarbon with the pressure [46, 105]. Further the IFT is higher for CO₂-n-decane fluid system compared to the CO₂-n-heptane system, indicating a greater resistance to the CO₂ mass transfer across the interface for n-decane compared to n-heptane. The molar mass of the
molecules of n-heptane are smaller compared to n-decane. Therefore, the intermolecular forces governed by London forces operating among n-heptane molecules will be lower, compared to those of n-decane, hence, a lower IFT.

Figure 5.1: IFT of CO$_2$-n-decane and CO$_2$-n-heptane at 25$^\circ$C for a pressure range of 25-55 bar.

Figure 5.2 shows the IFT of CO$_2$-n-decane at 25$^\circ$C, 35$^\circ$C, and 45$^\circ$C for pressures 30-60 bar. It may be observed that at low pressures (below 35 bar) the IFT decreases as the temperature increases (IFT = $f(1/T)$). However, as the pressure is raised beyond 35 bar, the IFT increases with temperature (IFT = $f(T)$). Indicating a change from negative (reduction in IFT) to positive (increase in IFT) slope with temperature as the pressure increases from 30 bar to 60 bar. Similar observations have also been made by Zolghadr, et al. [158], and Yang and Gu [41]. They credited the reduction in the CO$_2$ solubility with increases in temperature for observations in Figure 5.2. However, in addition to CO$_2$ solubility the
density difference between the drop phase (hydrocarbon+CO$_2$) and environmental (CO$_2$) phase may also contribute observed (Figure 5.2) variation of IFT with temperature. Figure 5.3 shows the density difference between the drop and environmental phases at 25°C, 35°C, and 45°C for pressures 30 bar to 60 bar. It may be observed that that the density difference and temperature in Figure 5.3 follows a similar trend of IFT with temperature in Figure 5.2. Therefore, both CO$_2$ solubility and density difference contribute to the observed behaviour of IFT with temperature (Figure 5.2).

*Figure 5.2: IFT of CO$_2$-n-decane at 25°C, 35°C, and 45°C for pressures 30-60 bar.*
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Figure 5.3: Density difference (kg/m³) between the drop and environmental phases at 25°C, 35°C, and 45°C for pressures 30 bar to 60 bar.

Figure 5.4 shows the dynamic variation of IFT for CO₂-n-decane system for pressures 30-50 bar and at 25°C. It may be observed that for all the experimental pressures the IFT decreases as time progresses until it reaches a stable value (equilibrium IFT). The rate of reduction of IFT with time dependents on the pressure. At lower pressures (30 bar), the IFT reduces gradually and takes longer time to reach equilibrium IFT (50 sec) and curve is approximately linear. As pressure increases the time take to reach equilibrium gets shorter and IFT vs time profile changes from linear at 30 bar to elliptic at 50 bar. This observation may be again linked to increment in CO₂ solubility with pressure, indicating that at high pressure due to large CO₂ gradient there may be a greater CO₂ mass transfer into n-decane. Consequently, CO₂ saturates rapidly in the vicinity of the CO₂-n-decane interface at high pressures compared to low, leading to the observed dynamic IFT (Figure 5.4).
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5.1.2 Carbonated water-hydrocarbon system

Figure 5.5 shows the IFT for CW-n-decane and CW-n-hexane system for pressures 10-100 bar at 25°C. Unlike CO2-hydrocarbon system (Figure 5.1), IFT first increases almost exponentially up to the phase-change pressure of CO2 (64 bar at 25°C, from gas to liquid). Above phase-change pressure, the IFT drops significantly (70 bar) and then continues to decrease gradually. The observations may be attributed to the density variations of both the environmental and the drop phases. Figure 5.5 shows that the IFT and density difference have a similar profile; up to 70 bar, the density difference increases and so does the IFT; above 70 bar, the density difference decreases with pressure and so does the IFT. The CO2 solubility in both water and n-decane increases with the increase in pressure; therefore, there is a higher mass of CO2 present in both water and n-decane.
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The dissolution of CO₂ into water increases the density of water (CW) [159], whereas the dissolution of CO₂ in n-decane decreases the density. This would result in an increased density difference. Therefore, it may be observed from Figure 5.6 that the density difference increases with pressure, up to 70 bar. However, above 70 bar, there is a significant drop in the density difference, and continues to decrease with pressure. At 45°C above 64 bar, the CO₂ is supercritical in phase; it has a significantly higher density than that of gaseous CO₂, therefore, if a denser CO₂ mixes with n-decane, the resulting binary mixture will have a higher density than n-decane. Therefore, reducing the density difference, and hence, the IFT (Figure 5.5). A similar result for CW-crude oil was observed by Honarvar, et al. [22] for a pressure range of 70-100bar (supercritical CO₂).

Figure 5.5: IFT for CW-n-decane and CW-n-hexane system for pressures 10-100 bar at 25°C.
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Figure 5.7 shows the IFT of CW-n-decane at 25°C and 45°C for the pressure range of 10-100 bar. It is observed that the increase in temperature would bring about a reduction in the IFT. When the temperature of a fluid system is increased, the entropy and the kinetic energy of the molecules increase, thus increasing the total energy at the interface [22]. Higher entropy would reduce the Gibbs free energy of the system [22], leading to a reduction in IFT [22]. However, above the phase-change pressure (64 bar at 25°C and 74 bar at 45°C), it may be observed that the IFT at 45°C is greater than at 25°C, this reverse in IFT may be related to enthalpy energy and increase in the density of CO₂. The enthalpy energy for denser fluids is lower than that for the less dense fluids. Above phase-change pressure at 45°C, the CO₂ is supercritical, which is less dense than liquid CO₂ at 25°C; as a result, the energy for denser fluids is lower than that for the less dense fluids. Due to this the Gibbs free energy will be lower for the drop phase consisting of liquid CO₂+n-decane than for supercritical CO₂+n-decane. Hence, the IFT
associated with liquid CO₂ (25°C) is lower than that associated with supercritical CO₂ (45°C).

Figure 5.7: IFT of CW-n-decane at 25°C and 45°C for the pressure range of 10-100 bar.

Figure 5.8 shows the dynamic IFT (time function) for CW-n-decane system at 25°C, for 10-100 bar. Unlike CO₂-hydrocarbon system (Figure 5.4), for CW-hydrocarbon the IFT increases with time for pressures 10-60 bar, reaching a value greater than the initial value. However, for a pressure range of 70-100bar, the IFT decreases with time. The observed dynamic IFT variations may again be connected to change in density difference between the drop and environmental phases. As discussed earlier (Figure 5.6) the density difference between the drop and environmental phases will be more when the CO₂ is in gaseous phase [160], leading to an increase in IFT. [13]. At 25°C for pressure above 64 bar the CO₂ is in higher density (liquid phase), and the density difference between drop and environmental phase is smaller, leading to an increase
in IFT. Therefore, the IFT decrease with time for pressures above 64 bar at 25°C for CW-hydrocarbon system, while it increases with time for pressures below 64 bar.

*Figure 5.8: Dynamic IFT (time function) for CW-n-decane system at 25°C, for 10-100 bar.*
5.1.3 \textit{CO}_2 + \textit{water-hydrocarbon} system

The arrangement of \textit{CO}_2+\textit{H}_2\textit{O}-\textit{n-decane} system has been explained in Section 3.7. Figure 5.9 shows the IFT values for \textit{CO}_2+\textit{H}_2\textit{O}-\textit{n-decane} (CHHC) at 25°C, for a pressure range of 10-160 bar. Figure 5.9 also include the IFT values of CW-hydrocarbon system (CWHC). It may be observed that the variation of IFT with pressure for both \textit{CO}_2+\textit{H}_2\textit{O}-\textit{n-decane} system is similar to that discussed for CW-hydrocarbon (Figure 5.5). For all the experimental pressures compared to \textit{CO}_2+\textit{H}_2\textit{O}-\textit{n-decane} system the IFT is marginally lower for the CW-hydrocarbon system. There is approximately 17% at 10 bar to 3% at 60 bar lower IFT for low
pressures (pressures at which CO$_2$ is in the gas phase), and average 6% reduction in IFT at high pressure (pressures where CO$_2$ is liquid) for CW-hydrocarbon system compared to CHHC system. The marginal decrease may be explained by studying the CO$_2$ concentration difference in Figure 5.10. It may be observed in Figure 5.10 that for CW-hydrocarbon the concentration difference of CO$_2$ reaches a constant value substantially earlier (between 120 - 250 min) than the CO$_2$+H$_2$O-n-decane system (above 300 min). Therefore, there may be a slower but a more substantial CO$_2$ mass transfer into drop phase for CO$_2$+H$_2$O-n-decane compared to CW-hydrocarbon system, increasing the density difference across of interface resulting in a marginally higher IFT for CO$_2$+H$_2$O-n-decane system.

**Figure 5.10:** Concentration difference of CO$_2$ between the drop phase and the environmental phase for CW-n-decane and CO$_2$+H$_2$O-n-decane system as a function of time at 25°C for 20-100 bar.
The dynamic IFT for CO$_2$+H$_2$O-n-decane is similar to that of CW-hydrocarbon system, with difference only in the magnitude.

### 5.1.4 Salt+CW-hydrocarbon system

Figure 5.11 displays the CB-n-decane IFT at equilibrium conditions for 50, 70, 80, and 100 bar at 45°C, for different brine compositions (CSSW, CSSW-MgCl$_2$, CSSW-Na$_2$SO$_4$, CW+MgCl$_2$, and CW+Na$_2$SO$_4$) and CW. The details of the brine composition as shown in Table 3.1. The IFT variations with pressure for CB-n-decane are similar to that of the CW-decane system, as shown in Figure 5.5. For most pressures, the CSSW and CW+Na$_2$SO$_4$ lead to a marginal change in IFT compared to CW (min of -0.18% and max -3.5% for CSSW, and min of 2.5% and max 6.6% for CW+Na$_2$SO$_4$), while brine CSSW-Na$_2$SO$_4$ and CW+MgCl$_2$ lead to a significant decrease in IFT. Therefore, adding MgCl$_2$ in CW may lead to a reduction in CW-decane IFT, while Na$_2$SO$_4$ in CW may lead to an increase in IFT. The observed alteration in the IFT by Na$_2$SO$_4$ and MgCl$_2$ may be related to the degree of hydration of ions. Hydration degree is a function of the charge and radius of the ion; the higher the charge and the smaller the radii, the higher will be the hydration energy [57]. Ions which have higher hydration energy are more attracted to the oil/water interface, leading to a reduction in the IFT [57, 161]. Among the salts used in the present work, Mg$^{2+}$ ion has the smallest ionic radius (0.072 nm), while SO$_4^{2-}$ (0.242 nm [162]) and CO$_2$ (232 nm) are larger. However, as a bivalent the Mg$^{2+}$ ion has high hydration energy, therefore, have higher affinity towards the CW/oil interface [57, 161]. Therefore, Mg$^{2+}$ form tight bound to the first hydration shell [Mg(H$_2$O)$_6$]$^{2+}$. Hence, have a high effective size leading to lesser adsorbed and early saturation at the interface [162]. Previous studies have shown that MgCl$_2$ [74, 118, 161], leads to lower IFT. On the other hand, the size (radius) of SO$_4^{2-}$ (258 pm [163]) ions is significant compared to Mg$^{2+}$, and have lower hydration energy compared to Mg$^{2+}$. Therefore, SO$_4^{2-}$ would be less effective in altering the CW-n-decane IFT. When Na$_2$SO$_4$ and MgCl$_2$ are combined
as in C_{SSW}, the IFT reduction is in-between that of C_{W+Na2SO4} and C_{W+MgCl2}. Garrels and Thompson [164] explained that the formation of complexes of Mg^{2+} and Na^{+} with SO_{4}^{2-} due to the combination of Na_{2}SO_{4} and MgCl_{2} would decrease the free ions of Mg^{2+} and Na^{+}. A reduced concentration of Mg^{2+} may lead to lesser ions being adsorbed at the CB-n-decane interface and hence, a lower reduction in IFT as observed in Figure 5.11.

Figure 5.11: IFT values for various CB-n-decane system for pressures 50-100 bar at 45°C.

5.1.5 Nanofluid+CW-hydrocarbon system

Figure 5.12 shows the IFT of CW-n-decane system when nanofluids are added to the carbonated water at 25°C for pressures 10-90 bar. Three concentrations of nanofluid (0.05, 0.5 and 1.0 g/l) have been used. It may be observed that the IFT variation with pressure for CNF-n-decane system is similar to that of CW-hydrocarbon system, therefore same reasoning may be applied as presented in Figure 5.7. However, the nanofluid (CNF) in CW reduces the IFT, compared CW without
nanofluid. A maximum of 45% reduction is observed at 10 bar by 0.5 g/l, while a minimum of 4.5% is observed at 60 bar for 0.5 g/l. There is significant reduction at low pressures and the influence of nanofluid on IFT reduction decreases as pressure increase to 60 bar.

Figure 5.12: IFT of CW-n-decane system when nanofluids are added to the carbonated water at 25°C for pressures 10-90 bar.

5.2 Diffusion coefficient

The diffusion coefficient has been calculated from the model and method described in Sections 4.2 and 4.3.

5.2.1 CO₂-hydrocarbon system

Figure 5.13 shows the diffusion coefficient of CO₂ in n-decane at 25°C, 35°C, and 45°C for pressures 25-60 bar. It may be observed that at isothermal conditions the diffusion coefficient of CO₂ in n-decane increases with increase in pressure. The observed increase in diffusion
coefficient is due to two factors. First, the equilibrium concentration of CO₂ (CO₂ solubility) in hydrocarbon increase with pressure, this may lead to higher concentration gradient and hence, faster mass transport [44]. Second, the lower viscosity of the drop phase (CO₂ + hydrocarbon) at higher pressures may assists in increasing the rate of CO₂ mass transfer [45]. Figure 5.14 shows the viscosity of the drop phase at equilibrium for various pressure and temperatures. It may be observed that the viscosity of the drop phase reduces with pressure. Therefore, the combination of an increase in CO₂ solubility and reduction in drop phase viscosity contribute to the increase in the diffusion coefficient of CO₂ with pressure. Additionally, the reduction in IFT with pressure (Figure 5.1) will lead to increase in CO₂ diffusion coefficient with pressure. This is also observed for all the hydrocarbon samples used in the present work (n-decane, n-heptane, and n-hexane).

![Figure 5.13: diffusion coefficient of CO₂ in n-decane at pressures 25-60 bar and temperatures 25°C, 35°C, and 45°C.](image)

Figure 5.13: diffusion coefficient of CO₂ in n-decane at pressures 25-60 bar and temperatures 25°C, 35°C, and 45°C.
The equilibrium concentration of CO₂ (CO₂ solubility) in hydrocarbon decreases with temperature, therefore, the driving force for CO₂ mass transfer is lowered. In Figure 5.14 as temperate changes from 25°C to 45°C an increase in diffusion coefficient is observed with temperature, despite the decrease in CO₂ solubility. It may be observed from Figure 5.14 that there is a gradual reduction in the viscosity of the drop phase with temperature, this will assist in increasing the diffusion coefficient. Roughly 11–13 % reduction in viscosity of drop phase is observed when the temperature increases from 25°C to 35°C, while 20–23 % reduction is seen when the temperature is increased from 25°C–45°C. Further, as the temperature is raised, the entropy energy of the system is increased. The dissolution of CO₂ in decane is exothermic in nature and, for such reactions, the enthalpy change is negative. Therefore, the change in Gibbs energy (ΔH-ΔTS) will be negative, resulting in a higher diffusion
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coefficient at higher temperatures. Additionally, the IFT decreases as
temperature increases, which enhances the CO₂ mass transfer.

Table 5.1 shows the diffusion coefficient of CO₂ in n-decane, n-heptane,
and n-hexane at different equilibrium pressures (25 bar to 65 bar) at 25
°C and 45°C. The diffusion coefficient of CO₂ is highest in n-hexane,
followed by n-heptane, and lowest in n-decane. Therefore, the diffusion
coefficient increases with the decrease in the molecular weight of the
drop phase (n-decane>n-heptane>n-hexane). For example the viscosity
of n-hexane is 22 % lower than n-heptane and approximately 63% lower
than n-decane at 35°C and 45 bar. The significant reduction in viscosity
of lighter hydrocarbons (n-hexane) drives the diffusive mass transfer of
CO₂ into it compared to heavier light hydrocarbon (n-decane). Figure
5.15 shows the increase in the volume of n-decane, n-heptane, and n-
hexane drop phase as a function of time at 35°C and 45 bar. Two
important observations may be made. First the maximum increment in
volume is highest for drop phase consisting of n-hexane, followed by n-
heptane and minimum is that for n-decane. Second, the equilibrium
volume is achieved at a faster rate for n-hexane (20 s) compared to n-
heptane (25 s) and n-decane (35 s) as the hydrocarbon become lighter (n-
decane to n-hexane). Similar observation have also been made by Wilke
and Chang [165], they showed that diffusion coefficient of solute
increases with a decrease in solvents molecular weight.
Table 5.1: Diffusion coefficient of CO\textsubscript{2} in n-decane, n-heptane, and n-hexane at different equilibrium pressures (25 bar to 65 bar) at 25\degree C and 45\degree C.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Diffusion coefficient (10\textsuperscript{-9} m\textsuperscript{2}/s)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CO\textsubscript{2}-n-decane</td>
<td>CO\textsubscript{2}-n-heptane</td>
</tr>
<tr>
<td></td>
<td>25\degree C</td>
<td>45\degree C</td>
</tr>
<tr>
<td>25</td>
<td>1.00</td>
<td>1.4</td>
</tr>
<tr>
<td>30</td>
<td>1.175</td>
<td>1.65</td>
</tr>
<tr>
<td>35</td>
<td>1.324</td>
<td>1.9</td>
</tr>
<tr>
<td>40</td>
<td>1.5</td>
<td>2.1</td>
</tr>
<tr>
<td>45</td>
<td>1.65</td>
<td>2.2</td>
</tr>
<tr>
<td>50</td>
<td>1.75</td>
<td>2.3</td>
</tr>
<tr>
<td>55</td>
<td>1.815</td>
<td>2.35</td>
</tr>
<tr>
<td>60</td>
<td>1.85</td>
<td>2.38</td>
</tr>
<tr>
<td>65</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.15: Increase in the volume of n-decane, n-heptane, and n-hexane drop phase as a function of time at 35\degree C and 45 bar.
5.2.2 Carbonated water-hydrocarbon system

Figure 5.16 shows the diffusion coefficient of CO$_2$ in n-decane from CW for a CW-n-decane system for pressures 10-100 bar at 25°C and 45°C. The observation made in Figure 5.16 for CW-decane systems is unique, the diffusion coefficient decreases as pressure increases up to CO$_2$ phase-change pressure, and increases with pressure above the phase-change pressure. The minimum CO$_2$ diffusion coefficient is observed at pressure near and below the phase change pressure of CO$_2$. Therefore, indicating that the phase of CO$_2$ influences the diffusion coefficient. The observations for the CW-decane system may explained from the IFT vs pressure profile (Figure 5.5). For pressures up to phase change pressure of CO$_2$ the IFT increases with pressure, indicating an increase in resistance to CO$_2$ mass transfer across the interface, and hence, the observed decrease in CO$_2$ diffusion coefficient. Above phase change pressure of CO$_2$ the IFT decreases with pressure, indicating a reduction in resistance to CO$_2$ mass transfer, therefore, the diffusion coefficient is seen to increase in this pressure range. Further, the maximum IFT is seen a pressure near to and below the phase change pressure, this coincides with minimum diffusion coefficient at that pressure.

Figure 5.16 also depicts the influence of temperature on the effective diffusion coefficient of CO$_2$ in n-decane from CW, at 25°C, and 45°C. The diffusion coefficient of CO$_2$ into the drop phase increases with the temperature (25°C to 45°C). As discussed in section 5.2.1 (Figure 5.14) the reduction in the drop phase viscosity, Gibbs free energy of the system, and the IFT with increase in temperature lead to an increase in the diffusion coefficient with increase in temperature.
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Figure 5.16: Diffusion coefficient of CO$_2$ in n-decane from CW for a CW-n-decane system for pressures 10-100 bar at 25°C and 45°C.

Figure 5.17 shows the diffusion coefficient of CO$_2$ in drop phase for CW-n-decane and CW-n-hexane system at 25°C for pressures 10-70 bar. It may be observed that the diffusion coefficient of CO$_2$ is higher for CW-hexane than for a CW-decane system. The molecular mass of n-hexane is lower than n-decane, therefore, the intermolecular force governed by the London force operating among n-hexane molecules will also be smaller. Due to the lower intermolecular force, CO$_2$ mass transfer into the drop phase consisting of n-hexane is easier than with n-decane. Therefore, the CO$_2$ diffusion coefficient in the n-hexane is higher than in the n-decane.
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Figure 5.17: Diffusion coefficient of CO$_2$ in drop phase for CW-n-decane and CW-n-hexane system at pressures 10-70 bar at 25°C.

The higher diffusion coefficient of CO$_2$ in n-hexane will result in higher swelling of drop phase consisting of n-hexane compared to n-decane. Figure 5.18 shows the swelling of the drop phase for CW-n-decane and CW-n-hexane system for pressures at 10, 30, and 50 bar at 45°C. Approximately 22% (50 bar) and 10% (30 bar) higher swelling is observed for drop phase containing n-hexane compared to n-decane. Further, the higher CO$_2$ diffusion coefficient in n-hexane would result in faster attainment of equilibrium volume for drop phase in CW-n-hexane system compared to CW-n-decane.
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5.2.3 CO$_2$+water-hydrocarbon system

Figure 5.19 shows the CO$_2$ diffusion coefficient into n-decane drop phase for CO$_2$+H$_2$O-n-decane system at 25°C, for a pressures 10-160 bar. The behaviour of diffusion coefficient of CO$_2$ with pressure for CO$_2$+H$_2$O-n-decane is similar to CW-n-decane system (Figure 5.16). However, the diffusion coefficient for CW-n-decane system is approximately 900% more than that for CO$_2$+H$_2$O-n-decane. This is
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despite the fact that there is marginal difference in the IFT (maximum 17%) (Figure 5.9), indicating that IFT may have negligible influence on the CO2 diffusion coefficient CO2+H2O-n-decane system. In order to understand the significant difference in diffusion coefficient it is important to analyses the CO2 concentration gradient across the interface. Figure 5.10 shows data of concentration difference of CO2 between the drop phase and the surrounding environment fluid for CW-n-decane and CO2+H2O-n-decane system as a function of time, for 20, 40, 70, and 100 bar at 25°C. It may be observed in Figure 5.10 that for most part of the time the concentration gradient for the CW-n-decane system is substantially higher than the CO2+H2O-n-decane system, this may be the reason for the observed higher CO2 diffusion coefficient for CW-n-decane compared to CO2+H2O-n-decane system.

Figure 5.19: Diffusion coefficient between for CO2+H2O-n-decane and CW-n-decane system at 25°C, for a pressures 10-160 bar.
The higher diffusion coefficient for CW-n-decane system may further be confirmed by studying the spreading or CO$_2$ inside the drop phase at various time steps. Figure 5.20 shows the numerically calculated distribution of the CO$_2$ concentration in the drop phase (a quarter of a drop) at time 30, 150, and 400 min for both CW-n-decane and CO$_2$+H$_2$O-n-decane systems (70 bar and 25°C). The centre of the quadrant is the centre of the drop, while the radius represents the interface. It may be observed that there is greater spreading for the case of CW-n-decane compared to CO$_2$+H$_2$O-n-decane system at each time step, indicating that the rate of mass transfer (diffusion coefficient) is faster for CW-n-decane compared to CO$_2$+H$_2$O-n-decane system.

**Figure 5.20: Spreading of CO$_2$ in the drop phase at 30, 150, and 400 min for CWHC and CHHC system at 25°C for 70 bar.**

### 5.2.4 Salt+CW (CB)-hydrocarbon system

Figure 5.21 shows the diffusion coefficient of CO$_2$ in n-decane from CB (CSSW, C$_{SSW}$-MgCl$_2$, CW+Na$_2$SO$_4$, CW- Na$_2$SO$_4$ and CW+MgCl$_2$) and CW for
pressures 50, 70, 80, and 100 bar at 45°C. For all the brine types the variation of CO₂ diffusion coefficient with pressure is similar to that seen for CW-hydrocarbon system (Figure 5.16). The CB containing Na₂SO₄ (CW+Na₂SO₄) and absence of MgCl₂ (CSSW-MgCl₂) showed a higher diffusion coefficient than CW, while the CB containing MgCl₂ (CW+MgCl₂) and absence of Na₂SO₄ (CSSW-Na₂SO₄) lead to a lower diffusion coefficient than CW. The diffusion coefficient was highest for CW+Na₂SO₄, while the lowest was observed for CW+MgCl₂. O’Brien, et al. [166] reported that SO₄²⁻ ion is surrounded by up to 14 ion hydration, where each hydrogen atom interact with SO₄²⁻ or the oxygen atom of another water molecule. O’Brien, et al. [166] indicated that the outer shell water molecules have free OH. The present work suggests that the possible mechanism where the local OH at the interface may slightly reduce the IFT, this would help the transportation of CO₂ into hydrocarbon drop. However, for Mg²⁺ ions the hydrated ions are tightly packed at the interface area, which resist the transportation of CO₂ across the interface and accumulate at the interface. Therefore, the diffusion coefficient of CO₂ is higher when the drop is surrounded by brines containing Na₂SO₄ and lower when brine contains MgCl₂.
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5.2.5 Nanofluid+CW (CNF)-hydrocarbon system

Figure 5.21: Diffusion coefficient of CO$_2$ in n-decane from CB and CW for pressures 50, 70, 80, and 100 bar at 45°C.

Figure 5.22 shows the diffusion coefficient of CO$_2$ in n-decane for CNF-n-decane system at three concentrations of nanofluid (0.05, 0.5, and 1.0 g/l) at 25°C for pressure 10-90 bar. It may be observed from Figure 5.22 that the diffusion coefficient of CO$_2$ for CNF-n-decane system is lower than CW-decane system. Therefore, indicating that the addition of nanofluid into CW will result in reduction of the CO$_2$ diffusion coefficient. However, as observed from Table 5.2, even with lower mass flow rate the nanofluid in CW resulted in a greater total mass transfer of CO$_2$ into n-decane. It is suggested that the presence of nanofluid in CW would increase the CO$_2$ solubility in water, which in turn would increase the amount of CO$_2$ that could be transported into the oil phase [20] by increasing the concentration gradient.
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Figure 5.22: Diffusion coefficient of CO\textsubscript{2} in n-decane for CNF-n-decane system at three concentrations of nanofluid (0.05, 0.5, and 1.0 g/l) at 25°C for pressure 10-90 bar.

Table 5.2: Mass fraction of CO\textsubscript{2} in drop phase for different systems at 25°C (10-60 bar).

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>CW-decane</th>
<th>CNF-decane (0.5 g/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0008</td>
<td>0.0015</td>
</tr>
<tr>
<td>20</td>
<td>0.0054</td>
<td>0.006</td>
</tr>
<tr>
<td>30</td>
<td>0.013</td>
<td>0.0232</td>
</tr>
<tr>
<td>40</td>
<td>0.0544</td>
<td>0.0907</td>
</tr>
<tr>
<td>50</td>
<td>0.1406</td>
<td>0.2255</td>
</tr>
<tr>
<td>60</td>
<td>0.2275</td>
<td>0.3702</td>
</tr>
</tbody>
</table>
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6 Summary and conclusions

The thesis combines experimental, theoretical, and numerical approach to estimate the interfacial tension and CO₂ diffusion coefficient. From the IFT and mass transfer studies the work aims to identify the associated physics for CW-hydrocarbon systems. From analysis and the results obtained, the following conclusions are drawn.

In terms of methodology, two novel methods were developed: one in the experimental section and the other in the numerical section. In the experimental section, a new approach in data gathering (section 3.3.5) has been used to obtain the dynamic and equilibrium IFT. In the numerical part, an adaptive interface (boundary) model was developed capable of moving the gas-liquid or liquid-liquid interface; this novel advancement in the model would eliminate errors due to the assumption of static interface.

Unique observations were made regarding the IFT; the IFT for CW-hydrocarbon system was unlike the CO₂-hydrocarbon system. The IFT first increases with pressure up to phase change pressure of CO₂, above the phase change pressure the IFT reduces gradually with pressures. The IFT is maximum at pressures near to and below the phase change pressure of CO₂. Therefore, the phase of CO₂ has a notable influence on IFT. The dependency of the IFT on the density difference between the CW (environment phase) and the hydrocarbon (drop phase) was found to be a major reason for this unique behaviour of the IFT. The IFT variations with temperature are not straightforward. In general, the increase in temperature led to a reduction in the IFT of the CW-decane system. The increase in kinetic and entropy energy due to the increment in temperature was credited to the reduction in the IFT with temperature. However, the IFT at 35°C was lower than that of 45°C; this was credited to the lower Gibbs free energy at 35°C, and to the proximity of 35°C to the critical temperature of CO₂ (33°C).
The CO₂ diffusion coefficient is inversely proportional to IFT. Therefore, the diffusion coefficient decrease with pressure up to phase change pressure of CO₂, above the phase change pressure the diffusion coefficient increases with pressure. Minimum diffusion coefficient is observed at pressure below and near to phase change pressure where IFT is maximum. The diffusion coefficient is also influenced by the CO₂ concentration gradient dictated by the CO₂ solubility.

Two different experimental designs have been presented to study the influence of the degree of carbonation of water surrounding the hydrocarbon on CO₂ mass transfer, and interfacial properties. The first design consists of CO₂+water-n-decane and, for the second, the system consists of CO₂-enriched water (CW)-n-decane. The results showed that the marginally lower swelling (2 to 5%), significantly lower diffusion coefficient (minimum one order lower), and the IFT were marginally higher (5-9%) for the CO₂+water-n-decane, compared to the CW-n-decane. The variance in IFT, swelling, and diffusion coefficient may be credited to the difference in the CO₂ concentration in the CW surrounding the hydrocarbon drop.

Three different alkanes, namely n-hexane, n-heptane and n-decane, were used as the hydrocarbon drop phase. It was observed that the diffusion coefficient was higher and IFT was lower for lighter alkanes compared to heavier alkanes. This was credited to higher CO₂ solubility, a lower intermolecular force and lower viscosity for lighter alkanes.

The interaction of CW with hydrocarbon leads to unique behaviour, which is unlike CO₂-hydrocarbon or the water-hydrocarbon systems. The variation of both IFT and diffusion coefficient with pressure for the CW-hydrocarbon system was the opposite of that of the CO₂-hydrocarbon system. The IFT was considerably higher; the diffusion coefficient was almost three to four orders lower for the CW-n-decane system than for the CO₂-n-decane system. However, from the hydrocarbon drop volume analysis, it was shown that there was
significantly greater swelling of hydrocarbon for the CW-hydrocarbon system compared to that of the CO2-hydrocarbon system.

In the present study, the potential of the combination of silica nanofluid and carbonated water (CNF) was investigated. The presence of nanofluid increased the total CO2 mass transfer and reduced the diffusion coefficient. A larger swelling of hydrocarbon was observed compared to CW-hydrocarbon. It is suggested that the presence of nanofluid in CW would increase the CO2 solubility in water, which in turn would enhance the CO2 mass transfer. Further, the addition of nanofluid lead to decrease in IFT, especially at lower pressures (below 50 bar).

The work also addressed the impact of various slats especially MgCl2 and Na2SO4 in carbonated water (CW). The Mg2+ ion reduce both the CB-n-decane IFT (36.5%) and the CO2 diffusion coefficient into n-decane, in comparison with CW-n-decane system. Mg2+ due to the smaller ionic radius (0.072 nm) forms a tight bound to the first hydration shell [Mg(H2O)6]2+, accordingly it has high effective size and when adsorbs at the interface, it reduces the IFT. While the SO42- increase both the CB-n-decane IFT and the CO2 diffusion coefficient. The SO42- ion is surrounded by up to 14 hydration ions, and outer shell water molecules have free OH. The local OH at the interface may slightly reduce the IFT, this would help the transportation of CO2 into hydrocarbon drop.
Summary and conclusions
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Abstract
The interfacial tension (IFT) and diffusion coefficient of CO2 in a hydrocarbon in a carbonated water (CW) environment were estimated for pressures between 10–100 bar and at temperatures of 25 °C, 35 °C, and 45 °C using axisymmetric pendant drop shape analysis (ADSA). We developed a dynamic numerical model accounting for the changes in properties at the CW–hydrocarbon interface owing to the swelling of the hydrocarbon drop (HD). This approach eliminates an error of about 36% arising from the assumption of a static boundary/volume in conventional methods. The results indicated that the IFT between CW and the hydrocarbon is a function of the CO2 phase density and solubility. At low pressures (<60 bar, 25 °C), IFT is directly proportional to the pressure, while at pressures larger than 60 bar, it is inversely proportional to the pressure. The physical behaviour of the CW–hydrocarbon system is driven mainly by a balance between CO2 solubility and IFT, resulting in a constant CO2 saturation. Despite the decrease in CO2 solubility with temperature, the diffusion coefficient of CO2 increases. The reduction in IFT with temperature counteracts the decrease in CO2 solubility, leading to a higher diffusion coefficient as temperature increases. It is shown here that the CW–hydrocarbon system induces more swelling and lower viscosity compared to similar systems but with pure CO2. As such, CW’s potential for enhanced oil recovery (EOR) is realised.

Keywords: carbonated water, diffusion coefficient, supercritical CO2, interfacial tension

1. Introduction
Carbonated water injection (CWI) has gained significance as an effective enhanced oil recovery (EOR) method and CO2 sequestration method (Riazi et al 2011, Sohrabi et al 2011, Mosavat and Torabi 2014). Numerous studies have been carried out on CWI (Riazi et al 2009, Mosavat and Torabi 2014) regarding its oil recovery. However, few studies have investigated the property alteration of hydrocarbons, and CO2 mass transfer from carbonated water (CW) to hydrocarbons at various pressures and temperatures (Teng and Yamazaki 1998, Farajzadeh et al 2007). Hence, there is a gap in understanding the physics during the CW–hydrocarbon interaction. Mass transfer, interfacial phenomena, and the diffusion of CO2 into the hydrocarbon are fundamental in understanding CO2 EOR mechanisms (Yang and Gu 2005, Sohrabi et al 2011).

Several previous studies developed various methods to estimate the diffusion coefficient of gases in bulk liquids; these methods may be broadly classified as compositional analysis methods (Sigmund 1976, Nguyen and Ali 1998) and pressure decay methods (Upreti and Mehrotra 2002, Sheikha et al 2005). Although these methods gave critical insight into the diffusion of various gases into bulk liquids, they are handicapped either experimentally or numerically. In the compositional analysis, the major concern is the extraction of the sample from the setup and carrying out gas chromatography, especially at high pressures and temperatures, which...
may lead to error in diffusion coefficient calculation (Yang and Gu 2005). Furthermore, the compositional method is expensive, time-consuming, and tedious (Riazi 1996). Pressure decay methods avoid the extraction of samples seen in compositional analysis. Hence, it eliminates the error due to it. However, pressure decay methods demand a long experimental time (20 h to 100 h, or more) (Riazi 1996), and the diffusion coefficient obtained is not for a particular pressure but for a range of pressures (Yang and Gu 2005, Bagalkot and Hamouda 2017). Furthermore, for both compositional and pressure decay methods, for similar experimental conditions and fluids, the calculated diffusion coefficients are distinct (Bagalkot and Hamouda 2017). Hence, there is a need for a well-established, simple, and reliable method for estimating the diffusion coefficient of gases in liquids.

Recently, Yang and Gu (2005) developed a novel method of dynamic pendant drop volume analysis (DPDVA) using axisymmetric pendant drop shape analysis (ADSA) in conjunction with a computational scheme for measuring the gas diffusivity in liquids. The flexibility, simplicity, and lower computation time made DPDVA suitable for calculating the diffusion coefficient of gases into bulk liquids. The primary assumption of the DPDVA model is that the effects of a CO2 mass transfer on the pendant hydrocarbon drop (HD) shape and volume (swelling) on the diffusion process are minimal. Hence, the volume of the liquid pendant drop is assumed constant, and the change in volume due to the diffusion of gases is neglected (Yang and Gu 2006), which indicates that the interface is assumed to be fixed (static). However, during the experiment, the diffusion of gases (for example CO2) into the pendant drop liquid (hydrocarbons) would lead to an increase in the volume of the liquid pendant drop as a function of time. This indicates that the shape and size of the pendant drop, and thus also the position of the interface, will shift until an equilibrium is achieved. Hence, there is a difference between the numerical and experimental volume and interface position in the DPDVA. The assumption of constant liquid pendant drop volume or static interface is justified if there is an insignificant change in the pendant drop volume and interface position like in the CO2–water system. However, when the change in volume is significant or even moderate, the assumption of constant volume would lead to error in determining the diffusion coefficient of gases into liquids. Riazi et al. (2011) carried out a 1D simulation using COMSOL to demonstrate the changes in the interface for the CW–oil system. However, they used an empirical correlation to estimate the diffusion coefficient, and used the diffusion coefficient to simulate the changes in volume and the interface. Furthermore, the model was 1D, which is difficult to apply to real-life situations. In the present study, a novel approach was used to develop a numerical model to eliminate the need of assuming a constant volume. This model is capable of tracing the changes in properties at the interface with time in a 3D diffusion process.

The objective of the present study is to estimate the CO2 diffusion coefficient from CW into n-decane and n-hexane at temperatures of 25 °C, 35 °C, and 45 °C and pressures between 10 and 100 bar. In this work, the dynamic changes made to the hydrocarbon densities as CO2 diffuses are estimated, thus permitting the dynamic interfacial tension (IFT) to be calculated. To the best of our knowledge, the experimental and numerical approaches developed, specifically with the CW–hydrocarbon system, have not been previously addressed in the literature.

2. Theory of CO2 mass transfer in a CW–hydrocarbon system

Figure 1(A) shows a snapshot of the see-through high-pressure visual chamber (VC) in which the experiments are carried out. The water surrounding the HD is saturated with CO2 (CW), and the design of the setup ensures that saturation of CO2 in water is always maintained. The solubility of CO2 is greater in hydrocarbons compared to water, and hence when
the hydrocarbon contacts the CW, the CO₂ from the CW diffuses into the hydrocarbon pendant drop. Additionally, the mass transfer of CO₂ is fuelled by the difference in concentration in the hydrocarbon and the surrounding CW. Thus, the CO₂ mass transfer is from the CW into the HD and continues as long as the hydrocarbon is saturated with the CO₂ mass transfer). Since the pressure, temperature, and saturation of the CO₂ in the surrounding water are kept constant during each experiment, it is justified to assume that the concentration of CO₂ in the surrounding phase (C₇O) of the hydrocarbon is always constant. The mass transfer of CO₂ into the hydrocarbon and its subsequent dissolution will lead to a certain alteration in the physical properties of the hydrocarbon and in the IFT, which is the focus of the study. A well-established ADSA technique is employed in the present work to understand and quantify the mass transfer of CO₂ from CW into n-decane (HD).

2.1. Physical system

Figure 1(B) shows the equivalent spherical HD surrounded by the CW used for the numerical analysis. In figure 1(B), r, z, and R₀ represent the radius of the drop (radial coordinates), axial coordinates, and radius of the spherical drop, respectively; and Dᵥₗ represents the diameter of the cell. In this work, the following justifications were made in defining the diffusion of CO₂ from the surrounding CW into the HD phase. Firstly, the mass transport across the CW–HD interface is diffusive (concentration driven); this is accomplished by using a small volume of the pendant drop, thus eliminating density-driven convection (Yang and Gu 2005). Secondly, the experiments are carried out at a constant temperature, which minimises thermal convection (Yang and Gu 2005). Finally, no chemical reactions occur during the experiment so that the mechanisms of property changes are physical and thermodynamically driven processes.

2.2. Experiments and experimental setup

2.2.1. Material. The n-decane and n-hexane (Merck KGaA with 99% purity) hydrocarbons were used as the HD phase in this experimental work. CW with a CO₂ (Praxair) purity greater than 99.9% provided the surrounding phase. The NIST Chemistry Web Book (Linstrom and Mallard 2010) is the source of density and viscosity values at various pressures and temperatures for n-decane, n-hexane, and CO₂. The solubility of the CO₂, and thereby the density of fully saturated CW, was calculated using the model presented by Chang et al. (1996).

2.2.2. Apparatus. The equipment used and the setup in the present work are similar to those employed by Bagalkot and Hamouda (2017). A schematic of the experimental setup is shown in figure 2. An external pump (maximum pressure of 32 MPa, Gilson) connected to a CO₂ cylinder maintains its pressure. The experimental method used in the present study is intended to measure the volume of the HD and the IFT in a completely automated manner devoid of any human interference.

In the experimental system, the VC was first filled with water (20 ml or 25 ml). The CO₂ was then injected into the VC at experimental pressure, and diffused into the water there. The pump continuously injected CO₂ into the VC until the water reached saturation (at the predetermined pressures and temperatures) and could accept no more of the gas. Experiments using a gas flow metre were carried out at various pressures at 25°C to estimate the saturation level of CO₂ in the water surrounding the HD. The moles of CO₂ obtained at a particular pressure and temperature from the experiments were compared with the results from the model given by Duan and Sun (2003). It was confirmed that irrespective of pressure, the experimental result showed a 95–98% saturation of CO₂ in water compared to the model results. It was thereby safe to assume that the water was saturated with CO₂ once this occurred, and an HD was released. The experimental procedure was as presented by Bagalkot and Hamouda (2017). With the temperature at 0°C the accuracy of the temperature sensor change was ±0.1 °C and at 400°C it was ±0.8 °C. The pressure sensor had an accuracy of ±0.1 MPa at both temperatures.

With the pressure (10–100 bar) and temperature (25 °C, 35 °C, and 45 °C) ranges used in this work, CO₂ may exist as a gas, as a liquid, or in a supercritical state. At 25 °C, the CO₂ will be in the gaseous state up to 64 bar, and a liquid above that. At 35 °C and 45 °C, the CO₂ will be in the gaseous state up to 73 bar, and in a supercritical state above that (Linstrom and Mallard 2010). The pressure where the phase change occurs will be represented by Pₛ in this article.

The IFT was estimated using the ADSA system (KRUSS DSA 100). Diffusion of CO₂ into the pendant drop (PD) alters the density of the PD, which is proportional to the mass of CO₂ transferred into the hydrocarbon (volume or mole fraction) (equation (7)). Therefore, for an accurate dynamic measurement of the IFT, the density of the drop with CO₂ was input in the DSA 100 software to account for the density change. The dynamic density of CO₂ (equation (7)) was accordingly used to obtain the dynamic IFT. The IFT estimation at 35 °C was not carried out in the present study, and for n-hexane the analysis was carried out until 70 bar. In the case of the CO₂-hydrocarbon system, the uncertainty with the measurement is about ±0.3 mN m⁻¹. If water is present, uncertainties rise to ±0.5 mN m⁻¹. The uncertainty is largely affected by the absolute value of the density difference, and increases as the density difference decreases (Jaeger and Eggers 2012).

2.3. Mathematical model

A series of mathematical equations are adopted (Yang and Gu 2005); they represent the mass transfer of CO₂ from CW into the PD. Fick’s second law of diffusion represented by equation (1) adequately describes the diffusive mass transfer process of CO₂ across the interface to the HD. It may be seen from figure 1(B) that the pendant drop is symmetrical about the z-axis. It was therefore convenient to use a cylindrical
coordinate system \((r, \theta)\) rather than a complicated 3D Cartesian coordinate system \((x, y, z)\):

\[
\frac{\partial C}{\partial t} = D(t) \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial C}{\partial r} \right) + \frac{\partial^2 C}{\partial z^2} \right),
\]

where \(C\) is the concentration of CO\(_2\) in the hydrocarbon pendant drop phase \((\text{kg m}^{-3})\) and \(D(t)\) is the diffusion coefficient \((\text{m}^2 \text{s}^{-1})\). A detailed explanation of the boundary conditions for solving the equation (1) may be found in the study by Bagalkot and Hamouda (2017).

Equation (1) along with boundary and initial conditions are numerically solvable, allowing us to obtain the time- and space-dependent concentrations of CO\(_2\) in the drop. A concentration ratio of the CO\(_2\) concentration in the pendant drop \((C_{avg})\) was computed at predefined time steps using equation (2), which gives the total volume of CO\(_2\) diffused in the pendant drop for a given time \(t\).

\[
C_{avg}(t) = \int_{(r,\theta)\in\Omega} \frac{C(r, \theta)}{C_o} r dr dz
\]

The mass transfer of CO\(_2\) into the HD leads to an increase in drop volume (swelling). The degree in swelling depends on the amount of CO\(_2\) that diffuses into the HD. The parameter \(C_{avg}\), which gives the volume of the CO\(_2\) present in the drop, may be used to calculate the swelling factor \((SF)\) as given in equation (3) (Bagalkot and Hamouda 2017). SF is defined as the ratio of the volume of the CO\(_2\)-saturated hydrocarbon \((\text{CO}_2+\text{hydrocarbon})\) to the initial volume of pure hydrocarbon:

\[
SF = 1 + \frac{\int_0^T \frac{\left[ V_{exp}(t) - V_C \right] C_{avg}(t)}{V_{exp}(t)} dt}{\int_0^T \frac{C_{avg}(t)}{V_{exp}(t)} dt},
\]

where \(V_{exp}(t)\) is the experimentally obtained volume of HD at time \(t\); \(T\) is the total experimental or simulation time; and \(V_C\) is the initial volume \((t = 0)\) of the hydrocarbon pendant drop determined experimentally.

At a given time, the volume of the HD is the summation of the initial volume of the drop \((V_C)\) and the increase in volume caused by the CO\(_2\) diffused in the hydrocarbon. The increase in volume is represented by the product of \(C_{avg}\) and \(SF-1\) (Yang and Gu 2005), as represented by equation (4).

\[
V(t) = V_C + (SF - 1) \cdot C_{avg}(t)
\]

An optimisation function \((F)\) is developed, which uses the difference between the experimental \((V_{exp}(t))\) and numerical volume \((V(t))\) of the pendant drop at a given time \(t\). The minimum of the optimisation function \((F_{min})\) was used to obtain the diffusion coefficient of CO\(_2\) in the hydrocarbon pendant drop from the CW (Yang and Gu 2005). The lower the \(F_{min}\), the nearer the numerical result to the experimental result.

\[
F = \frac{1}{T} \int_0^T \frac{[V_{exp}(t) - V(t)]^2 dt}{V_{exp}(t)^2} \times 100\%
\]
It is evident from equation (5) that the optimisation function is dependent on numerical $V(t)$ and experimental $V_{exp}(t)$ volume, and once the experimental volume data at different time steps has been obtained, $F$ depends entirely on the numerical volume $V(t)$. Furthermore, $F$ depends on the $C_{avg}$, and the $SF$ (equations (2) and (3)) and $C_{avg}$ are a function of the diffusion coefficient, indicating $F = f(D, SF)$.

Therefore, $D$ and $SF$ may be used as parameters to obtain the minimum objective function ($F_{min}$). The minimum objective function ($F_{min}$) for $D$ and $SF$ are the measured CO2 diffusion coefficient and oil-SF, respectively.

In the present work, the equation proposed by Herning and Zipperer (1936) was used to calculate the viscosity of the drop phase (CO2 + hydrocarbon) at various time steps and at various CO2 mole fractions. Viscosities obtained from equation (6) have an accuracy of 1.5% average deviation for hydrocarbon mixtures and 5% maximum deviation (Herning and Zipperer 1936).

$$\mu_{\text{drop}} = \left(\frac{(x_{\text{CO2}} \cdot \mu_{\text{CO2}} \cdot \sqrt{M_{\text{CO2}}})}{(x_{\text{HC}} \cdot \mu_{\text{HC}} \cdot \sqrt{M_{\text{HC}}})} + \frac{(x_{\text{HC}} \cdot \mu_{\text{HC}} \cdot \sqrt{M_{\text{HC}}})}{(x_{\text{CO2}} \cdot \mu_{\text{CO2}} \cdot \sqrt{M_{\text{CO2}}})}\right) \cdot \rho_{T},$$

where $\mu_{\text{CO2}}$ and $\mu_{\text{HC}}$ (cP) are the CO2 and hydrocarbon viscosities at a given pressure and temperature, respectively; $x_{\text{CO2}}$ and $x_{\text{HC}}$ are mole fractions of CO2 and the hydrocarbon, respectively, at a given pressure and temperature; and $M_{\text{CO2}}$ and $M_{\text{HC}}$ are molecular weights of CO2 and the hydrocarbon, respectively, at a given pressure and temperature.

The estimated dynamic (a function of time) $x_{\text{CO2}}$ and $x_{\text{HC}}$ may be further used to obtain the density of the binary mixture ($\rho_{\text{mix}}$) for each experimental time step using equation (7) (McBride-Wright et al 2014, Kandil et al 2016, Zambrano et al 2016).

$$\rho_{\text{mix}} = (x_{\text{CO2}} \cdot \rho_{\text{CO2}}) + (x_{\text{HC}} \cdot \rho_{\text{HC}}) \cdot \rho_{T},$$

where $\rho_{\text{CO2}}$ and $\rho_{\text{HC}}$ are the individual densities of CO2 and the hydrocarbon in the drop, respectively, at a given pressure and temperature.

### 2.4. Numerical model

The numerical model and method employed in the present study to obtain the effective diffusion coefficient were adopted from the study by Bagalkot and Hamouda (2017). A spherical HD was considered for the numerical analysis instead of the actual shape of the pendant drop. Figure 1(B) shows the equivalent spherical drop surrounded by the CO2 used for the numerical analysis. In figure 1(B), $R$ is the radius of the spherical drop. The radius obtained from the experimental volume was used to obtain the surface area and volume of the equivalent drop for numerical analysis. The surface area defines the rate of diffusion; hence, it was used as the comparison parameter between the pendant drop (experimental) and spherical drop (numerical). An error of 3%–6% was found depending on the pressure of the system between the experimental and numerical drop surface areas (Bagalkot and Hamouda 2017). Therefore, it is justified to use a spherical drop instead of the actual pendant shape. Furthermore, the assumption of a spherical drop reduces the method’s complexity while maintaining minimal error in the estimation of the diffusion coefficient. A major change in the inclusion of the dynamic nature of the CW–hydrocarbon interface was realized by employing a moving boundary.

#### 2.4.1. Inclusion of the dynamic interface method in the numerical model

As noted from equations (3) and (4) the diffusion coefficient depends on both experimental (dynamic volume data, $V_{exp}$) and numerical ($C_{avg}$) data. From equation (3), it is clear that the calculation of the volumetric average of CO2 in the drop ($C_{avg}$) is a function of the radius or volume of the drop. Most previous studies assumed a quasi-static nature for the CO2 source–hydrocarbon interface (Yang and Gu 2005, Yang and Gu 2006, Bagalkot and Hamouda 2017). According to our knowledge, there are no articles that have attempted to include the effect of a dynamic interface for a 3D system. In figure 1(B), $R_D$ represents the radius of the HD, and the interface should always be positioned at $R_D$. If the HD volume increases, the $R_D$ increases, and the position of the interface changes accordingly so that it is at the new $R_D$; this is possible when the dynamic interface option is adopted in the model. However, if the interface of the drop (boundary) is considered static, then the interface would not change its position according to the new $R_D$ and would always remain at the initial position of $R_D$. This could lead to a discrepancy between numerical and experimental input into the model, resulting in an error in the calculation of the diffusion coefficient.

In the present study, a simple method was developed to incorporate the dynamic nature of the CW–hydrocarbon interface (boundary). The following steps were undertaken to realize this.

(i) Initially ($t = 0$), a fixed number of grids are assigned to $r$ (N) and $z$ (M) directions.

(ii) The volume of the drop is calculated from equation (4) at different time intervals.

(iii) At each time interval, the volume ($V(t)$) is compared with the previous ($V(t-1)$), and the difference between them is obtained ($V(t)$–$V(t-1)$).

(iv) The difference in the volume of the drop ($V(t)$–$V(t-1)$) is then converted to increments in the radius of the hydrocarbon pendant drop ($∆r$), which in turn gives the radial distance moved by the interface.

(v) The increment of the radius is then translated to the number of grids in $r$ (n) and $z$ (m) directions, and is added to the total number of grids in the previous time level (N, M) to obtain the updated number of grids ($N_{\text{avg}}$, $M_{\text{avg}}$).

(vi) The new or updated grids are used to solve the set of equations. This process is repeated for every time level and for every $D_t$ input.

Table 1 compares the diffusion coefficients and $C_{avg}$ values for the cases, taking into account the dynamic and static interfaces (25°C, CW–decane system) for different
pressures (or different volume increases). It may be noted from table 1 that the error caused by the fixed interface assumption is small (2%) at low pressures when the volume increase is small. However, the error escalates exponentially as the pressure increases. The percentage error increases from 2% at 10 bar to approximately 36% at 60 bar. Therefore, it is clear that, even with a moderate volume increase, errors larger than 15% occur. This makes it important to include the effect of the dynamic interface when calculating changes in HD properties.

3. Results and discussions

3.1. Analysis of the HD volume

Figure 3 presents the relative volume of the HD as a function of time at 25 °C, showing the nature and magnitude of the swelling. Figure 3(A) presents the relative volume at pressures of 10–60 bar (gaseous CO₂) while figure 3(B) shows it at pressures of 70–100 bar (liquid CO₂). It may be observed from figure 3(A) that, for all experimental pressures, there is an initial rapid increase in the volume of the HD followed by a gradual increase until the equilibrium volume is reached. The observed profile of the volume with time may be attributed to the variation in the CO₂ concentration gradient at the interface between CW and the HD (n-decane). This is the driving force for the mass transfer of CO₂ into and towards the centre of the HD. The concentration gradient reduces with the increase in CO₂ mass transfer until an equilibrium is attained.

Similar observations to those made in figure 3(A) apply to figure 3(B), where the CO₂ is in the liquid phase at 25 °C and has a density similar to n-decane. However, the major difference among figures 3(A) and (B) is that the total increase in the relative volume is 1.255 at 70 bar, compared with 2.134 at 60 bar, thus indicating a considerable reduction in the increment of HD volume. Above 70 bar, a small and gradual rise in the swelling is observed until 100 bar is reached. A significant change in CO₂ density occurs over a pressure range of 10–60 bar (figure 3(A)) (gaseous CO₂) compared with 70–100 bar (liquid CO₂) (figure 3(B)). The increase in density (60 to 70 bar for CO₂ is about 290% (0.191 g ml⁻¹ to 0.743 g ml⁻¹)) alters the composition and intermolecular interaction between the molecules present in the HD (n-decane + CO₂). With the gaseous CO₂ ($P < P_f$), the CO₂ molecules in the HD are spread out. However, for

---

**Table 1. Diffusion coefficient data for fixed and moving interface methods.**

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Volume ratio ($V_{final}/V_{initial}$)</th>
<th>Static interface method</th>
<th>Dynamic interface method</th>
<th>% change in the $D_{CO2}$ from static to dynamic interface</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.031</td>
<td>5.325</td>
<td>5.4234</td>
<td>2.015</td>
</tr>
<tr>
<td>30</td>
<td>1.155</td>
<td>2.2116</td>
<td>2.5392</td>
<td>14.812</td>
</tr>
<tr>
<td>60</td>
<td>2.134</td>
<td>0.5934</td>
<td>0.8073</td>
<td>36.045</td>
</tr>
</tbody>
</table>

Figure 3. Change in volume (relative) of the n-decane (HD) for (3A) 10–60 bar (gaseous CO₂ region) and (3B) 70–100 bar (liquid CO₂ region) at 25 °C.
liquid CO\(_2\) \((P > P_1)\), the molecule-spreading in the HD is confined, and molecules are closer to each other than for when the CO\(_2\) is in the gaseous phase; this indicates a lower intermolecular force for pressures \(P < P_1\) compared to \(P > P_1\), Yang et al (Yang 2013) explained that there would be a higher and easier mass transfer of CO\(_2\) into the hydrocarbon if the intermolecular force is lower. The observation and given explanation may be further verified by observing the equilibrium mole fraction of CO\(_2\) in the HD at various pressures and temperatures presented in table 2. In table 2, the data presented in the grey, blue, and brown boxes represent the CO\(_2\) gaseous, liquid, and supercritical pressure regions, respectively. It may be noted that the mole fraction of CO\(_2\) in the HD at 25 °C increases with pressures up to 60 bar \((P < P_1)\), indicating an enhanced mass transfer. Similar to volume (figure 3(B)), the transferred mole fraction of CO\(_2\) decreases significantly when the pressure changes from 60 to 70 bar, indicating a reduced mass transfer of CO\(_2\) due to an increased intermolecular force. As the pressure increases above 70 bar (to 100 bar), the mole fraction of CO\(_2\) in the drop is approximately constant with a minimal increment up to 100 bar.

Figure 4 illustrates the influence of the temperature on the evolution of n-decane HD at 25 °C, 35 °C, and 45 °C at 40 bar. A drop in the equilibrium volume upon raising the temperature is observed from figure 4, and may be credited to a reduction in the solubility of CO\(_2\) in liquids with increases in temperature. The reduction in solubility leads to a reduced CO\(_2\) mass transfer from CW to the HD, as observed in table 2. Interestingly, unlike equilibrium volume, the temperature has an opposite effect on the equilibrium time (time required to attain equilibrium volume, indicated by a vertical dashed line), with equilibrium time being lesser with the rise in temperature. As the temperature is raised, the viscosity of the hydrocarbon decreases, and the kinetic energy of the molecules increases. These factors may enhance the CO\(_2\) mass transfer rate, wherein there will be a greater driving force for the CO\(_2\) to transport into the HD from CW. Thus, at isobaric conditions the increment in temperature reduces the total mass transfer of CO\(_2\) into HD (less swelling); however, the rate of mass transfer increases, indicating a higher rate of diffusion.

Figure 5 compares the swelling of the HD comprising n-hexane and n-decane at 45 °C and pressures of 10, 30, and 50 bar. The n-hexane HD experiences a greater total increase in volume over n-decane of about 22% (1.301 for the decane and 1.668 for the hexane HD) and 10% (1.102 for the decane and 1.223 for the hexane HD) at 50 and 30 bar, respectively. The enhanced swelling of n-hexane HD reflects lower intermolecular forces and a reduced viscosity compared with the n-decane HD so that the CO\(_2\) mass transfer into n-hexane HD is higher (Yang et al 2013). It can also be seen from figure 5 that the volume profile for the hexane HD during the initial period (0-50 min depending on the pressure) has a higher slope than the decane HD, indicating a faster increase in volume for the hexane + CO\(_2\) HD than for the decane + CO\(_2\) HD. The CO\(_2\) diffusion coefficient is thereby larger for the n-hexane HD than for the n-decane HD (this will be studied in a later section).

Table 3 shows the relative equilibrium volume of the n-decane pendant drop for the CO\(_2\)-n-decane system (Bagalkot and Hamouda 2017) and CW-n-decane system carried out in a similar experimental setup and experimental conditions (30, 40, and 50 bar at 25 °C). It is evident from table 3 that even at low pressures (30 bar) there was a 7.44% increase in the volume of the hydrocarbon, and this changes exponentially with pressure reaching approximately 50% at 50 bar. This may demonstrate the potential of using CW injection for EOR. It could be highly significant for combined CW injection and CO\(_2\) sequestration since standalone carbon capture and storage (CCS) is not impressive from a financial perspective (Li et al 2016). CWI combined with CCS would be both economic (improved recovery) and more efficient for sequestering CO\(_2\).

### 3.2. Analysis of the density and viscosity of the HD

In the following figures, the depicted changes in the viscosity and density are from the beginning of the CO\(_2\) mass transfer \((t = 0)\) when the HD consists of 100% hydrocarbon to

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>Decane (T = 25 °C)</th>
<th>Decane (T = 35 °C)</th>
<th>Decane (T = 45 °C)</th>
<th>Hexane (T = 25 °C)</th>
<th>Hexane (T = 35 °C)</th>
<th>Hexane (T = 45 °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.0033</td>
<td>0.0013</td>
<td>0.0014</td>
<td>0.0041</td>
<td>0.0017</td>
<td>0.0023</td>
</tr>
<tr>
<td>20</td>
<td>0.0165</td>
<td>0.0081</td>
<td>0.0086</td>
<td>0.0205</td>
<td>0.0098</td>
<td>0.0126</td>
</tr>
<tr>
<td>30</td>
<td>0.0422</td>
<td>0.0327</td>
<td>0.026</td>
<td>0.0531</td>
<td>0.0333</td>
<td>0.0368</td>
</tr>
<tr>
<td>40</td>
<td>0.1671</td>
<td>0.0795</td>
<td>0.044</td>
<td>0.2138</td>
<td>0.1015</td>
<td>0.0907</td>
</tr>
<tr>
<td>50</td>
<td>0.3808</td>
<td>0.209</td>
<td>0.1068</td>
<td>0.4596</td>
<td>0.2311</td>
<td>0.1856</td>
</tr>
<tr>
<td>60</td>
<td>0.5891</td>
<td>0.4581</td>
<td>0.1618</td>
<td>0.6252</td>
<td>0.51</td>
<td>0.3352</td>
</tr>
<tr>
<td>70</td>
<td>0.4521</td>
<td>0.5721</td>
<td>0.3192</td>
<td>0.4785</td>
<td>0.6713</td>
<td>0.5522</td>
</tr>
<tr>
<td>80</td>
<td>0.4608</td>
<td>0.3456</td>
<td>0.179</td>
<td>0.4578</td>
<td>0.3252</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.4747</td>
<td></td>
<td>0.1834</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>0.5071</td>
<td></td>
<td>0.1889</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
the end of CO₂ mass transfer ($t = \text{equilibrium time}$) (HD is saturated with CO₂).

Figure 6 shows the density changes in the HD comprising n-decane owing to CO₂ diffusion at 25 °C, 35 °C, and 45 °C, at pressures of 0–100 bar. The negative sign in figure 6 indicates a density reduction from the initial value, and vice versa. For pressures up to $P_T$ (indicated by vertical dashed lines) the density of the HD decreases, and the reduction in the density increases as the pressure increases. As CO₂ diffuses into the n-decane, a binary mixture of CO₂ and n-decane is formed in HD, and the density of the binary mixture is a function of the volume fraction and molecular weight of both CO₂ and n-decane (equation (7)). As the low-density gaseous CO₂ ($P < P_T$ at 25 °C) mixes with relatively high-density n-decane, the density of the binary mixture is reduced. Additionally, from table 2 it may be noted that the mole fraction of CO₂ in the HD increases up to $P_T$, indicating a greater CO₂ mass transfer as pressure increases, leading to an enhanced dilution of n-decane. However, when the pressure is raised beyond $P_T$, a significant increase in the density of the HD is observed and may be credited to the change in the density of the CO₂ at $P > P_T$. The density of CO₂ surges from $0.191 \text{ g ml}^{-1}$ at 60 bar (gaseous CO₂) to $0.743 \text{ g ml}^{-1}$ at 70 bar (liquid CO₂), which is above the density of pure n-decane at 70 bar, 25 °C (0.732 g ml⁻¹). Thus, for $P > P_T$ the denser CO₂ mixes with n-decane, and the resulting binary mixture has a higher density than n-decane. The increase in the density of the HD continues as pressure is raised from 70–100 bar. However, the increase in the density at this pressure range (70–100 bar) is not as sharp as the observed decrease in density for below $P < P_T$. A similar observation is shown in table 2.

In addition to the percentage change in the density of the n-decane HD at 25 °C, figure 6 shows the data at 35 °C and
45 °C. Even though the trend is similar at all experimental temperatures, two notable differences may be identified. First, the reduction in the HD density is inversely proportional to the temperature. At isobaric conditions, the n-decane HD density reduction slows as temperature rises from 25 °C to 45 °C in the 0–60 bar pressure range (P < P_f) for CO₂. This observation is similar to the one discussed earlier on volume analysis (figure 4 and table 2), and may be attributed to a reduction in CO₂ mass transfer owing to a decline in CO₂ solubility as the temperature rises. Secondly, the density variation is different above the P_f between 25 °C and 35 °C/ 45 °C. An increase in HD density occurs above P_f (0.61% to 2.69%) at 25 °C. However, at 35 °C (−24%) and 45 °C (−11.15% to −5.88%) a reduction in HD density takes place. At 35 °C and 45 °C for P > P_f, CO₂ is in the supercritical phase. The density of supercritical CO₂ is lower than those of liquid CO₂ and n-decane (for a given pressure and time). As a result, the HD density is reduced.

Figure 7 shows the percentage change in the viscosity of n-decane HD at 25 °C, 35 °C, and 45 °C. As with density (figure 6), the viscosity change for the HD is dependent on the CO₂ phase. For pressures up to P_f, HD viscosity reduces owing to the CO₂ mass transfer. Viscosity behaviour deviates from the normal trend at P > P_f, and the reduction in viscosity diminishes significantly for P > P_f and may be attributed to the change in the CO₂ phase across P_f. At 25 °C, CO₂ viscosity increases from 0.0183 cP at 60 bar to 0.0616 cP at 70 bar, which represents an increase of about 236% compared with just about 10% from 50–60 bar. As pressure is increased above 70 bar, the reduction in the viscosity of the n-decane HD increases (−31.37% at 70 bar to −43.67% at 100 bar), indicating a return to the normal trend.

To analyse the influence of temperature on viscosity changes, figure 7 also includes the percentage change in viscosity of HD at 35 °C and 45 °C. It may be observed that, at isobaric conditions, the rise in temperature has a negative effect on the reduction in viscosity; this is similar to the observation for the change in density (figure 6). The inverse relationship of the viscosity reduction with temperature reflects a decline in CO₂ solubility as temperature rises. A similar inverse relationship was observed by Barclay and Mishra (2016).

3.3. Analysis of the IFT of the CW–HD

Figure 8 shows the variation of the IFT with time for the CW–n-decane system at 25 °C, for 10–60 bar (figure 8(A), gaseous CO₂) and 70–100 bar, (figure 8(B)) (liquid CO₂). In figure 8(A), at isobaric conditions, the IFT increases with time, reaching a value greater than the initial value. This was not observed in the CO₂–hydrocarbon (Bagalkot and Hamouda 2017, Honavar et al 2017), where the IFT decreased with time. The observed increment in the IFT with time (figure 8(A)) may be due to the density variations in CW and n-decane. The dissolution of CO₂ into water increases the density of water (CW) (Farajzadeh et al 2007), whereas dissolution of CO₂ in light hydrocarbons decreases the density; this would result in an increased density difference, which is also observed in figure 6. The IFT is directly proportional to the density difference (Ghorbani and Mohammadi 2017, Honavar et al 2017). Interestingly, an opposite trend is observed in figure 8(B) for the pressure range of 70–100 bar: the IFT decreases with time such that the equilibrium IFT is lower than the initial value. The results from figure 6 (for 70–100 bar) indicate a reduction in the density difference, and hence the observed reduction in the IFT in the WIT with time (figure 8(B)). A similar result for CW–crude oil was observed by Honavar et al (2017) for a pressure range of 70–100 bar (supercritical CO₂).

Figure 9 presents the equilibrium IFT and density difference between CW and the HD for pressures of 10–100 bar at 25 °C and 45 °C for the CW–decane system. First, the analysis will be carried out at isothermal conditions (25 °C); in the next paragraph, the influence of the temperature (25 °C and 45 °C) will be discussed. It may be observed from figure 9(A) that at 25 °C for P < P_f, the variation of the equilibrium IFT increases with pressure. This behaviour is similar to a water–n-decane system, where a linear and direct relationship between the IFT and pressures up to 3000 bar at various temperatures was observed (Jennings 1967, Wiegand and Frank 1994). However, for P > P_f, the relation between the equilibrium IFT and pressure deviates from that of the water–n-decane system: above P_f the equilibrium IFT decreases with an increase in pressure, as observed from figure 9(A). Hence, the dissolution of liquid CO₂ (high-density CO₂ at 25 °C) in water reduces the IFT of the water–n-decane system (Jennings 1967, Wiegand and Frank 1994).

Furthermore, it may be observed from figures 9(A) and (B) that both the equilibrium IFT and density difference initially increase as pressure increases for 0–60 bar; this is followed by a substantial reduction between 60–70 bar, and a gradual decrease until 100 bar. The similarity in the behaviour of the equilibrium IFT and density difference with pressure may
validate the discussion presented in figure 8 that density difference controls the equilibrium IFT. Regardless of temperature (25 °C and 45 °C), in figure 9(A) the general trend of the equilibrium IFT with pressure is similar to that discussed in figures 8 and 9. It may be observed in figure 9(A) that for isobaric conditions increasing the temperature reduces the IFT. The kinetic energy and mobility of the molecules (entropy) of the HD (CO2 + n-decane) increases with the rise in temperature, thus increasing the total energy of the interface of the CW and HD (Honarvar et al 2017). The increment in the total energy would reduce the Gibbs free energy, resulting in the reduction of the IFT (Honarvar et al 2017). Additionally, at 45 °C there is a lower mass transfer of CO2 in the HD (table 2) compared to at 25 °C, leading to a smaller reduction in the density of the HD (figure 6), and hence a lower density difference and lower IFT. However, for $P > P_e$, the equilibrium IFT of 45 °C is greater than at 25 °C. The density difference for 45 °C is greater than that at 25 °C, which could be due to the different phases of CO2 (liquid at 25 °C and supercritical at 45 °C). Hence, the influence of the density is more than the influence of kinetic energy.

Figure 8. Dynamic change in the IFT of the n-decane HD for (8A) 10–60 bar (gaseous CO2 region) and (8B) 70–100 bar (liquid CO2 region) at 25 °C.

Figure 9. (9A) Equilibrium IFT and (9B) Density difference at 25 °C and 45 °C for n-decane HD for a pressure range of 10–100 bar.
Figure 10 shows the equilibrium IFT for the n-decane and n-hexane HDs at 25°C and with a pressure range of 10–70 bar. For the CW–hexane system above 70 bar, the DSA software fails to recognise the interface, and hence does not estimate the IFT. This is due to the lower contrast between the drop and environment. It is observed from figure 10 that the variation in the equilibrium IFT with pressure is similar to that of the CW–decane system (figure 9). The CW–decane and CW–hexane systems behave similarly with pressure and temperature. However, the equilibrium IFT is lower for the CW–hexane system than for the CW–decane, indicating lower resistance to CO₂ mass transfer across the interface for the CW–hexane system. Because the molecular mass of n-hexane is lower than n-decane, the intermolecular force governed by the London force operating among n-hexane molecules will also be smaller. A smaller intermolecular force indicates a lower IFT, and thereby a lower equilibrium IFT observed for n-hexane.

3.4. Analysis of diffusion coefficient

Figure 10 shows the estimated effective diffusion coefficient of CO₂ in the n-decane system at three temperatures (25°C, 35°C, and 45°C) and pressure range from 10–100 bar. It may be observed from figure 10 that the diffusion coefficient decreases as pressure increases for $P < P_2$, where the CO₂ exists in the gas phase and increases with pressure for $P > P_2$ (liquid CO₂). From figures 8 and 9 it was observed that the equilibrium IFT increases with the pressure (for $P < P_2$), indicating an increase in resistance to the rate of mass transfer of CO₂ from CW into the hydrocarbon. This may explain the observed reduction in the diffusion coefficient (figure 10) as pressure increases. However, the role of CO₂ solubility on the diffusion coefficient cannot be disregarded. It may be recalled from the discussion of figure 8 that the CO₂ solubility reduces the density of the hydrocarbon (n-decane), and hence the density difference across the interface increases. This in turn would reduce the IFT. At $P > P_2$ (figure 10) the diffusion coefficient increases almost linearly with pressure. Accordingly, at $P > P_2$ the IFT decreases with the pressure.

Figure 10 also depicts the influence of temperature on the effective diffusion coefficient of CO₂ in n-decane from CW, at 35°C and 45°C. At first glance, this seems to contradict our earlier discussion, where the CO₂ solubility decreased with temperature. However, the IFT decreases as temperature increases, i.e. enhances the CO₂ mass transfer.

The CO₂ diffusion coefficient in n-decane and n-hexane at different pressures (10–70 bar) and at 25°C is plotted in figure 11. The variation of the CO₂ diffusion coefficient with pressure for the CW–hexane system is similar to that
<table>
<thead>
<tr>
<th>System</th>
<th>Method</th>
<th>Pressure (bar)</th>
<th>Temperature (°C)</th>
<th>Diffusion coefficient ($10^{-9}$ m$^2$ s$^{-1}$)</th>
<th>IFT (mN m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO$_2$–brine (Yang et al 2006)</td>
<td>ADSA</td>
<td>18.8–47</td>
<td>27</td>
<td>0.45–1.0</td>
<td>58–36</td>
</tr>
<tr>
<td>CO$_2$–decane (Bagalkot and Hamouda 2017) (25 °C)</td>
<td>ADSA</td>
<td>30–50</td>
<td>25</td>
<td>1.175–1.75</td>
<td>14.32–4.5</td>
</tr>
<tr>
<td>CO$_2$–crude oil (Yang and Gu 2008)</td>
<td>ADSA</td>
<td>3.2–43.9</td>
<td>27</td>
<td>0.47–2.49</td>
<td>25–12</td>
</tr>
<tr>
<td>CO$_2$–water (Umer and Himmelblau 1964)</td>
<td>Laminar falling jet</td>
<td>1</td>
<td>25</td>
<td>1.95</td>
<td>—</td>
</tr>
<tr>
<td>CW–decane (present study)</td>
<td>ADSA</td>
<td>10–60</td>
<td>25</td>
<td>0.0683–0.0169</td>
<td>42–80.75</td>
</tr>
</tbody>
</table>
observed in the CW–decane system (figure 10). The difference between the CW–decane and CW–hexane system lies in the magnitude of the diffusion coefficient, with that for CO₂ being higher for the CW–hexane system than for the CW–decane system. Because of the lower intermolecular force, CO₂ mass transfer into an n-hexane HD is easier than with n-decane. From figure 11 it may be observed that the IFT is lower for the CW–hexane system than for CW–decane at a given pressure and temperature. The combined influence of a lower intermolecular force and lower IFT may therefore be attributed to the higher CO₂ diffusion coefficient in the n-hexane HD than in the n-decane HD. Furthermore, analysis of figure 7 concluded that the equilibrium volume is achieved in a shorter time for the n-hexane HD than for the n-decane HD. This indicates a faster rate of mass transfer for the n-hexane HD. Figure 11 shows the error bar for the effective diffusion coefficient of CO₂. For both CW–hexane and CW–decane systems the error increases with pressure up to 60 bar and then decreases at 70 bar; however, the highest error is observed at pressures near the phase change pressure (Pₜ). For the CW–hexane system the error increases from 0.015% at 10 bar to 7.5% at 60 bar, and decreases to 1.5% at 70 bar; for the CW–decane system it increases from 0.25% at 10 bar to 8.5% at 60 bar, and decreases to 6.3% at 70 bar.

Table 3 compares the effective CO₂ diffusion coefficients and IFT of the present study (CW–decane) with those published in the literature for CO₂–reservoir brine (Yang et al 2006), CO₂–decane (Bagalkot and Hamouda 2017), CO₂–crude oil (Yang and Gu 2008), and CO₂–water (Unver and Himmelblau 1996). Except for one, all the literature employ ADSA, hence allowing easy comparison. It may be observed that the estimated diffusion coefficient of CO₂ in decane in the present study for the CW–decane system is approximately one order of magnitude lower (0.006–0.016 m² min⁻¹) than that of other studies for CO₂–liquid systems (CO₂–brine/decane/water/crude oil). The lower CO₂ mass transfer (diffusion coefficient) across the interface for the CW–decane system compared to the CO₂–liquid system may be attributed to the higher IFT, as observed in table 4. However, among the CO₂–liquid systems, the IFT and diffusion coefficients are comparable. Additionally, for the CW–decane system the IFT increases with pressure (similar to the water–decane system) and the diffusion coefficient decreases with pressure, which is in contrast to the CO₂–liquid system.

4. Conclusions

Experimental and numerical approaches were used in the present study to address the parameters that may influence the CW injection process for pressure and temperature ranges covering gas, liquid, and supercritical phase transitions for CO₂. The outcome of the numerical model developed made it possible to track the changes in properties owing to the swelling at the CW interface as a function of time (dynamic IFT). Dynamic IFT eliminates errors (up to 36%) arising from the assumption of constant volume/properties. A compositional model combining experimental data was developed and used to calculate the diffused CO₂ mass into HDs (comprising of n-decane or n-hexane) as a function of time.

At pressures below Pₜ, CO₂ solubility is a dominant factor in altering hydrocarbon properties. For P < Pₜ (gaseous CO₂), the IFT showed a direct relationship with pressure; meanwhile, at P > Pₜ (liquid/supercritical CO₂ phases), the IFT was inversely proportional to the pressure. The results from the numerical model showed that the diffusion coefficient was a function of the IFT and CO₂ solubility, with the IFT being the major contributor. The CW–hexane system (lighter hydrocarbon) showed a lower IFT than CW–decane. This may be explained by the relatively higher solubility of CO₂, lower intermolecular force between the hydrocarbon’s molecules, and hence lower viscosity for the lighter hydrocarbon. The lower IFT and intermolecular forces related to CW–hexane lead to a higher CO₂ diffusion coefficient in hexane compared to that in decane for a given pressure and temperature. Additionally the lower intermolecular force and reduced viscosity for hexane compared to decane lead to additional CO₂ mass transfer and hence swelling. Furthermore, the volume profile for the hexane HD during the initial period (0–50 min depending on the pressure) had a higher slope than the decane HD, indicating a faster increase in volume (swelling).

From the HD volume analysis, it was concluded that swelling and viscosity reduction was greater for the CW–decane system compared with CO₂–decane, indicating that CW may be a better displacing fluid for hydrocarbon recovery. At 50 bar, about 50% more swelling was observed for the CW–decane system compared with the CO₂–decane.
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ABSTRACT

The current method describes a simple modification to the dynamic and equilibrium interfacial tension (IFT) measurement in a multiphase system (gas-liquid/liquid-liquid) by the Axisymmetric Drop Shape Analysis (ADSA) pendant drop technique. The primary difficulty associated with dynamic IFT measurement by ADSA is providing the appropriate phase densities, especially in a system consisting of gas (CO₂, methane, and propane) and liquids (water and hydrocarbon). The density of the phases is calculated using a, considering the solubility of gases in liquids, as a function of time. The calculated densities of the phases are then used as inputs in the experiment to measure the IFT at high pressure and temperature PVT-cell.

The method offers benefit such as:

- Straightforward and cost effective as it does not require additional experimental setup (like density meter) or a complicated equation of state.
- The composition of the binary mixtures (mole and mass) and the density changes of the binary mixture due to mass transfer may be obtained as a function of time at fixed pressure and temperature.
- IFT as a function of time is measured by taking into consideration of correct phase density.

© 2018 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Specifications Table

<table>
<thead>
<tr>
<th>Subject area</th>
<th>Select one of the following subject areas:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• Chemical Engineering</td>
</tr>
<tr>
<td></td>
<td>• Engineering</td>
</tr>
<tr>
<td></td>
<td>• Mathematics</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>More specific subject area</th>
<th>Mass transfer and interfacial science</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method name</td>
<td>Dynamic IFT measurement</td>
</tr>
<tr>
<td></td>
<td>Equipment: <a href="https://www.kruss-scientific.com/products/contact-angle/dsa100/drop-shape-analyzer-dsa100/">https://www.kruss-scientific.com/products/contact-angle/dsa100/drop-shape-analyzer-dsa100/</a></td>
</tr>
<tr>
<td></td>
<td>Software: <a href="https://www.kruss-scientific.com/products/advance-software/overview/">https://www.kruss-scientific.com/products/advance-software/overview/</a></td>
</tr>
</tbody>
</table>

Method background and description

Interfacial tension plays a significant role in numerous engineering applications involving multiphase flow. Measuring the IFT is a crucial part of multiphase systems, there are several methods available like ring method, drop volume method, spinning drop method, bubble pressure method and pendant drop method. In recent years, the pendant drop method has been widely used as an effective method with high accuracy (±0.05 mN/m²) [1,2], especially at elevated pressure and temperature. There are several types of equipment available that rely on pendant drop method to estimate the IFT, few of them are IFT-700 (Vinci Technologies), IFT-10-P (Core laboratories), DSA-00 (KRÜSS), and Model-190 (ramé-hart instrument). Most of these use image processing combined with Young-Laplace equation to estimate the IFT.

The primary difficulty associated with IFT measurement by pendant drop mechanism is providing the appropriate densities of the two phases, especially in a system consisting of gas (like CO₂, methane, and propane) and liquids (water and hydrocarbon). Multiphase systems like CO₂-hydrocarbon, CO₂-water/brine, and carbonated water-hydrocarbon are of increasing interest due to their application in petroleum (CO₂ EOR) and environmental (CO₂ sequestration) and renewable energy (geothermal). When CO₂ contact liquid (hydrocarbon) it diffuses and dissolves into the liquids, forming a binary mixture. The diffusion of gases into liquids alters the composition of the resulting binary mixture, hence alter the properties like density.

Obtaining the density of the binary mixture is complex, especially at elevated pressures and temperatures and as a function of time. Most of the studies have neglected the density changes due to the solubility effects of dissolved gases in bulk liquids and have used the density of pure fluids instead of the binary mixture [3,4]. While some studies have used separate high pressure and temperature density measuring equipment at equilibrium condition (not dynamic), which complicates the system [5,6], as it requires two different setups. Some studies have even used a complex equation of state model (GEOR equation of state (EOS)) [7].

In the present study, a simple and effective method is used to measure the dynamic and equilibrium IFT of the fluid-fluid system with a mass transfer across the interface. Instead of a complicated EOS model or expensive additional instrument, in the present method, the density of changes in the hydrocarbon due to CO₂ mass transfer is measured from a combination of experimental and analytical approach, and the obtained density is then used to estimate the IFT by pendant drop technique.

Principle of IFT measurement

The pendant drop method is an effective and popular means to measure the interfacial tension of liquid-liquid or liquid-gas system. In the pendant drop method, the drop is created from a needle
Experimental purity is governed by gravity and the surface/interfacial tension. The IFT is calculated from the shadow of the digital image captured by the camera using the drop shape analysis. The drop shape analysis relies on Young-Laplace equation (Eq. (1)) for calculation of IFT [8,9].

$$\Delta P = \sigma \cdot \left(\frac{1}{r_1} + \frac{1}{r_2}\right),$$

where $\Delta P$ is the pressure across the interface; $r_1$ and $r_2$ are the principal radii of the pendant drop, and $\sigma$ is the interfacial/surface tension.

While carrying out an IFT measurement, the scale of the digital image is measured first to get the actual dimension of the pendant drop. Once the scale is obtained, using grey scale analysis, the shape of the drop is then determined. A shape parameter (B) is then adjusted in a numerical method until the calculated drop shape resembles with the actual shape. The interfacial tension may then be calculated from Eq. (2) from the density difference between the $P_g$ and $P_d$ ($\Delta P=P_d - P_g$) and the modified shape parameter (B) [8,10].

$$\sigma = \frac{\Delta \rho gd^2}{B},$$

where $\Delta \rho$ is the density difference between the phases; $g$ is the acceleration due to gravity, and $d$ is the maximum horizontal diameter of the unmagnified pendant drop.

From Eqs. (1) and (2) it may be observed that except for density difference ($\Delta \rho$), the rest of the parameters are calculated by the image processing software. The density of the phases goes as input that the user has to provide. Therefore, even if the software is highly accurate, an inaccurate density input would result in an incorrect IFT. Therefore, the actual density of the phases play a crucial role in estimation of the IFT.

Materials

In the present study, CO$_2$ (PRAXAIR with purity greater than 99%) and n-decane (Merck KGaA with purity 99%) were used as the experimental fluids. NIST Chemistry Web Book [11] was the source of density and viscosity measurements for pure substances (n-decane, and CO$_2$).

Experimental setup

Fig. 1A shows the schematics of the experimental setup. The critical part of the setup is the High-Pressure Pendant Drop Apparatus (PD-E1700 LL-H) (PVT-cell) built by EUROTHECHNICA and KRUSS [12], which has been used to measure the interfacial tension. In Fig. 1A, PVT-cell is corrosion resistant, high-
pressure cylindrical chamber (25 ml capacity) having a limiting pressure and temperature of 690 bar and 180 °C respectively. The PVT-cell is a see-through chamber, in which the pendant drop will be created. Fig. 1B shows the arrangement of drop phase (pendant drop, \( P_d \)) and the surrounding environmental phase (gas or liquid, \( P_g \)) in the PVT-cell. The temperature of the PVT-cell is controlled by a NiCr-Ni thermocouple fitted with a digital indicator. The pressure of the system is maintained externally through a pump (maximum pressure of 32 MPa, GILSON) connected to the gas cylinder. The PVT-cell has a see-through window and is placed between a high-resolution camera (CF03), and a light source. KRUSS DSA 100 (ADVANCE) [13] software is used to analyse the acquired images and compute the \( P_d \) volume, and interfacial tension (IFT) at pre-set time steps. Further, details of the experimental setup may be found in Bagalkot and Hamouda [14]. The pressure sensor has an accuracy of ±0.1 MPa, while the temperature sensor has accuracy of ±0.1 °C at 0 °C to ±0.8 °C at 400 °C, respectively.

**Procedure for measurement of IFT**

In the current work the \( \text{CO}_2 \)-decane system has been taken as the reference system, with \( \text{CO}_2 \) being the environmental phase/fluid (\( P_g \)) and n-decane the drop phase/fluid (\( P_d \)). Fig. 2 shows the schematic representation of the process involved in the measurement of IFT.

1. The PVT-cell is filled with the environmental fluid at required pressure using the \( \text{CO}_2 \) cylinder connected to the pump, which is set at the required pressure as shown in the Fig. 1A. Therefore, at all times the pressure inside the PVT-cell is maintained. Further, the temperature of the PVT-cell is set, which is maintained by a NiCr-Ni thermocouple.
2. Once the PVT-cell consisting of environmental fluid achieves the required pressure and temperature, an n-decane pendant drop (\( P_d \)) is created at the end of the capillary tube as shown in the Fig. 1B.
3. As soon as the pendant drop is created, the camera and the ADVANCE software starts to capture the high-resolution digital images of the pendant drop for the analysis.
4. Diffusion of \( \text{CO}_2 \) (\( P_g \)) into the n-decane (\( P_d \)) starts when the fluids come in contact with each other, resulting in a binary mixture of \( \text{CO}_2 \)+decane. The diffusion of \( \text{CO}_2 \) would result in increased volume of \( P_d \). The experiment will continue until the volume of the pendant drop has reached equilibrium.

Fig. 2. Schematic representation of the process involved in the measurement of IFT.
(point above which there is no or minimal increment in the volume of the pendant drop) (Fig. 3 at 50 bar 25 °C).

5 From the images captured, with the aid of the image analysis software, the volume of the $P_d$ at different time steps will be obtained (Fig. 3).

At the start of the experiment (time $t = 0$), the $P_d$ consists solely of n-decane (100% hydrocarbon). With the initiation of the CO$_2$ diffusion ($t > 0$ s), the volume of the $P_d$ increases due to the additional volume of CO$_2$. Hence, the volume of the pendant drop ($V_{pd}$) would be a summation of the volume of hydrocarbon ($V_{HC}$) and the increase in volume caused by the diffusion of CO$_2$ ($V_{CO2}$) in the $P_d$, as given by Eq. (3).

$$V_{pd}(t) = V_{CO2}(t) + V_{HC} \quad (3)$$

For a fixed temperature and pressure the volume of the n-decane would be same as that during the start of the experiment (since the PVT-cell is closed for any additional decane mass to come in). Hence, in Eq. (3) $V_{pd}$ obtained from the experiment (step 5) and $V_{HC}$ are known, therefore rearranging Eq. (3) would give the volume of CO$_2$ in the pendant drop as given by Eq. (4).

$$V_{CO2}(t) = V_{pd}(t) - V_{HC} \quad (4)$$

6 From the acquired volume of CO$_2$ ($V_{CO2}$) and decane ($V_{HC}$) in $P_d$ at every time step (step 5), the mass and moles, and hence, the mole fraction of CO$_2$ ($x_{CO2}$), and n-decane ($x_{HC}$) may be obtained at all time steps.

7 The calculated dynamic mole fraction of CO$_2$ ($x_{CO2}$) and mole fraction of n-decane ($x_{HC}$) was further used to obtain the density of the $P_d$ consisting of a binary mixture ($\rho_{pd}$) at every experimental time step by Eq. (5) [15–17].

$$\rho(t)_{pd} = \left( (x(t)_{CO2} \cdot \rho_{CO2}) + (x(t)_{HC} \cdot \rho_{HC}) \right)_{PT} \quad (5)$$

where $\rho_{CO2}$ and $\rho_{HC}$ are the densities of CO$_2$ and hydrocarbon in the drop, respectively (obtained from NIST webbook [11]).

8 The density data of the CO$_2$ and density of pendant drop consisting of CO$_2$-n-decane from Eq. (5) was used as an input to the software to obtain the dynamic and equilibrium IFT of the CO$_2$-decane system.

Validation

As described in Section 1.1, for the pendant drop method the IFT measurement is a function of the density of phases. Therefore, to validate the present method, it would be sufficient to validate the
density values calculated from the Eq. (5), with that obtained in literature. Density data of CO₂+decane binary mixture at 34 bar and 40 °C obtained by Kandil et al. [16] was used to validate the present method. The density of the present work and that form Kandil, et al. [16] were be input into the software for the experiments carried out at 35 bar, and 40 °C with the CO₂-decane system. The obtained IFT’s were then compared for both of the density inputs (Table 1). It may be observed that both density and obtained IFT of the present method are comparable with Kandil et al. [16], therefore, validating the present method of calculating the density and hence, the IFT.

Method results and comparison

To demonstrate the importance of correct phase densities (P_d and P_g) in the estimation of IFT, two different methods on density input from the literature were used and compared with the method presented in the current article. All three methods are analysed using the same experiment carried out at 50 bar, 25 °C for a CO₂-decane system. The details of each of these methods are described below:

Case 1 (initial density) [3,4]: This method uses the pure phase density (CO₂ and decane) and neglecting the density changes due to the diffused gases (CO₂+decane) in bulk liquids to estimate the IFT.

Case 2 (equilibrium density) [2,6]: In this method, the IFT is measured using the equilibrium phase density. The density change due to the solubility of gases was then considered, however, it is done only at equilibrium (final point), and this equilibrium density is used to estimate IFT for the whole process (at all times).

Case 3 (dynamic density, present method): Here the IFT is measured using the corrected density of the phases (P_d (CO₂) and P_g (CO₂+decane)) at every time step calculated from Eq. (5), then following the procedure described in section 2.0. The present method improves case-2 as it is capable of calculating the density change of the drop phase (CO₂+decane) cause by the solubility of the gas, as a function of time. This is unlike in case-2 where only the density of equilibrium is considered. Therefore, the present method reflects the real-time changes in density on IFT, without requiring additional setup as in case-2.

Fig. 4 shows the density of the pendant drop phase obtained from the three cases 1–3 as a function of time at 50 bar and 25 °C for the CO₂-decane system.

<table>
<thead>
<tr>
<th>Study</th>
<th>Density of CO₂-decane pendant drop (g/ml)</th>
<th>Density of CO₂ [11] (g/ml)</th>
<th>IFT (m N/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kandil et al. [16]</td>
<td>0.720</td>
<td>0.07087</td>
<td>12.85</td>
</tr>
<tr>
<td>Present method</td>
<td>0.711</td>
<td>0.07087</td>
<td>12.53</td>
</tr>
</tbody>
</table>

Fig. 4. Density of the pendant drop as a function of time for case-1, case-2 and case-3 at 50 bar and 25 °C.
among the cases (1–3) is evident. The density for case-1 (initial density) and case-2 (equilibrium density) remain constant with time, while the density for case-3 (dynamic density) which represent the actual scenario varies (decreases) with time, depicting changes in density of the drop phase \( (P_d) \) due to the solubility of CO\(_2\) in decane.

Fig. 5 shows the IFT of the CO\(_2\)-decane system for case 1, case-2, and case-3 at 50 bar and 25 °C. It is clear from the Fig. 5 that different IFT vs time profiles are obtained for the same experiment, emphasising the dependency of the IFT measurement on the density. Since, both case-1 and case-3 do not consider the dynamic change in the density of pendant drop due to the solubility of a gas in a liquid, the dynamic IFT measured by these methods are different from the one where the solubility effect is considered (case-3). The error in the estimation of IFT varies from a max of 13.4\% to min of 0.2\% for case-1 and maximum of 14.7\% to a minimum of 0.2\% for case-2 when compared to case-3. However, the equilibrium IFT for case-2 and case-3 seems to be same or near to each other. If equilibrium IFT is the focus of the study and not the dynamic nature of the IFT, then applying the case-2 would be fine, as the densities of the phases represent the equilibrium conditions. However, if the dynamic changes in the IFT, as well as the equilibrium IFT, is to be analysed, then case-3 would be the best option (followed in the present study), as the densities of the phases are calculated at different time intervals until equilibrium is reached. Obtaining IFT using the case 1 approach would lead to an error, as the density represent only the initial state of the system, not the equilibrium or the dynamic.

**Drawbacks and recommendations**

Although the method presented is simple, reliable, and free from human interference, the major setback would be manually entering the density of phases in the software. The task may seem simple, but to obtain high resolution dynamic data, it requires a lot of entries. Further, if experiments are carried out with sensitivity for both temperature and pressure, the number of entries is multiplied accordingly. An example, a 4-h experiment with dynamic IFT data for every 5 min and sensitivity for two temperatures and three pressures results in 576 manual inputs (two for each time-step). However, since the process is repetitive, it is straightforward to let computer-scripts perform the task. More importantly, the problem can be eliminated if the software-developers allowed for input of density of phases obtained from the model as either a function of time or as a table with time and density of the phases.
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Interfacial tension and CO2 diffusion coefficients for a CO2 + water and n-decane system at pressures of 10 to 160 bar†

Nikhil Bagalkot and Aly A. Hamouda*

The objective of this study is to address the influence of different CO2 phases and degrees of CO2 saturation on the interfacial tension and the diffusion of CO2 into a hydrocarbon drop. Axisymmetric drop shape analysis on a pendant drop was used to carry out experiments in a pressure range of 10 to 160 bar and temperatures of 25 °C, 35 °C, and 45 °C, thus covering the gaseous, liquid, and supercritical phases of CO2. A numerical model that estimates the diffusion coefficient of CO2 in the hydrocarbon was developed. The IFT between the carbonated water and the hydrocarbon increases with pressure in the gaseous phase of CO2 and decreases in the liquid and supercritical CO2 phases. Interestingly, when the pressure was increased above 120 bar, the IFT did not change (decrease): this indicates that above this pressure, complete miscibility may not be achieved for this system, as indicated by the stable IFT. From the results, it can be concluded that the maximum IFT, maximum density decrease, and minimum diffusion coefficient occurred at pressures near to and below the phase change pressure of CO2 (64 bar at 25 °C and 74 bar at 35 °C and 45 °C). Both CO2-water–hydrocarbon and CW-hydrocarbon systems show the same trends; however, there were significant differences in the CO2 mass transfer rate and the concentration gradient.

The mass transfer of gases into liquids and interfacial studies of this transfer are of great importance in numerous fields of science and its applications, such as processes involving oil-water and CO2-liquid fluid systems. The mass transfer of CO2 into hydrocarbons is applicable to the enhanced oil recovery (EOR) process. The mass transfer of CO2 and the resulting mechanisms, such as swelling and enhanced mobility of the oil, dictate the degree of oil recovery in CO2-based EOR methods.† Diffusion of CO2 and interfacial phenomena are the mechanisms which control the CO2 mass transfer and hence control the swelling and mobility. Additionally, the interfacial tension is of primary importance in the context of multiphase flow in reservoirs, and it is pivotal in controlling miscibility behaviour.†

In recent times, due to an increase in the emission of anthropogenic CO2 effort has been made to couple CO2 EOR and CO2 sequestration. However, CO2 EOR for CCS has some drawbacks, such as high cost of transportation, lower storage capacity due to poor sweep efficiency, and risk of CO2 leaking back to the surface due to its lower density compared to other reservoir liquids.‡ Few studies have succeeded in improving the efficiency and safety of the CO2 EOR as a CCS option. Studies§ have attempted to blend CO2 with solvents such as amino acids, piperazine, water, and diethanolamine (DEA). Laboratory studies∥ have shown that combining water and CO2 (carbonated water, CW) as an injecting fluid is an efficient option for both oil recovery and CO2 sequestration. From the EOR point of view, carbonated water injection (CWI) enhances the sweep efficiency by reducing the gravity segregation and “fingering” effect that is generally experienced with gas injection and CO2-EOR, hence increasing the incremental oil recovery. Additionally, dissolution of CO2 into water creates carbonated water, which has a higher density compared to native brine (formation water); hence, it sinks to the bottom of the reservoir, reducing the risk of buoyancy-driven leakage.‡ Molecular diffusion and interfacial tension (liquid/liquid) are vital to assess the rate and distribution of CO2.§

The pendant drop technique is a widely used and effective method for analysing the mass transfer and the interfacial tension between two fluids at elevated pressure and temperature.¶ Over time, the pendant drop technique has been developed into an advanced and accurate method called axisymmetric drop shape analysis (ADSA).¶¶ Numerous studies have been carried out using the pendant drop technique that are applicable to CO2-based EOR for multiphase systems consisting of CO2–light hydrocarbon,∥∥ CO2-crude/heavy oil,∥∥∥ CO2-brine/water,∥∥∥∥ water-oil,∥∥∥∥∥ and brine-oil.∥∥∥∥∥ Although these studies have provided critical information, there is
a general lack of understanding of (1) the effects of the water layer present between CO2 and the hydrocarbon on the interfacial tension (IFT); (2) the influence of temperature on the IFT; (3) the influence of the phase of CO2 (gas, liquid, or supercritical) on the IFT.

Petroleum reservoirs contain water along with hydrocarbons in their systems; the injected CO2 mixes water before it diffuses into the residual oil. The presence of water dictates and significantly alters the CO2 mass transfer and associated physics, such as IFT. Moreover, most studies on CO2-hydrocarbon and CO2-water-hydrocarbon systems have overlooked the influence of temperature on the IFT; this is mainly due to its unpredictable relationship with temperature. There are discrepancies associated with the IFT vs. temperature relationship; for example,29 reported an inverse relationship of IFT with temperature, while30 reported a direct relationship for CO2-hydrocarbon systems. Further, few studies have collectively investigated the influence of different phases of CO2 (gas, liquid, and supercritical) on the IFT of CO2-hydrocarbon or CO2-water-hydrocarbon systems. The density of the CO2 changes significantly with the phase (gas, liquid, and supercritical), and the density and IFT are related.29 Hence, it is important to study how the IFT is influenced by the different phases of CO2. Additionally, factors such as temperature, pressure, composition, the density of the immiscible fluids, CO2 solubility, and the phase of CO2 influence the interfacial tension.3 Numerous studies have investigated the influences of these factors on IFT with a focus on individual parameters, but few studies have taken these factors into account simultaneously; this would be meaningful because all these parameters are interrelated.

Through experimental, theoretical, and numerical models, the present study attempts to estimate the interfacial tension and effective diffusion coefficient and identify the associated physics for a CO2-water-n-decane system. Asymmetric drop shape analysis (ADSA) pendant drop experiments have been carried out in a large pressure range of 10 to 160 bar and at a wide range of temperatures (25 °C, 35 °C, and 45 °C). A mathematical model has been developed that uses the experimental inputs to determine the composition, density and viscosity of the pendant drop as a function of time. A theoretical model (Eyring’s absolute rate theory approach) using the Gibbs free energy and viscosity of the pendant drop has been presented to elucidate the behaviour of the IFT with temperature. Further, a numerical model with adaptive boundaries has been developed to estimate the diffusion coefficient of CO2 in the hydrocarbon pendant drop. This study makes four major contributions to the existing knowledge on systems involving CO2. First, the experiments were designed to analyse the influence of the degree of carbonation of the water layer between CO2 and the hydrocarbon on critical parameters such as the IFT, diffusion coefficient, and hydrocarbon properties. Second, the experimental pressure range (10 to 160 bar) and temperature range (25 °C to 45 °C) were chosen to study the influence of the phase of CO2 (gas, liquid, or supercritical) on the CO2 diffusion and IFT. Third, the study addresses the inconsistencies in results reported in the literature regarding the relationship between temperature and IFT by relating the experimental IFT and viscosity-dependent Gibbs energy from the developed model. Fourth, the study involves parameters such as the density, viscosity, mass/mole fraction, Gibbs free energy, temperature, pressure, concentration gradient, diffusion coefficient, and phase of CO2. Hence, it is convenient to identify and correlate parameters or physics that are being influenced and influenced by interfacial tension in a CO2-water-hydrocarbon system. Additionally, using the IFT, volume, and CO2 concentration gradient as the parameters, a comparative study has been performed between the CO2-water-hydrocarbon system and a carbonated water-hydrocarbon system.

2 Theory

The well-established axisymmetric drop shape analysis (ADSA) technique is employed in the present work. The ADSA method involves a high pressure high temperature isolated cell (PVT cell) in which an axisymmetric pendant drop (drop phase) is created at the end of a capillary tube in a high-pressure see-through cell filled with another fluid (environment phase) (see Fig. 1 for reference). In the present work, n-decane forms the drop phase and water + CO2 or CO2-enriched water (CW) forms the environment phase. Once the hydrocarbon drop (HD) which forms the drop phase and the environmental phase (water) are established, CO2 is injected into the PVT cell at the required pressure and temperature. The CO2 first diffuses and dissolves in the water, carbonising the water; the concentration of CO2 in the water changes from zero to a maximum as the diffusion progresses. Because the solubility of CO2 is greater in the hydrocarbon than in water, the CO2 from the carbonised water diffuses into the hydrocarbon pendant drop. Therefore, the direction of CO2 mass transfer is from the free CO2 phase into the hydrocarbon drop through water. The mass transfer of CO2 and its subsequent dissolution into the hydrocarbon will lead to alterations in the physical properties of the hydrocarbon and in the interfacial tension, which is the focus of this study.

2.1 Experimental setup and methodology

2.1.1 Materials. The hydrocarbon n-decane (Merck KGaA, purity 99%) was used as the drop phase in the present...
Fig. 2A shows a snapshot of the drop phase (HD) and environmental fluid inside the PVT cell. Fig. 2B shows the equivalent spherical HD employed in the numerical analysis (a detailed explanation of the advantages of the spherical drop is presented in Section 3.0). In Fig. 2B, \( \rho_D \) and \( \rho_E \) represent the physical regions occupied by the hydrocarbon drop phase and the surrounding environmental phase, respectively; \( r \), \( z \), and \( \phi_D \) are the radius of the drop (radial coordinates), axial coordinate, and radius of the spherical drop, respectively; and \( D_{PVT} \) represents the diameter of the PVT cell.

In the present work, the following justifications are made. The mass transport across the water–hydrocarbon drop interface is diffusive (concentration-driven); this is accomplished by using a HD with a small volume, eliminating density-driven convection.\(^{23}\) Each individual experiment was carried out at a constant temperature, which minimises thermal convection.\(^{24}\) Due to the significantly lower solubility of water in \( n \)-decane than in \( CO_2 \), the mass transfer of water into the hydrocarbon was neglected, and only the mass transfer of \( CO_2 \) was considered. The mass was calculated from the density at the experimental temperature and pressure to obtain the mass and, hence, the mole fraction of the diffused \( CO_2 \).\(^{24,25}\) Finally, no chemical reactions transpired during the experiments; therefore, the mechanisms of the changes in the properties are physics-driven and thermodynamically driven processes.

In the experimental procedure, first, the PVT cell was partially filled (20 ml of 25 ml) with deionised water; then, the \( n \)-decane pendant drop was created. Then, the \( CO_2 \) was released into the PVT cell at the experimental pressure, as shown in Fig. 1. The \( CO_2 \) acted a source, meaning that there was a constant supply of \( CO_2 \) at the required pressure. Once the \( CO_2 \) was released into the PVT cell, it first diffused and dissolved in the environmental fluid (water), carbonising it; the \( CO_2 \) then diffused into the pendant drop. As a result, the volume and shape of the HD changed; this was captured by the camera and later analysed to estimate the IFT and swelling.

2.1.3 Representative physical systems. Two cases have been presented to study the influence of the degree of carbonation of water surrounding the hydrocarbon on the IFT and its associated properties. For the first case, the system consists of \( CO_2 \)–water–\( n \)-decane, and for the second, the system consists of \( CO_2 \)-enriched water (CW)–\( n \)-decane. For simplicity, the \( CO_2 \)-water–\( n \)-decane system will be abbreviated as CHHC and the CW–\( n \)-decane system will be abbreviated as CWHC. The major difference between the two systems is the level of carbonation of the water surrounding the hydrocarbon. For the CHHC system, the level of carbonation in the water increased from zero at the start to a maximum at equilibrium (function of time); for the CWHC system, the carbonation of water surrounding \( n \)-decane was always at 100% (100% saturated with \( CO_2 \)). Coincidently, these two cases represent the fluid–fluid interactions of two different practical scenarios. Fig. 3 shows representative diagrams of these two scenarios, considering the boundary (dotted line) as the wall of the PVT cell and the oil ganglia as the pendant drop. In the first scenario (Fig. 3A), consisting of the CHHC system, the HD represents the oil ganglia surrounded by the \( n \)-decane; for the second, the system consists of CO2-enriched water (CW)–\( n \)-decane. For CHHC and the CW–\( n \)-decane system, the HD represents the oil ganglia surrounded by the injected carbonated water. Fig. 3A and B indicate the directions of CO2 mass transfer (blue arrows); for the CHHC system (Fig. 3A), the CO2 first diffuses into water and reaches the water–oil interface, then diffuses into the oil. Meanwhile, for the CWHC (Fig. 3B) system, the CO2 directly diffuses from the CW into the oil. Although EOR processes are not covered directly in this study, the main factors that affect these processes, such as diffusion, viscosity, and interfacial tension (IFT), have been addressed.
2.2 Mathematical model for estimation of the diffusion coefficient

The objective of the model was to estimate the diffusion coefficient of CO$_2$ by determining the concentration of CO$_2$ in the HD. The mathematical model, which was adopted from $^9$ with some modifications, relies on estimating the concentration of CO$_2$ diffused into the HD. The model employs Fick’s second law of diffusion, represented by eqn (1). It can be seen from Fig. 2B that the pendant drop is symmetrical about the z-axis. Hence, it was convenient to use a cylindrical coordinate system ($r$, $\theta$) rather than a complicated 3D Cartesian coordinate system ($x$, $y$, and $z$) to perform the three-dimensional analysis.

$$\frac{\partial C}{\partial t} - D(t) \left( \frac{\partial^2 C}{\partial r^2} + \frac{1}{r} \frac{\partial C}{\partial r} + \frac{\partial^2 C}{\partial \theta^2} \right) = 0$$

(1)

where $C$ represents the concentration of CO$_2$ in the HD (kg m$^{-3}$) and $D(t)$ is the diffusion coefficient (m$^2$ s$^{-1}$); $r$ and $\theta$ are the radius and time, respectively. A detailed explanation of the boundary conditions for solving eqn (1) can be found in ref. 11.

Eqn (1) along with the boundary and initial conditions was numerically solved to obtain the time and space-dependent concentration of CO$_2$ in the drop. Then, the ratio of the CO$_2$ concentration in the HD ($C_{\text{avg}}$) as a function of time was computed (eqn (2)). The $C_{\text{avg}}$ (nm$^3$) value gives the total concentration of CO$_2$ diffused in the HD at the required time.

$$C_{\text{avg}}(t) = \int_{r<0} \frac{C(r, \theta)}{C_a} r dr dz$$

(2)

The mass transfer of CO$_2$ into the HD leads to an increase in the volume (swelling). The magnitude of the volume increase is a function of the amount of CO$_2$ that diffuses into the HD. The parameter $C_{\text{avg}}$ given in eqn (2), gives the volume of CO$_2$ present in the drop; this can be used to calculate the swelling factor (SF). The swelling factor is the ratio of the volume of the CO$_2$-saturated hydrocarbon (CO$_2$ + hydrocarbon) to the initial volume of the pure hydrocarbon and is represented by eqn (3).

$$SF = 1 + \frac{1}{V_0} \int_0^T \left( \frac{V_{\text{avg}}(t) - V_0}{V_{\text{avg}}(t)} \right) \frac{dV_{\text{avg}}(t)}{dt} dt$$

(3)

where $V_{\text{avg}}(t)$ is the experimentally obtained volume of the hydrocarbon drop at time $t$ and $T$ is the total simulation or experiment time; $V_0$ is the initial volume ($t = 0$) of the HD.

If CO$_2$ + $n$-decane is assumed to form an ideal mixture, at any instant of time, the summation of the initial volume of HD ($V_0$) and the increment in the volume of HD due to diffusion of CO$_2$ will equal the total volume of the HD. The increase in volume is represented as the product of $C_{\text{avg}}$ and SF = 1,$^{10}$ as represented by eqn (4).

$$V(t) = V_0 + (SF - 1)C_{\text{avg}}(t)$$

(4)

An objective function ($F$) given by ref. 21 uses the difference between the experimental volume ($V_{\text{avg}}(t)$) and numerical volume ($V(t)$) of the pendant drop at a given time $t$. The value of the diffusion coefficient at which the objective function is minimum ($F_{\text{min}}$) is the diffusion coefficient of CO$_2$ in the HD. The lower the $F_{\text{min}}$, the nearer the numerical result to the experimental result. A detailed process of obtaining the diffusion coefficient can be found in ref. 11.

$$F = \frac{1}{T} \int_0^T \left( \frac{V_{\text{avg}}(t) - V(t)^2}{V_{\text{avg}}(t)^2} \right) dt \times 100\%$$

(5)

The objective function defined in eqn (5) is a function of the numerical $V(t)$ and experimental $V_{\text{avg}}(t)$ volumes. Further, $F$ is a function of $C_{\text{avg}}$ and the SF (eqn (4) and (5)), and $C_{\text{avg}}$ is a function of the diffusion coefficient; this indicates that $F = f(D, SF)$. Hence, $D$ and SF can be used as parameters to obtain the minimum objective function ($F_{\text{min}}$). The minimum objective functions ($F_{\text{min}}$) for $D$ and SF are the measured CO$_2$ diffusion coefficient and oil-swelling factor, respectively.$^{11}$

2.2.1 Compositional model. When a gas, such as CO$_2$, mixes with a fluid, such as $n$-decane, the composition of the binary mixture will change, altering the fluid properties (density and viscosity) of $n$-decane. The density values of the HD at various time intervals are helpful in estimating the experimental IFT values (this will be explained in the next section). To obtain the density or viscosity, the mass of CO$_2$ transferred into the hydrocarbon as a function of time must be calculated. A relatively simple compositional model that utilizes the dynamic experimental HD volume as an input has been developed to calculate the mass/moles of CO$_2$ diffused into the HD ($n$-decane).

At any instant of time, the volume of the HD ($V_{\text{avg}}$) is a summation of the volume of $n$-decane ($V_{\text{HC}}$) and the volume of CO$_2$ ($V_{\text{CO}_2}$) that has diffused into the HD. The volumes of the HD as a function of time were obtained from the experiment. At the beginning of the experiment (time $t = 0$), the HD consisted of only hydrocarbon (100% $n$-decane), which gives $V_{\text{HC}}$. Hence, at a given instant of time, the volume of CO$_2$ ($V_{\text{CO}_2}$) is given by eqn (6).

$$V_{\text{CO}_2}(t) = V_{\text{avg}}(t) - V_{\text{HC}}$$

(6)

Using the volume, the mass/mole fractions of CO$_2$ and $n$-decane in HD can be obtained; these can be further used to estimate the viscosity and density of the HD. Eqn (7) proposed by ref. 26 gives the viscosity of the CO$_2$ + $n$-decane mixture. The viscosities obtained from eqn (7) have an accuracy of 1.5% average deviation for the hydrocarbon mixtures and 5% maximum deviation.$^{26}$

$$\mu = \frac{\mu_{\text{CO}_2}v_{\text{CO}_2}M_{\text{CO}_2}}{x_{\text{CO}_2}M_{\text{CO}_2}} + \frac{\mu_{\text{HC}}v_{\text{HC}}M_{\text{HC}}}{x_{\text{HC}}M_{\text{HC}}}$$

(7)

where $\mu_{\text{CO}_2}$ and $\mu_{\text{HC}}$ (cP) are the viscosities of CO$_2$ and the hydrocarbon, respectively; $x_{\text{CO}_2}$ and $x_{\text{HC}}$ are the mole fractions of CO$_2$ and the hydrocarbon, respectively; and $M_{\text{CO}_2}$ and $M_{\text{HC}}$ are...
the molecular weights of CO₂ and the hydrocarbon, respectively.

Eqn (8) represents the analytical equation for the density of the HD (CO₂ + hydrocarbon) using the volume fractions derived from the experiments.

\[ \rho_{\text{drop}} = \left( \phi_{\text{CO}_2} \rho_{\text{CO}_2} + \phi_{\text{HC}} \rho_{\text{HC}} \right) \exp \left( \frac{N S}{V} \right) \]  

where \( \phi_{\text{CO}_2} \) and \( \phi_{\text{HC}} \) are the molar fractions of CO₂ and the hydrocarbon in the drop, respectively, and \( \rho_{\text{CO}_2} \) and \( \rho_{\text{HC}} \) are the individual densities of CO₂ and the hydrocarbon in the drop, respectively.

2.3 IFT calculations

IFT measurements were carried out using the ADSA system (KRUSS DSA 100). Diffusion of CO₂ into the HD alters the density of the HD, which is proportional to the mass of CO₂ transferred into the hydrocarbon (volume) (eqn (11)). Therefore, to perform an accurate dynamic measurement of the IFT, the density of the drop with CO₂ was input into DSA 100 software to account for the density change. The detailed process of estimating the dynamic IFT can be obtained from ref. 30.

2.4 Gibbs energy model

In this section, the Gibbs classical model is used to understand the influence of temperature on the interfacial tension between the HD and the environment fluid. The interfacial energy is directly related to the change in the Gibbs free energy (\( \Delta G \)). Eyring’s absolute rate theory approach gives a relation from which the viscosity of a binary liquid mixture can be estimated from the change in the Gibbs free energy, as given in eqn (9). In the present article, the viscosities of both the environment (water + CO₂) and HD (CO₂ + n-decane) were estimated from eqn (7). The values of the viscosities were then used to calculate the change in the Gibbs free energy (\( \Delta G \)).

\[ \mu = \frac{h N}{T_a} \exp \left( \frac{\Delta G_m}{RT} \right) \]  

where \( \mu \) is the dynamic viscosity of the mixture (kg m⁻¹ s⁻¹), \( h \) is Planck’s constant (kg m² s⁻¹ K⁻¹), \( N \) is Avogadro’s number (mol⁻¹), \( V_a \) is the molar volume of the mixture (m³ mol⁻¹), \( \Delta G_m \) is the molar Gibbs free energy of activation for the flow process (J mol⁻¹), and \( T \) is the absolute temperature (K).

\[ \Delta G_m = RT \ln \left( \frac{\mu V_a}{h} \right) \]  

As shown in Fig. 1–3, there are two phases, the environmental phase (water + CO₂) and drop phase (n-decane + CO₂); the interface layer may be assumed to be thin. Hence, the change in the Gibbs free energy for the entire system can be given by eqn (11).

\[ \Delta G = \Delta G_\text{E} + \Delta G_{\text{HD}} \]  

where \( \Delta G_\text{E} \) is the change in free energy (J) of the system; \( \Delta G_\text{E} \) is the change in free energy (J) of the environmental phase; and \( \Delta G_{\text{HD}} \) is the change in free energy (J) of the drop phase. \( \Delta G_\text{E} \) and \( \Delta G_{\text{HD}} \) were derived from eqn (11) and converted to J from J mol⁻¹ using the calculated number of moles.

2.5 Significance of the ranges of pressure and temperature

One of the objectives of this study is to address the influence of the CO₂ phase (gas, liquid, or supercritical) on the IFT and mass transfer. Experiments have been carried out for a pressure range of 10 to 160 bar and at three temperatures, 25 °C, 45 °C and 35 °C, for pressures of 10 to 80 bar. For these pressures and temperatures, CO₂ is in a gaseous state for \( P < 64 \) bar at 25 °C and \( P < 73 \) bar at 35 °C and 45 °C; however, for \( P > 64 \) bar at 25 °C, CO₂ is in a liquid phase. Above \( P > 73 \) bar and at 35 °C and 45 °C, CO₂ is in the supercritical phase. The experimental pressure and temperature cover the whole spectrum of the CO₂ phase diagram. To our knowledge, the whole spectrum of CO₂ phases and their effects on the physical properties of these systems has not been addressed in the literature, especially for CO₂-water-hydrocarbon and CW-hydrocarbon fluid systems. For simplicity, the analysis of the gaseous phase of CO₂ (\( > 64 \) bar at 25 °C and \( > 73 \) bar at 35 °C and 45 °C) will be termed low-density CO₂ operation, and the analysis of the supercritical/liquid phase of CO₂ (\( > 64 \) bar at 25 °C (liquid) and \( > 73 \) bar at 35 °C and 45 °C (supercritical)) will be termed high-density CO₂ operation.

3 Numerical model

A numerical model has been developed to estimate the concentration distribution (spatial and temporal) of CO₂ and, hence, the diffusion coefficient in the pendant hydrocarbon drop. For simplicity, a spherical hydrocarbon pendant drop is assumed for the numerical analysis instead of the actual shape of the pendant drop. Fig. 2B shows the equivalent spherical drop surrounded by CO₂ used for the numerical analysis. In Fig. 2B, \( R \) is the radius of the spherical drop. The experimental radius obtained from the experimental pendant drop volume was used to obtain the surface area, and the radius of the equivalent drop was used for the numerical analysis. The surface area defines the rate of diffusion; hence, it was used as the comparison parameter between the pendant drop (experimental) and spherical drop (numerical). From the comparisons made, an error of 3% to 6% was found depending on the pressure of the system between the experimental and numerical drop surface area. Therefore, it is justified to use a spherical drop instead of the actual pendant shape. Further, the assumption of a spherical drop reduces the effort and complexity while simultaneously maintaining minimal error in the estimation of the diffusion coefficient. The method employed in the present study was adopted from ref. 11, with a major change of the inclusion of the dynamic nature of the interface attached to the pendant drop by employing a moving boundary (this is addressed in detail in the following section).
3.1 Inclusion of the adaptive interface method in the numerical model

Most of the studies that address the diffusion coefficient have assumed a static nature for the CO$_2$ source–hydrocarbon interface, which is considered to have a constant volume.$^{23,31,33}$ To our knowledge, no studies have attempted to account for the effects of a dynamic interface for a 3D system. The diffusion coefficient is a function of both experimental (dynamic volume data, $V_{exp}$) and numerical ($C_{num}$) data. From eqn (2), it can be noted that the volumetric average of CO$_2$ in the pendant drop ($C_{avg}$) is a function of the radius and, hence, of the volume of the drop.

In Fig. 2B, $R_D$ is the radius of the HD, and the interface is always positioned at the $R_{in}$. If the volume of the HD increases, the radius will change ($R_D$) and the interface will shift to a new $R_{in}$; this is only possible if the model has adopted a dynamic boundary (interface). However, if the interface of the drop (boundary) is considered to be static, the interface will not shift its position according to the new $R_D$ and will always remain at the initial position of the $R_{in}$. This will lead to inconsistencies between the numerical and experimental inputs into the model, resulting in errors in the estimation of the diffusion coefficient.

A simple method has been developed in this study to incorporate the dynamic nature of the interface (boundary), and the following steps were carried out.

(i) Initially ($t = 0$), a fixed number of grids were assigned to $N$ and $M$ number of grids in the $r$ and $z$ directions, respectively.

(ii) The volume of the drop was calculated from eqn (7) at various time intervals.

(iii) For each time interval, the volume at the present time interval ($V(t)$) was compared with the volume at the previous time interval ($V(t-1)$), and the difference between them was obtained ($\Delta V(t) = V(t) - V(t-1)$).

(iv) From the difference in the volume ($\Delta V(t) = V(t) - V(t-1)$), the increment in the radius of the hydrocarbon pendant drop ($\Delta r$) was estimated, which in turn gave the radial distance moved by the interface.

(v) The increment of the radius was then converted to the increment in the number of grids in the $r(N)$ and $z(M)$ directions and was added to the total number of grids in the previous time level ($N_{tot}, M_{tot}$) to obtain the updated number of grids ($N_{new}, M_{new}$).

(vi) The new and updated grids were then used to solve the set of equations given in the mathematical model section; this process was repeated for each time step and for every $D_i$ of the next input step.

4 Results and discussion

Two fluid-fluid interaction systems (CHHC and CWHC) are addressed in this section. As CO$_2$ dissolves in water, the following reactions may take place:

\[ \text{CO}_2 + \text{H}_2\text{O} \leftrightarrow \text{H}_2\text{CO}_3 \]  

(a)

\[ \text{H}_2\text{CO}_3 \leftrightarrow \text{HCO}_3^- + \text{H}^+ \]  

(b)

\[ \text{HCO}_3^- \leftrightarrow \text{CO}_3^{2-} + \text{H}^+ \]  

(c)

In other words, there are three possible carbonate species; however, the pH of the carbonated water (CO$_2$-saturated water) is within 3 ± 0.5, so the dominant reaction in this work is reaction (a).

4.1 CHHC (CO$_2$–H$_2$O–hydrocarbon) system

4.1.1 Interfacial tension. Fig. 4A and B show the dynamic IFT between the environmental (CO$_2$ + water) and drop phases for the low-density CO$_2$ system (pressure ≤ 60 bar) and high-density CO$_2$ system (≥70 bar), respectively. Fig. 4A and B show opposite dynamic IFT trends. For the low-density CO$_2$ system, IFT increases with time for the tested pressures (10 to 60 bar), whereas for the high-density CO$_2$ system (70 to 160 bar), the IFT decreases with time. Therefore, a change in the phase of CO$_2$ (density) will lead to an entirely opposite trend. In the literature,$^{23,33}$ the IFT has been reported to be directly proportional to the density difference across the interface, as represented in eqn (12).

![Fig. 4 Dynamic IFT of the HD in the pressure ranges of 10 to 60 bar (A) (low-density CO$_2$) and 70 to 160 bar (B) (high-density CO$_2$) at 25 °C.](image-url)
where $\Delta_{D}$ is the density difference between fluids, $g$ is the gravitational constant, $R$ is the radius of the drop curvature at the apex and $B$ is the shape factor. Further, showed that for a hydrocarbon system, the IFT between two immiscible fluids is proportional to the difference in the density of the fluids. Therefore, studying the density changes of the HD will give a better understanding of the observed dynamic IFT trend as the phase of CO$_2$ changes from gas to liquid.

Fig. 5A and B represent the dynamic density differences between the environmental fluid and the HD for the low-density and high-density CO$_2$ systems, respectively, for the same conditions as in Fig. 4. In Fig. 5A ($\leq$60 bar), CO$_2$ is in a gaseous phase. Under these conditions, the diffusion of the gaseous CO$_2$ into the hydrocarbon decreases the density of the n-decane (drop phase), whereas the dissolution of CO$_2$ into water (environmental phase) increases its density. Thus, the density contrast between the HD and the environmental fluid increases with the CO$_2$ mass transfer, as observed in Fig. 5A, leading to an increase in IFT (as shown in Fig. 4A). The opposite is true for high-density CO$_2$; as shown in Fig. 5B, there is a small variation in the density with pressure, i.e., a small density difference between the environment and the HD. Therefore, lower IFT is correlated with higher pressure ($\geq$70 bar), as observed in Fig. 4B. Further, by observing the data presented in Fig. 4B, it can be seen that the IFT variations fall into two clusters. In the first cluster, the IFT reaches equilibrium more rapidly and has a higher final equilibrium IFT. In the second cluster, the IFT takes more time to reach equilibrium and the behaviour of the IFT with time is similar irrespective of whether the pressure and equilibrium IFT fall in similar value ranges. From this, the 70 and 80 bar pressures belong to the first cluster and the remaining pressures (90 to 160 bar) belong to the second cluster. The closeness of 70 bar to the phase change pressure (64 bar at 25 °C) and the similar densities of CO$_2$ and n-decane may be the reason for this behaviour of the IFT with time at 70 bar.

From the above discussion, the density differences may, in general, offer an explanation for the inverse trend of IFT with pressure; however, density values were used in the IFT estimations, and independent physics may not provide an explanation for this trend. Hence, an attempt has been made to explain the observations in Fig. 4 through kinetics. Interfacial tension is a function of the Gibbs free energy; the lower the Gibbs free energy, the lower the IFT. In the simplest form, the Gibbs free energy can be represented as in eqn (13).

$$G = H - TS,$$ (13)

where $H$ is the enthalpy energy and $TS$ is the entropy energy. At isothermal conditions, due to higher intermolecular forces, the enthalpy energy for liquids will be lower than that for gases. Therefore, at low temperatures, the Gibbs free energy will be lower for liquids compared to gases. Hence, the interfacial tension associated with systems involving liquids will be lower compared to that of systems involving gases. Therefore, from the above theory, the Gibbs free energy for the high-density CO$_2$ system (liquid/supercritical CO$_2$ + n-decane) will be lower compared to the low-density CO$_2$ system (gas CO$_2$ + n-decane). Therefore, the IFT in Fig. 4B decreases with time and pressure, in contrast with Fig. 4A, where the IFT increases.

Fig. 5 extends this work to compare the effects of pressure on the equilibrium IFT for three temperatures (25 °C, 35 °C and 45 °C). Fig. 6 shows the IFT data for the water-n-decane system obtained from ref. 18 (represented by a red dashed curve). It can be observed that at isothermal conditions, the IFT at lower pressure (low-density CO$_2$ system) increases with pressure, while the IFT decreases with pressure for pressures in the high-density CO$_2$ region, as observed with the dynamic IFT. At 35 °C, the pendant drop experiments were carried out up to 70 bar because above 70 bar, repeatability could not be achieved due to the lower pixel gradient between the drop and the environment phase. The CO$_2$ solubility in both water and n-decane increases with increasing pressure; this leads to enhanced mass transfer of CO$_2$ into the HD, eventually leading to a decrease in the density of the HD and an increment in the density gradient across the interface. Therefore, the equilibrium IFT increases.
with pressure, as observed for the experiments involving low-density CO₂. This theory can be used to explain the drastic decrease in the equilibrium IFT for the high-density CO₂ region. The density difference is low (Fig. 5B) for the high density CO₂ region; this leads to an observed decrease in the IFT (Fig. 6). It can be observed from Fig. 6 that at high pressures (>120 bar), the difference in the IFT between 25°C and 45°C decreases and the IFT tends to remain constant. A similar observation was made by, where for a supercritical CO₂–water system, they observed a small difference in IFT between 26.8°C (300 K) and 76.85°C (350 K).

Additionally, Fig. 6 depicts the influence of temperature on the IFT between the HD. The variation of IFT with pressure is similar for all temperatures. In the discussion of Fig. 6, it was shown that the equilibrium IFT for various pressures at isothermal conditions was related to the density difference across the interface. The theory that the density difference is proportional to IFT applies well at isothermal conditions; however, it falls when the temperature is varied at isobaric conditions. A similar observation was made by, where for a supercritical CO₂–water system, they observed a small difference in IFT between 26.8°C (300 K) and 76.85°C (350 K).

Eventually decrease the IFT. To check this hypothesis, the Gibbs free energies (change) obtained from the viscosity of the HD (eqn (10)) have been plotted in Fig. 7 at experimental conditions. In Fig. 7, the section consisting of pressures from 10 to 50 bar has been magnified; it can be observed that for the pressure range of 10 to 40 bar, ΔG is the lowest at 35°C, higher at 45°C, and reaches the maximum at 25°C. Above 40 bar, the ΔG at 35°C is intermediate between those at 25°C (maximum) and 45°C (minimum). Hence, from the observations in Fig. 7, it can be said that up to a certain pressure, the influence of the increase in entropy (decrease in ΔG) due to the temperature increase is greater than the influence of the difference in density. This explains the behaviour of the IFT vs. pressure in Fig. 6 at 35°C.

4.1.2 Diffusion coefficients. Fig. 8 shows the estimated effective diffusion coefficients of CO₂ in the HD for the CHHC system in the pressure range of 10 to 160 bar at 25°C and 45°C and of 10 to 70 bar at 35°C. At isothermal conditions, for low-density CO₂ operation, the diffusion coefficient decreases as the pressure is increased. However, previous studies on CO₂–hydrocarbon systems have shown that the diffusion...
The diffusion coefficient increases with increasing pressure. There is a major difference between the present fluid system and those presented in the literature. As depicted in Fig. 3, in the present study, there is water between the hydrocarbon and the CO$_2$. The CO$_2$ first diffuses and then dissolves in the water surrounding the hydrocarbon; then, the CO$_2$ diffuses from the carbonated water into the hydrocarbon.

Unlike for low-density CO$_2$ systems, for high-density CO$_2$ systems, the diffusion coefficient shows an increasing trend with pressure. At isothermal conditions, due to higher intermolecular forces, the enthalpy energy and, hence, the Gibbs free energy will be lower for liquids compared to gases. Hence, the interfacial tension associated with systems involving liquids (high-density CO$_2$ systems) will be lower compared to that associated with systems involving gases (low-density CO$_2$ systems), which will assist the mass transfer of CO$_2$. Further, as the temperature increases, the entropy energy ($T S$) increases. The dissolution of CO$_2$ in the hydrocarbon is exothermic in nature; for exothermic reactions, the enthalpy change has a negative value. Therefore, the change in Gibbs energy ($\Delta H - \Delta T S$) will be negative, resulting in a higher diffusion coefficient at higher temperatures. The CO$_2$ solubility in water shows signs of reaching a constant value or increases by a small magnitude as the pressure is increased beyond 120 bar at both 25°C and 45°C. This further explains why the diffusion coefficient of CO$_2$ reaches a constant value or increases by a small magnitude with increasing pressure.

4.1.3 Temperature influence on the diffusion coefficient.

Similar to IFT (Fig. 6), temperature has a complex effect on the diffusion coefficient, especially for low-density CO$_2$ operation. Most studies have shown that for a CO$_2$-hydrocarbon system, the diffusion increases as the temperature is increased. This held true when we observed the variation of the diffusion coefficients at 25°C and 45°C; however, at 35°C, the behavior is complex, as shown in Fig. 8. It can be observed from Fig. 8 that up to 30 bar, the diffusion coefficient at 35°C is higher than that at 45°C. Above 30 bar (40 to 60 bar), the diffusion coefficient at 35°C decreases and returns to a normal value. The observation in Fig. 8 is analogous to the observations of the equilibrium IFT in Fig. 6 and of $\Delta G$ in Fig. 7. Therefore, at 35°C, for 0 to 30 bar there is lower resistance (lower IFT and $\Delta G$) and higher resistance (higher IFT and $\Delta G$) at 40 to 60 bar to the CO$_2$ mass transfer rate into the HD containing n-decane compared to that at 45°C. This explains the observed (Fig. 8) behavior of the diffusion coefficient at 35°C for low-density CO$_2$ operation.

4.2 Comparison of the CHHC (CO$_2$–H$_2$O–hydrocarbon) and CWHC (CW–hydrocarbon) systems

Fig. 9A shows the differences in the concentration of CO$_2$ between the HD and the environment fluid for both the CWHC and CHHC systems as a function of time for 20, 40, 70, and 100 bar at 25°C. For the CWHC system, the water surrounding the HD is enriched with CO$_2$, while in the CHHC system, the concentration of CO$_2$ varies from zero to a maximum. This
difference in the CO₂ concentration in the water surrounding the HD has a major impact on the CO₂ concentration gradient and, hence, the mass transfer of CO₂ into the HD. The concentration difference profiles for the CWHC and CHHC systems are contrary to each other (Fig. 9A) for the CWHC system, the concentration difference changes from the maximum to equilibrium as the diffusion progresses, while for the CHHC system, it changes from zero to equilibrium. Hence, during the start of the CO₂ diffusion, the concentration gradient for the CWHC system is greater than that of the CHHC system, which may lead to more rapid mass transfer of CO₂ for the CWHC system compared to the CHHC system. Due to this, the rate of the increase in volume would be more rapid for the HD surrounded by CW (CWHC) than for the HD surrounded by water and CO₂ (CHHC system), as can be seen in Fig. 9B. However, it can be observed in Fig. 9A that for the CHHC system, the concentration difference soon reaches a constant value, indicating a possible decrease in the rate of CO₂ mass transfer and, hence, the observed change in the slope of the evolution of the volume (Fig. 9B). On the other hand, the concentration difference for the CHHC system increases with time and reaches a constant value later, resulting in the prolonged lower but steadily increasing volume (Fig. 9B). Further, the higher concentration gradient may also explain the observed faster attainment of equilibrium (CO₂ saturation) by the HD for the CWHC system compared to the CHHC system, as shown in Fig. 9B. It can be observed in Fig. 9B for the low-density CO₂ system (40 bar) that although the evolution of the volume is different, the equilibrium volumes are similar for the CWHC and CHHC systems. However, for high-density CO₂ operation (Fig. 9B, 100 bar), the equilibrium volume of the CWHC system is greater than that of the CHHC system.

Fig. 10 compares the IFT values for the CHHC (Cₐ–H₂O–n-decane) and CWHC (CW–n-decane) systems at 25 °C for a pressure range of 10 to 160 bar. It can be observed that the variations of IFT with pressure are similar for the CHHC and CWHC systems. Hence, the explanations provided in sections 4.1.1 and 4.1.2 hold true for the CWHC system. However, it can be observed from Fig. 10 that the IFT is lower for the CWHC system than for the CHHC system at all experimental pressures. For low-density operation, the IFT of the CWHC system decreases by approximately 17% at 10 bar to 3% at 60 bar. Meanwhile, for high-density operation, an average 6% decrease in the IFT was observed for the CWHC system compared to the CHHC system. Overall, it can be said that the decrease in the equilibrium IFT by CWHC is insignificant, especially at high pressures. Although small, the decrease in the IFT for the CWHC system compared to the CHHC system can be explained by the differences in CO₂ concentration presented in Fig. 9A. Even though the concentration difference of CO₂ is higher for the CWHC system compared to the CHHC system, it can be observed (Fig. 9A) that for the CWHC system, the concentration difference of CO₂ reaches a constant substantially earlier (around 120 to 250 min) than that of the CHHC system (after 300 min). Hence, there may be a slower but higher mass transfer of CO₂ into the HD for the CHHC system compared to the CWHC system; this would alter the overall density difference across the interface, resulting in a marginally higher IFT for the CHHC system. Further, it can be observed from Fig. 9B that for the CWHC system, the increase in the volume of the HD occurs mainly during the initial part and reaches a plateau rapidly. This indicates that mass transfer mainly occurs during the initial phase of CO₂ diffusion, in contrast with the CHHC system, where both the volume (Fig. 9B) and concentration difference (Fig. 9A) change gradually and linearly compared to those of the CWHC system.

5 Conclusions
The present work, through experimental, mathematical, and numerical studies, addresses the fundamental aspects of interfacial tension and its associated physics in a CO₂–H₂O–n-decane system and compares them with those in a CO₂–water–hydrocarbon system. The following conclusions were made from the analysis.

The presence of a water layer between CO₂ and the hydrocarbon leads to unique behaviour which is unlike that of CO₂–hydrocarbon or water–hydrocarbon systems. For gaseous CO₂ operation, the IFT increases exponentially with pressure, which is opposite to that observed in a CO₂–hydrocarbon system. Compared to the water–n-decane system, the dissolution of CO₂ in water and the hydrocarbon increases the IFT for low-density operation and decreases the IFT for high-density operation. The dissolution of CO₂ into the water surrounding the hydrocarbon alters the density difference across the interface, leading to the observed behaviour. Although the presence of a water layer increased the IFT of the system, it was successful in increasing the swelling compared to the CO₂–hydrocarbon system.

The phase of CO₂ has a significant effect on IFT; the IFT behaviour with pressure reverses when the phase of CO₂ changes. When gaseous CO₂ is in operation (low-density), the IFT increases exponentially with increasing pressure. However, as the operation shifts to supercritical and liquid CO₂ (high-density) operation, the IFT decreases exponentially with increasing pressure, which is opposite to that observed in a CO₂–hydrocarbon system.
density), the IFT decreases with increasing pressure. The changes in CO₂ solubility with pressure and the consequent alterations to the density are credited for this behaviour. Further, the phase of CO₂ was also a major factor in the variations of the density, diffusion coefficient, and concentration gradient. Each of these parameters experienced a reversal in its behaviour with pressure as the phase of CO₂ changed. The maximum density decrease of the hydrocarbon, maximum IFT, and minimum diffusion coefficient were obtained at pressures near and below the phase change pressure of CO₂.

The IFT for various pressures at 25 °C was found to be directly proportional to the density difference. This theory applies well to isothermal conditions; however, it falters when the temperature is varied at isobaric conditions. At isobaric conditions, for low-pressure operation, the IFT at 35 °C is lower than at 45 °C; as the pressure increases, the IFT at 35 °C increases and is between those at 25 °C and 45 °C. As indicated by the Gibbs energy model, at 35 °C (close to the critical temperature of 31.1 °C), the system entropy is high; hence, the Gibbs free energy and IFT decrease.

Although the IFT of the CO₂-water–hydrocarbon and CW–hydrocarbon systems has the same trends, there is a significant difference in the concentration gradient of CO₂ across the interface; hence, the IFT and molecular diffusion are different.
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Effect of slats on the interfacial tension and CO₂ mass transfer in carbonated water injection process
1. Introduction

Recent years has seen an increased interest in carbonated water injection (CWI) as secondary/tertiary enhanced oil recovery (EOR) method. CWI has been projected as a substitute to the CO₂ EOR to overcome challenges such as poor sweep efficiency, and early breakthrough 1. Low sweep efficiency associated with CO₂ EOR due to gravity segregation and capillary instabilities causes mobility issues 1,2. For CWI, the CO₂ is dissolved in water and has higher density; this reduces gravity segregation, thereby improving the sweep efficiency. Further, for CWI an increased mobility of oil is observed as a result of a reduction in the viscosity of the oil resulting from the dissolution/diffusion of CO₂ which enhances sweep efficiency 2. Figure 1 (inspired from 7) shows the pictorial representation between comparison between CO₂ EOR and CWI regarding sweep efficiency and sweep profile. Another problem with CO₂ EOR is that in many of the cases, CO₂ is not readily available in the required volumes. Therefore, the transportation of CO₂ becomes necessary, which increases the utilisation costs. CWI, which requires less amount of CO₂ partially reduces the costs associated with transport. CWI is also of interest due to its capability of coupling oil recovery and CO₂ sequestration. Dissolved CO₂ in water (carbonated water) has higher density compared to native brine (formation water). Hence, it sinks into the bottom of the reservoir, eliminating the risk of buoyancy-driven leakage of CO₂ 3,4, thus improving CO₂ sequestration capability.

At pore scale, the rock wettability defined by rock-fluid interaction, capillary pressure through interfacial tension, and swelling and mobility through CO₂ mass transfer (oil-CW interaction) are the primary mechanisms responsible for governing the oil recovery by CWI. Various ways have been described in the literature (nanofluid, microbial, polymer, and salts) to address the fluid-fluid and fluid-rock interactions as EOR methods. In recent years more attention is directed to low salinity water studies 5,6, which indicated wettability and interfacial alteration. The potential of saline water to change the wettability of the rock has been well established 7,8, and has been extended to CWI by 9. Previously carried out studies 9,10,11 have presented extensive data on the interfacial tension between brine/hydrocarbon and few studies 7,13 have also been dedicated to carbonated brine/hydrocarbon 10. Table 1 gives a
### Table 1: IFT obtained by different studies for brine/hydrocarbon and carbonated brine/hydrocarbon systems.

<table>
<thead>
<tr>
<th>References</th>
<th>Type of aqueous systems</th>
<th>Experimental conditions</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>n-decane/brine with MgCl₂ and Na₂SO₄</td>
<td>82.4 to 158°C, atmospheric pressure</td>
<td>IFT reduction in the presence of MgCl₂ and Na₂SO₄ compared to distilled water</td>
</tr>
<tr>
<td>16</td>
<td>n-dodecane/brine with sodium dodecyl sulfate (SDS) and NaCl</td>
<td>25°C, atmospheric pressure</td>
<td>The presence and rising surfactant concentration leads to a reduction in the IFT.</td>
</tr>
<tr>
<td>17</td>
<td>Crude oil/brine with Na⁺, K⁺, Cl⁻, Mg²⁺, and Ca²⁺ ions</td>
<td>25°C, atmospheric pressure</td>
<td>The presence of divalent ions (Ca²⁺ and Mg²⁺) decreases the oil/brine IFT. At a given concentration Mg²⁺ shows a lower oil/brine IFT than Ca²⁺.</td>
</tr>
</tbody>
</table>

#### Increment in IFT

<table>
<thead>
<tr>
<th>References</th>
<th>Type of aqueous systems</th>
<th>Experimental conditions</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>n-hexane/water with NaCl</td>
<td>25°C, 0 to 100 Mpa</td>
<td>Increment in IFT due to the presence of NaCl in water</td>
</tr>
<tr>
<td>13</td>
<td>normal alkane + water/brine with NaCl, CaCl₂, MgCl₂</td>
<td>25 to 80°C, 1 to 300 bar</td>
<td>Increase in IFT due to the presence of salt. Weakly dependent on pressure and salt species.</td>
</tr>
<tr>
<td>19</td>
<td>Toluene, n-hexane and cyclohexane/brine with NaCl, NaHCO₃, Na₂SO₄</td>
<td>20°C to 75°C, atmospheric pressure</td>
<td>For all the salts an increment in IFT has been observed.</td>
</tr>
</tbody>
</table>

#### Salt-dependent IFT variation

<table>
<thead>
<tr>
<th>References</th>
<th>Type of aqueous systems</th>
<th>Experimental conditions</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>Crude oil/brine with NaCl, KCl, Na₂SO₄, MgSO₄, CaSO₄, CaCl₂, and MgCl₂</td>
<td>Ambient temperature and pressure</td>
<td>Reduction in IFT at high salinity conditions especially for MgCl₂. The increment in IFT for monovalent salts such as NaCl and KCl is used</td>
</tr>
<tr>
<td>21</td>
<td>n-dodecane-decane/brine with LiCl, NaCl, KCl, KBr, NaBr, KI and Na₂SO₄</td>
<td>20°C, atmospheric pressure</td>
<td>Reduction in IFT in the presence of KI. An increment in IFT for rest of the salts.</td>
</tr>
</tbody>
</table>

#### IFT of carbonated brine/hydrocarbon system

<table>
<thead>
<tr>
<th>References</th>
<th>Type of aqueous systems</th>
<th>Experimental conditions</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>Crude oil/carbonated water with NaCl, CaCl₂, MgCl₂, KCl, and Na₂SO₄</td>
<td>75°C, pressure up to 137 bar</td>
<td>Presence of salt reduces the IFT and is a function of the type of salt</td>
</tr>
<tr>
<td>7</td>
<td>Crude oil/ carbonated brine with NaCl, CaCl₂, MgCl₂, KCl, MgSO₄, K₂SO₄, and Na₂SO₄</td>
<td>75°C, up to 140 bar</td>
<td>Salts are able to reduce the IFT. Addition of CO₂ further enhances the reduction in IFT. Minimum IFT was obtained for MgCl₂ + K₂SO₄ combination.</td>
</tr>
<tr>
<td>22</td>
<td>n-decane/ carbonated synthetic sea water with silica nanofluid</td>
<td>25°C and 45 °C, 10 to 90 bar</td>
<td>Marginal reduction in IFT for the combination of salt and CO₂ in water.</td>
</tr>
</tbody>
</table>

A summary of work done in the literature on the effect of salts on IFT. Table 1 has been divided into different sections (increasing IFT, decreasing IFT, salt dependent IFT variation, and IFT of carbonated brine/hydrocarbon system).
systems) depending on the investigations made by the various studies. It may be observed from Table 1 that there are controversial trends of the IFT trend. For example 9 and 10 showed that salts reduced the IFT. Whereas 11 and 12 observed that salts increased the IFT. Further, 13 and 14 have observed both an increase and decrease in IFT, and concluded that the variation of IFT is a function of the composition of the brine. Additionally, the increase or decrease in IFT was also found to be the function of concentration of salt 15. Not all the salts will have same effect on the IFT, there may be certain type of salts which would have more prominent effect on reducing the IFT that others. 11, 14, and 15 showed that MgCl2 specifically Mg2+ ions leads to lower IFT compared to other salts or ions present in their study. 21 showed other out of 7 different salts only KI was able to lower the IFT of n-dodecane and n-decane/brine while other lead to an increase in IFT. They observed the IFT of normal alkane-brine is weakly dependent on slat species. Therefore, there is a contrasting observation for IFT. Hence, there is a need for further investigations. For CW+salt/hydrocarbon system, there are a limited number of studies available 5. Unfortunately, this is not sufficient data to understand the critical interfacial phenomena occurring between brine CW/hydrocarbon. This has motivated the authors to comprehensively investigate the influence of salts on the CW/hydrocarbon interfacial tension.

The mass transfer of CO2 and the resulting mechanisms like swelling and enhanced mobility of the oil dictate the degree of oil recovery in a CO2 based EOR methods 4, 23. From the above discussion and the Table 1 it may be said that till to date, the majority of the studies have concentrated on examining interfacial and wettability aspects of CO2/oil, CW/oil, water/oil, and carbonated smart water/oil systems. However, there is a lack of understanding of CO2 mass transfer, factors influencing CO2 mass transfer, especially when it comes to CW/hydrocarbon systems. The diffusive mass transfer of gases, especially CO2 into oil is of primary importance when it comes to CO2 and CW flooding. Diffusion of CO2 into oil results in the reduction of viscosity, and displacement of oil (including heavy oil) from reservoirs to surface. Few studies have looked into the aspect of CO2 mass transfer, and most of these studies are related to CO2/hydrocarbon 24-26 or CO2/water 27 systems. The number of studies diminishes when it comes to CW/hydrocarbon system 28. Further, there may be a significant neglect on the application of salts as a CO2 mass transfer enhancement tool for CW/hydrocarbon system. 29 in their study on syngas, fermentation have experimentally shown that the salts in water may enhance the mass transfer of gas in water. 30 showed that the ions of dissolved salts in water stopped the coalesces of CO bubbles thereby increasing the surface area between CO and water. 31 showed that salts in water increased the entropy of the solution, this enhances the mobility leading to a convective movement in bulk liquid, and may enhance the mass transfer. Conventionally, salts in water have been viewed as wettability and IFT modifiers; however salts may have more valuable potential and may also be used as CO2 mass transfer enhancement tool, and this widens the scope of applicability of salts. Therefore, investigations are needed in order to establish if salts can improve the CO2 mass transfer in CW/hydrocarbon system.

Previous studies have developed various methods to understand the CO2 mass transfer by estimating the diffusion coefficient of CO2 in bulk liquids. These methods may be put into two groups, compositional analysis 31-33, and pressure decay 33, 34 methods. In the compositional analysis errors will be caused in the extraction of the sample from the setup and carrying out gas chromatography, especially at high pressures and temperatures, this may affect the estimation of the diffusion coefficient 35. Further, the compositional method is time-consuming, complicated, and expensive 35. The pressure decay method solves the problems associated with the compositional analysis. However, it requires long experimental time (20 hours to 100 hours or more). Additionally, the diffusion coefficient obtained by pressure decay method is not for a particular pressure but a range of pressures 26, 36. Hence, there is a requirement for a well-established, reliable, quicker, and simple method for estimating the diffusion coefficient of CO2 in hydrocarbon, which may be used for both gas-liquid and liquid-liquid systems. In recent years the Axisymmetric Drop Shape Analysis (ADSA) using pendant drop equipment coupled with a computational scheme has been used to estimate the diffusion coefficient of gases into liquids 24-26. The experiments using ADSA can be carried out at high temperature and pressure (up to 60 MPa and 180°C) 26. Further, unlike the pressure decay method, the experiments using the ADSA pendant drop technique can be carried out at isothermal and isotropic conditions. The flexibility, simple, lesser time, and devoid of any human interference makes the ADSA method suitable for calculating the diffusion coefficient of gases into the bulk liquids. The ADSA pendant drop technique is also widely used to estimate the interfacial tension between two fluid at elevated pressure and temperature 17. The ADSA method has an accuracy of ±0.05 mN/m when estimating the IFT 37, 38. Therefore, by using the ADSA method both mass transfer and interfacial studies may be carried out using the same experimental setup and with higher accuracy.

From the above discussion on literature studies, two crucial points may be made. First, the studies and knowledge on the influence of salts on the CW/hydrocarbon IFT are insufficient. Dynamic IFT analysis has been entirely neglected, and there are some opposing trends on the influence of salts on brine/hydrocarbon IFT. Second and important one, there is significant overlooking of effects of salts on CO2 mass transfer. Therefore, there is a lack of understanding of CO2
mass transfer, factors influencing CO₂ mass transfer, especially when it comes to CW/hydrocarbon systems. The present work tries to address these issues. As a result, the objective of the present study is to investigate the impact of salts in CW, particularly Na₂SO₄ and MgCl₂, in altering the CW/hydrocarbon IFT and enhancing the CO₂ mass transfer. In fulfilling these objectives, the study adds four major contributions to the existing knowledge of CW/hydrocarbon systems. First, the experiments were designed to analyse both dynamic and equilibrium IFT, and simultaneously carry out mass transfer studies. Second, the experimental pressure range (50-100 bar) was chosen to study the influence of the phase of both gaseous and supercritical phase of CO₂ on the mass transfer and IFT. Third, to the best of authors knowledge, this would be the first time the impact of salts on the CW/hydrocarbon as a combined mechanism of interfacial tension and the mass transfer enhancement tool will be addressed. Fourth, a relatively new and advanced numerical model, which couples with experimental results to estimate the CO₂ diffusion coefficient at-large range of pressure and temperate has been developed. The present study through experimental, theoretical, and numerical model analyse the influence of salts on the interfacial and mass transfer aspects of CW/hydrocarbon system.

Axisymmetric Drop Shape Analysis (ADSA) pendant drop experiments have been carried out for a pressure range of 50-100 bar at 45°C. The study will focus on the effect of MgCl₂ and Na₂SO₄ on IFT and diffusion coefficient.

2. Experimental and numerical methodology

Figure 2a shows the cross-section of the see-through high-pressure cell (PVT-cell) where the experiments were carried out. The pendant hydrocarbon drop (HD) consisting of n-decane will be termed as drop phase, and the drop phase is surrounded by environmental fluid consisting of salts dissolved in carbonated water termed as carbonated brine (CB). The mass of the CO₂ in the brine surrounding the drop phase is always monitored and maintained at the saturation limit. The solubility of CO₂ is higher in hydrocarbons compared to water or brine, therefore, when the hydrocarbon contacts the CB, the CO₂ from the CB diffuses into the drop phase. The resulting mass transfer of CO₂ is driven by the concentration gradient between the drop phase and the environmental fluid. The mass transfer of CO₂ depends on the IFT, CO₂ solubility, density gradient, and experimental conditions. When salts are dissolved in water, they release ions. Depending on the type of salts these ions may be surface active or interface repelling. The ions are responsible for altering the interfacial tension of the CW/oil system. Since salts in water are capable of altering the IFT, then there may be a possibility that they may also influence the mass transfer occurring across the interface.

2.1 Materials

The n-decane light hydrocarbon forms the pendant drop phase (Merck KgaA (purity 99%)), CO₂ with the purity of 99.9% (PRAXAIR) was used to prepare the CW/CB. NaCl, MgCl₂, Na₂SO₄, CaCl₂, KCl, and NaHCO₃ salts were used to prepare the brine by dissolving them in deionized water (DIW). The composition of each of these was maintained according to the synthetic seawater (SSW) as given by 39. The focus of the present study to identify the feasibility of salts as IFT reduction and mass transfer enhancement option in a CW/hydrocarbon system. Therefore, only the composition of the brine has been altered, and the study of the influence of varying the concentration of salts has been left for the future studies. SSW formed the base brine solution and out of this four more brine types were created either by retaining only MgCl₂ (DIW+MgCl₂) and Na₂SO₄ (DIW+Na₂SO₄) or by removing MgCl₂ (SSW- MgCl₂) or Na₂SO₄ (SSW- Na₂SO₄). This variation in brine composition was done to investigate the influence of Mg⁺² and SO₄⁻² ions on the IFT and CO₂ mass transfer. Table 2 gives the types of brine, compositions, and the purpose of forming each brine type. The brines presented in Table 2 will be saturated with CO₂ and from now on in this study, the combination of CO₂+SSW, which is carbonated synthetic sea water and will be abbreviated as CSWW. Similarly, CSWW-MgCl₂ (CO₂+SSW-MgCl₂), CSWW-Na₂SO₄ (CO₂+SSW-Na₂SO₄), CW-MgCl₂ (CO₂+DIW+MgCl₂), and CW-Na₂SO₄ (CO₂+DIW+Na₂SO₄). Collectively, the combination of CO₂+brines will be termed as carbonated brine (CB) in the present study. The fluid properties like density and viscosity of water, CO₂, and n-decane at experimental pressure and temperatures have been obtained from NIST Chemistry Web Book 40. Apion Version 6 software was used to obtain the pH of the each of these brine with and without CO₂, to which the concentration of salts in brine is provided as an input.
2.2 Experimental setup and procedure

The equipment and design of the experimental setup are similar to that presented in 25. The schematic of the experimental setup is shown in Figure 2b. The pendant drop equipment manufactured by EUROTECHNICA and KRUSS consists of a cylindrical high-pressure cell (PVT-cell). The PVT-cell is see-through and placed between a high-resolution camera and light source. The capacity of PVT-cell is 25 mL, and it can withstand a maximum pressure and temperature of 68.9 Mpa and 180°C respectively. A pump (maximum pressure of 32 MPa, GILSON) linked to a piston-cylinder containing CO₂ maintains the pressure in the PVT-cell. Further, details of the procedure, and experimental setup may be obtained from 25. Additional experiments were carried out using gas flow meter at 25°C to estimate the saturation of CO₂ in brine at different pressures, and the result obtained was compared with the model presented by 41; there was a maximum error of 3% in the mass of CO₂. The experiments were carried out for a pressure range of 50 to 100 bar, at 45°C. For these pressures and temperatures, CO₂ is in a gaseous state for P<74 bar at 45°C and P>74 bar CO₂ is in the supercritical phase. Hence, the experiments will cover the effect of both gaseous and supercritical CO₂. Therefore, there may be a possibility of observing the behaviour of various properties (IFT, CO₂ mass transfer, and diffusion coefficient) near to the phase change pressure of CO₂ (74 bar).

2.3 IFT measurement

The dynamic and equilibrium IFT between CB/n-decane was measured using the ADSA method. The pendant drop method employed in the present study is a practical, accurate, and popular method to measure the IFT of the fluid-fluid system, the method applies the Equation (1) to measure the IFT.

\[ IFT = \frac{\Delta \rho g d^2}{B}, \]  

where \( \Delta \rho \) (kg/m³) is the density difference between the drop and environmental phases; g (m/s²) is the acceleration due to gravity, and d (m) is the maximum horizontal diameter of the unmaginified pendant drop. Hence, apart from \( \Delta \rho \) rest of parameters are calculated by the software and the values of \( \Delta \rho \) of has to been given by the user. When the drop phase (HD, n-decane) contacts the CB, CO₂ diffuses from CB into the HD, which alters the HD density and viscosity. Therefore, for accurate measurement of IFT (dynamic and equilibrium), it is essential to know the density changes of the HD due to the CO₂ mass transfer. The present study adopts the dynamic and equilibrium IFT measuring technique developed by 42 for the fluid-fluid system.

2.4 Diffusion coefficient measurement

2.1.1 Mathematical model

Molecular diffusion of CO₂ from CB or CW into hydrocarbon is a concentration driven process. In the present study, Fick’s second law (Equation (2)) is used to represent the diffusive mass transfer process of CO₂ across

<table>
<thead>
<tr>
<th>Brine</th>
<th>Composition (g/l)</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSW</td>
<td>23.38</td>
<td>Combination of salts on CO₂ mass transfer and IFT</td>
</tr>
<tr>
<td>SSW-MgCl₂</td>
<td>23.38 0 3.41 1.91</td>
<td>Combination of salts in the absence of Magnesium on IFT and CO₂ mass transfer</td>
</tr>
<tr>
<td>SSW-Na₂SO₄</td>
<td>23.38 9.05 0 1.91</td>
<td>Combination of salts in the absence of Sulphate on IFT and CO₂ mass transfer</td>
</tr>
<tr>
<td>DIW+MgCl₂</td>
<td>0 9.05 0 0 0 0</td>
<td>Magnesium on CO₂ mass transfer and IFT</td>
</tr>
<tr>
<td>DIW+Na₂SO₄</td>
<td>0 0 3.41 0 0 0</td>
<td>Sulphate on CO₂ mass transfer and IFT</td>
</tr>
</tbody>
</table>
the interface. The pendant drop is symmetrical about the z-axis (Figure 2a). Therefore, it would be appropriate and convenient to adopt a cylindrical coordinate system (r, θ) rather than a cartesian coordinate system (x, y, and z). Further, details of the model, assumptions/limitations, and its boundary conditions for solving the Equation (2) may be found in 28 and 29.

\[
\frac{\partial C}{\partial t} = D(t) \left( \frac{\partial^2 C}{\partial r^2} + \frac{1}{r} \frac{\partial C}{\partial r} + \frac{\partial^2 C}{\partial z^2} \right),
\]

(2)

In the Equation (2), C is the concentration of CO₂ in the drop phase (kg/m³), and D(t) represents the diffusion coefficient (m²/s). Equation (2) gives the spatial and temporal distribution of the concentration of CO₂ in the drop phase. The volumetric average of CO₂ concentration in the drop phase (C_{eq} (m³)) is obtained from Equation (3) as a function of time.

\[
C_{eq}(t) = \int_{\Omega} \frac{C(r,z)}{C_v} r dr dz
\]

(3)

Further, the parameter C_{eq} is used to calculate the swelling factor (SF) (Equation (4)), which is the ratio of the volume of the CO₂ saturated drop phase to the initial volume of drop phase.

\[
SF = 1 + \frac{\int_{0}^{t} \frac{V_{eq}(t)-V_{eq}(t)}{V_{eq}(t)} dt}{\int_{0}^{t} \frac{V_{eq}(t)}{V_{eq}(t)} dt}
\]

(4)

In the Equation (4), V_{eq}(t) (m³) is the experimentally obtained volume of drop phase at any instant t (s), and T (s) is the total experimental time; V₀ (m³) is the initial volume (t=0) of the pendant drop obtained from experiments.

At each moment, the volume of the drop phase (HD) is the aggregate of the volume of the hydrocarbon in the drop phase (initial volume of drop) (V₀) and the increment in volume due to the diffusion of CO₂ in the hydrocarbon (Equation (5)). The increment in volume is the product of C_{eq} and SF-1.

\[
V(t) = V_0 + (SF - 1) C_{eq}(t)
\]

(5)

An optimisation function (F) (non-dimensional) as a function of the difference in the experimental (V_{exp}(t)) and numerical volume (V(t)) is used (Equation (6)) and the minimum of the optimisation function (F_{min}) would give the diffusion coefficient of CO₂ in the hydrocarbon. The lower the F_{min}, the lower would be the error in estimating the diffusion coefficient compared to the experimental.

\[
F = \sqrt{\frac{1}{T} \int_{0}^{T} \left( \frac{V_{exp}(t)-V(t)}{V_{eq}(t)} \right)^2 dt} \times 100\%
\]

(6)

2.1.2 Numerical model

A semi-implicit finite difference numerical scheme was adopted to solve the Equation (2) and obtain the CO₂ concentration profiles in the pendant drop. The model assumption/limitations, validation, and description may be found in 28.

2.1.3 Dynamic interface (boundary) method

One of the significant and visible implications of CO₂ diffusion in hydrocarbon is the swelling or the increment in the volume of the hydrocarbon. Therefore, the volume of the pendant drop is not the same as that of initial time, and it increases with time. The increment in the volume indicates a change in the surface area at the CW/oil interface and hence, the movement of the fluid-fluid interface. However, most of the studies carrying out diffusion coefficient measurement using pendant drop experiment assume a quasi-static nature of the fluid-fluid interface, therefore neglecting increase in volume and thus displacement of the interface 28, 41. Such an assumption, especially for CW/oil system where there is a significant increment in volume, would lead to inaccuracy in estimating the diffusion coefficient. 28 showed that error due to the assumption of a static interface is approximately 2% at 10 bar to a significant 36% at 60 bar. 21 developed a simple and effective method to incorporate the dynamic nature of the CW-hydrocarbon interface (boundary). The current study extends the method to CB-hydrocarbon system.

3. Results and discussion

3.1 Swelling and diffusion coefficient

Figure 3 shows the mass of CO₂ transferred into the n-decane drop (CO₂ mole/l volume of drop) from the surrounding CB (CW, C_{SW-MgCl₂}, C_{SW-NaSO₄}, CW-MgCl₂, and CW-NaSO₄) from the start of the experiment till equilibrium is attained. The analysis has been carried out for 50 bar (3a), 70 bar (3b), 80 bar (3c), and 100 bar (3d) at 45°C. For all the brine types and pressures, the CO₂ mass transfer with time may be divided into two regions. In the first region, the CO₂ mass transfer increases sharply, followed by the second region. In the second region the rate of mass transfer decreases and a plateau is reached, from where the mass transfer increase is negligible; and an equilibrium is approached. The first region of sharp increase takes a shorter time compared to the second region; however, a substantial CO₂ mass transfer occurs in the region of sharp increase. The sharp increase is followed by the gradual increase in mass transfer, this may be explained by the decrease in the CO₂ concentration gradient across the interface as CO₂ diffuses into the n-decane. It may be observed that there is a considerable variation in the profile and amount of mass transfer of CO₂ into n-decane among different brine compositions,
Figure 3: Mass of CO₂ transferred into the n-decane drop (mole/ml) from the start of the experiment until equilibrium for 50 bar (a), 70 bar (b), 80 bar (c), and 100 bar (d).

indicating that the CO₂ mass transfer across the interface is sensitive to the composition of the brine. For the carbonated brines C₅₋₁₋₂₋₂ and Cₛₛₛₛ₋₂₋₂, there is a greater CO₂ mass transfer compared to the CW, while a lower CO₂ mass transfer is observed for Cₛₛₛₛ₋₂₋₂ and CW₋₋₋₋ than CW. Further, a largest CO₂ mass transfer is observed for brine CW₋₋₋₋, and the least mass transfer is observed for brine CW₋₋₋₋. Therefore, it may be concluded that the combination of CW and Na₂SO₄ would assist the CO₂ mass transfer leading to a higher mass transfer of CO₂, while the CW and MgCl₂ combination does the opposite.

Figure 4 shows the swelling (ratio of equilibrium to initial volume) of the n-decane pendant drop due to the mass transfer of CO₂ for different CB (CW, Cₛₛₛₛ, Cₛₛₛₛ₋₋₋₋, Cₛₛₛₛ₋₋₋₋, CW₋₋₋₋, and CW₋₋₋₋) for a pressure range of 50-100 bar at temperature 45°C. For a pure hydrocarbon+CO₂ system the higher the CO₂ mass transfer, the more significant will be the swelling of the hydrocarbon. With no surprises, the swelling results in

![Graph showing swelling vs pressure for different CBs](image-url)
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Table 3: pH and IFT for different CB at 1, 50, 70, 80, and 100 bar at 45°C.

<table>
<thead>
<tr>
<th>Pressure (bar)</th>
<th>IFT (mN/m)</th>
<th>CW</th>
<th>C_{SSW}</th>
<th>C_{SSW-MgCl2}</th>
<th>C_{SSW-Na2SO4}</th>
<th>CW_{MgCl2}</th>
<th>CW_{Na2SO4}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50.13</td>
<td>43.18</td>
<td>51.19</td>
<td>31.09</td>
<td>31.82</td>
<td>52.58</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>56.45</td>
<td>54.35</td>
<td>57.31</td>
<td>35.26</td>
<td>32.28</td>
<td>57.95</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>63.90</td>
<td>63.80</td>
<td>67.50</td>
<td>47.85</td>
<td>40.5</td>
<td>62.75</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>62.67</td>
<td>60.49</td>
<td>58.14</td>
<td>50.85</td>
<td>51.97</td>
<td>60.18</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>52.43</td>
<td>50.46</td>
<td>49.56</td>
<td>46.56</td>
<td>30.26</td>
<td>49.73</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4 is analogous to the trend in Figure 3 (CO2 mole). For example in Figure 3, Na2SO4 enhances the CO2 mass transfer. Therefore, in Figure 4 a larger swelling of drop phase (n-decane) is observed for cases where the brine consisted of Na2SO4, while a lower swelling of brine consisting of MgCl2. Similar, to CO2 mass transfer (Figure 3), the combination of Na2SO4 and MgCl2 resulted in an intermediate swelling.

Figure 5 shows the effective diffusion coefficient of CO2 into n-decane from CB (C_{SSW}, C_{SSW-MgCl2}, C_{SSW-Na2SO4}, C_{SSW-Na2SO4} and CW_{MgCl2}) and CW for pressures 50, 70, 80, and 100 bar at 45°C. Depending on the phase of CO2, it may be observed that D_{CO2} is both directly and inversely proportional to pressure. For the gaseous CO2 the D_{CO2} is inversely proportional to pressure, whereas when the CO2 is supercritical, the D_{CO2} is directly proportional to the pressure, this observation was common for all the CB types. Similar observations were also made by 23. Further, it may be observed from Figure 5 that at isobaric conditions, in the presence of salt (CB) the D_{CO2} is well scattered above and below that of CW. Therefore, the presence of salt in CW both increases and decreases the rate of CO2 mass transfer and is a function of the type of salt. The CB containing Na2SO4 (CW_{Na2SO4}) and absence of MgCl2 (C_{SSW-MgCl2}) showed a higher D_{CO2} than CW, while the CB containing MgCl2 (CW_{MgCl2}) and absence of Na2SO4 (C_{SSW-Na2SO4}) lead to a lower diffusion coefficient than CW. The D_{CO2} was highest for CW_{Na2SO4}, while the lowest was observed for CW_{MgCl2}. On an average (average over the pressure) approximately 57% increase in D_{CO2} for CW_{Na2SO4} was observed compared to CW_{MgCl2}, and approximately 25% increase in D_{CO2} for CW_{Na2SO4} was observed compared to CW. The combination of Na2SO4+MgCl2 (C_{SSW}) lead to a reduction in D_{CO2} when compared to CW_{MgCl2}; however, it was higher than that of CW_{MgCl2}. The D_{CO2} for C_{SSW} was marginally higher than that of CW.

3.2 Interface tension

Table 3 shows the equilibrium IFT of brine/n-decane for different brine compositions along with their pH at 45°C and different pressures. Table 3 shows that initial pH is approximately 7 ±0.2, after saturation of brines with CO2 at the different pressures, the pH becomes approximately 3.0. The presence of salts in CW slightly alters the pH. IFT of DIW/n-decane (50.13 mN/m) compares well with
literature (50.25 mN/m \(^{-1}\)). When brine \(\text{CSSW}, \text{CSSW-Na}_2\text{SO}_4\), and \(\text{CW-MgCl}_2\) brines were used, they reduced IFT. The IFT reduction for \(\text{CW-MgCl}_2\) (36.5%) and \(\text{CSSW-Na}_2\text{SO}_4\) (30%), followed by \(\text{CSSW}\) (13.8%). Whereas when brines \(\text{CW-Na}_2\text{SO}_4\) and \(\text{CSSW-MgCl}_2\) were used the IFT increased by 4.9% and 2.1%, respectively.

The dynamic IFTs are presented in Figure 6 for different pressures; 50 bar (6a), 70 bar (6b), 80 bar (6c), and 100 bar (6d) at 45°C. The influence of CO\(_2\) saturated brines on the dynamic IFT may be divided into two groups. For most of the pressures, the first group (increasing IFT trend) consists of brines \(\text{CSSW}, \text{CSSW-MgCl}_2, \text{CW-Na}_2\text{SO}_4\), and CW. The second group (decreasing IFT trend) shows that \(\text{CSSW-Na}_2\text{SO}_4\) and \(\text{CW-MgCl}_2\) reduce IFTs’ profiles as a function of time. The IFT reduction occurs with brines containing MgCl\(_2\) (\(\text{CSSW-Na}_2\text{SO}_4\) and \(\text{CW-MgCl}_2\)), with the highest reduction when the brine contains only MgCl\(_2\) (\(\text{CW-MgCl}_2\)). Therefore, the presence of MgCl\(_2\) in CW reduces the IFT with time until the equilibrium is reached, while the presence of Na\(_2\text{SO}_4\) in CW increases the IFT. At all pressures, MgCl\(_2\) in CW and \(\text{CSSW}\) reduces the IFT. Marginal reduction of IFT (about 2 mN/m) for \(\text{CSSW-Na}_2\text{SO}_4\) brine at 100 bar. For better understanding the effect of brines on swelling, diffusion coefficient and IFT, the next
section addresses the relation between the IFT and concentration of the diffused CO₂ into n-decane.

3.3 IFT and CO₂ concentration of transferred into n-decane drop

Figure 7 shows the equilibrium concentration (10⁻⁶ mol/ml) of the CO₂ transferred CB into the n-decane drop against equilibrium IFT (m N/m). The IFT vs CO₂ concentration profiles in Figure 7 may be divided into two regions, higher and lower concentration regions. As shown, the higher concentration trends of the diffused CO₂ correspond to C_SSW, C_SSW-MgCl₂, and C_Na₂SO₄ brines. The lower CO₂ concentration trends correspond to CW, C_SSW-Na₂SO₄, and CW-MgCl₂. CO₂ concentrations (low and high) for the different pressures are as follows; 50 bar (5.7 - 8.5×10⁻⁶ and 2.1 - 2.3×10⁻⁵), 70 bar (2.1 - 2.6×10⁻⁵ and 4.1 - 6.3×10⁻⁵), 80 bar (4.5 - 5.0×10⁻⁵ and 5.9 - 8×10⁻⁵). CO₂ concentrations and the IFT trends are consistent and support the conclusion, where, in general at all the pressures, the presence of Na₂SO₄ increases the diffusion of CO₂ while the MgCl₂ reduces the IFT. For example in Figure 3 and 4, Na₂SO₄ enhances the CO₂ mass transfer. Larger swelling of drop phase (n-decane) is also observed for cases where the brine contains Na₂SO₄ (CW-Na₂SO₄), while the lower swelling is observed for brine consisting MgCl₂ (CW-MgCl₂). In other words, good correlations exists between the mass transfer trends (Figure 3 and 4) and the analytical data of the transferred CO₂ into n-decane (Figure 7), where the lowest diffusion coefficients are related to brines containing MgCl₂ (C_SSW-MgCl₂ and CW-MgCl₂) and the highest diffusion coefficients are related to brines containing Na₂SO₄ (C_SSW-Na₂SO₄ and CW-Na₂SO₄). In the case of C_SSW, where it contains both salts (MgCl₂ and Na₂SO₄) show that the diffusion coefficients are between the high (CW-Na₂SO₄) and low (CW-MgCl₂). It is also interesting to see that SO₂⁻ dominates the effect when co-present with Mg⁡⁺.

3.4 Interfacial adsorption isotherm (surface excess)

The observed reduction alteration in IFT by SO₄²⁻ (Na₂SO₄) and Mg⁡⁺ (MgCl₂) ions may be related to the degree of hydration (number of water molecules surrounding an ion) and hydration energy/enthalpy. Among the major ions present in the SSW, Mg⁡⁺ ion has the smallest ionic radius (0.072 nm), compared to SO₄²⁻ (0.242 nm 42) and CO₂ (232 nm). However, as a bivalent the Mg⁡⁺ ions have high hydration energy. They, therefore form tight bound to the first hydration shell [Mg(H₂O)₆]²⁺. Hence, have a high effective size leading to lesser adsorbed and early saturation at the interface 43. Higher hydration energy would also mean a higher affinity towards the CW/oil interface 30, 42.

When Na₂SO₄ and MgCl₂ are combined as in C_SSW, the IFT reduction is intermediate between that of CW-Na₂SO₄ and CW-MgCl₂. The formation of complexes of Mg⁡⁺² and Na⁺ with SO₄²⁻ due to the combination of Na₂SO₄ and MgCl₂ would reduce the free ions of Mg⁡⁺² and Na⁺ 47. Therefore, a lower concentration of Mg⁡⁺² would mean lesser ions being adsorbed at the CB/n-decane interface and hence, a smaller reduction in IFT. Accordingly, it was observed in Figure 6 and Table 3 (supplementary data) that for C_SSW the IFT was intermediate between C_sSW and that of only composed of CW-MgCl₂. In their studies of hydration of SO₄²⁻ ions, reported that they are surrounded by up to 14 ion hydration, where each hydrogen atom interact with SO₄²⁻ or the oxygen atom of another water molecule. Their studies indicated that the outer shell water molecules have free OH ⁴⁵. It may be suggested that the possible mechanism where the local OH at the interface may slightly reduce the IFT, which then would promote the transportation of CO₂ into n-decane drop. This is in contrary to that for Mg²⁺ ions, where hydrated ions are tightly packed at the interface area, which resist the transportation of CO₂ across the interface and accumulate at the interface. It is interesting that the presence of both ions brings the equilibrium IFT into a level between the two the individual ions. Figure 7 clearly illustrates and summarise the brine interaction described above. It is shown that C_SSW-Na₂SO₄ and C_SSW-MgCl₂ restrict the transfer of CO₂, however, reduce IFT of the system, compared to the other carbonated brines, C_SSW, C_SSW-MgCl₂ and CW-Na₂SO₄.

4. Conclusions

The CO₂ mass transfer and the interfacial phenomena of CW/n-decane are the primary recovery mechanisms of CWI. The impact of salts on CO₂ mass transfer on IFT has been rarely investigated. The present work through experimental and numerical method addressed the impact of MgCl₂ and Na₂SO₄ presence in carbonated water (CW) on the IFT of CW/n-decane and the mass transfer of CO₂. The experimental work was carried out for pressures...
between 50-100 bar and at 45°C. The following conclusions were made from the analysis. Mg^{2+} ion has shown to reduce both the CBn-decane IFT (36.5%) and the diffusion coefficient of CO_{2} into n-decane, in comparison with CWn-decane system. It is suggested here that since Mg^{2+} has the smallest ionic radius (0.072 nm), and as a divalent ion it has high hydration energy. It therefore forms a tight bond to the first hydration shell [Mg(H2O)6]^{2+}, accordingly it has high effective size and when adsorbs at the interface, it reduces the IFT. In the case of SO_{4}^{2-}, the ionic radius (0.242 nm) is larger than that of Mg^{2+} and have lower hydration energy than Mg^{2+}. Further, it is reported that SO_{4}^{2-} ion is surrounded by up to 14 hydration ions, where each hydrogen atom interact with SO_{4}^{2-} or the oxygen atom of another water molecule indicating that the outer shell water molecules have free OH groups. It is suggested here that a possible mechanism where the local OH groups at the interface may lightly and locally reduces IFT, which then promote the transportation of CO_{2} into n-decane drop. The suggested mechanisms for both ions are supported by observation, where in the dynamic IFT, the equilibrium reached faster in case of Mg^{2+} compared to that with SO_{4}^{2-}.

Brine effect on altering carbonated water physical processes such as diffusion and IFT have been identified.

More over the contribution and proposed mechanisms of the different ions (SO_{4}^{2-} and Mg^{2+}) to the physical process in carbonated water/hydrocarbon have been addressed, which contribute to enhancing oil recovery.
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