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Summary 

The overall objective of this thesis is to contribute to new knowledge in 
risk management. More concretely, the research relates to one of the 
main tasks of risk management: to obtain an appropriate balance between 
value creation on the one hand and protection on the other 

Risk management is considered to be all activities and measures carried 
out to manage the risk. The main purpose is to support the balancing of 
the conflicts inherent in exploring opportunities, creating values and 
development, on the one hand, and avoiding losses and accidents on the 
other. Many of the situations we face, however, involve high risk and 
uncertainty, making it challenging to predict the outcomes of our 
decisions and to obtain an appropriate balance between different 
concerns such as risk and socioeconomic profitability. Various strategies 
can form the basis for supporting risk management and decision-making 
under uncertainty, using different tools and approaches. To adequately 
inform the decision-makers about the risks and uncertainties, we need to 
make sure that the strategy we apply, and the approaches and principles 
that follow, are appropriate for the decision-making context and capable 
of capturing the relevant uncertainties. This is not straightforward, and 
there is a need to continuously develop the approaches we use to support 
the decision-makers. At the same time, we need to acknowledge the fact 
that the tools we use are just tools, with strong limitations. The quality 
of the produced decision support, then, relates to the quality of the 
background knowledge, on which the analyses and evaluations are 
based. To obtain good quality background knowledge, however, is not 
always straightforward. 

The thesis contributes to this end by exploring approaches, principles and 
underlying ways of thinking related to how we can obtain the appropriate 
balance between value creation and protection, and by producing new 
knowledge to support that balance in a specific domain. The scientific 
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contribution of the thesis consists of seven papers. The content and 
contribution of the seven papers are summarised in the following. 

In risk management, different strategies can be applied to support the 
tasks. The strategy refers to the underlying way of thinking and the 
principles that follow. Amongst the principles, ALARP is central. 
According to the ALARP principle, risks should be reduced to a level 
that is As Low As Reasonably Practicable, meaning that risk-reducing 
measures should be implemented unless the costs are grossly 
disproportionate to the obtained benefits. By large, however, 
observations from the industry and literature indicate that analysts focus 
on single measures in isolation when using the ALARP principle to 
support decision-making. This underlying way of thinking might lead to 
misguided decisions: it does not consider that safety measures do not 
always give the intended effect, as offset effects can occur, and the 
weight given to the cautionary principle might be inappropriate, given 
the decision-making context. Paper I discusses and illustrates the 
importance of systems thinking when using the ALARP principle to 
guide decision-making under uncertainty. Systems thinking has a role to 
play, as it enhances the understanding of the decision-making context. 

Enhancing the understanding and knowledge of a risk-related problem is 
essential for risk management. The available knowledge (justified 
beliefs) forms the foundation on which risks are assessed. Different 
methods exist on how to evaluate the strength of the knowledge, but there 
is a gap in the literature with respect to methods useful for the 
identification of relevant knowledge, and an arbitrary approach does not 
appear to be optimal. Paper II suggests a framework, using a systems 
approach, to identify and assess the background knowledge, as a means 
to reduce the risk of missing relevant knowledge and obtain more 
complete background knowledge, on which risk can be assessed. If we 
are unable to capture all the relevant knowledge, such as hidden 
assumptions, the result is incomplete background knowledge, which 
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hampers risk management and the balance between value creation and 
protection.     

The available background knowledge needs to be considered in a risk 
assessment, to inform the decision-makers on, for example, what 
assumptions the analysts made and what the risk assessment represents. 
The uncertainties and knowledge need adequate treatment and reflection, 
in order to produce informative decision support. Paper III contributes to 
this end and illustrates how the knowledge dimension can be integrated 
with a risk-based approach, supporting decisions about permanent plug 
and abandonment of offshore oil and gas wells. The objective of the 
original approach is to evaluate leakage risk from offshore wells on the 
basis of consequences and probability, in order to justify more cost-
effective solutions than the prescriptive ones. Creating cost-effective 
solutions, however, does not justify less focus on risk and uncertainties, 
and Paper III suggests an improved approach, which strengthens the 
decision support on the leakage risk by highlighting the uncertainties, 
assesses the risk of deviation from the assumptions and reflects the 
knowledge base. 

The adoption of safety measures, such as barriers in an offshore well, is 
an essential activity of risk management. At the same time, it is well 
known that safety measures do not always give the intended effect, as 
new safety measures are sometimes offset by other system components. 
This is problematic for the balance between value creation and avoiding 
losses, as any company has limited resources for safety expenditure. This 
implies a need for proper consideration of economic concerns. However, 
economic evaluations are usually made with sole reference to expected 
values, in which no or limited weight is given to the cautionary principle. 
The use of expected values is rational given the portfolio theory, but, at 
the same time, expected values should be used with care in risk 
management, as the uncertainties and cautionary principle need stronger 
weight than what the frame of expected values supports. Papers IV and 
V discuss and illustrate why traditional economic tools need stronger 
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weight on the cautionary principle when applied in a risk context. Paper 
IV discusses foundational issues of the use of socioeconomic 
profitability as a prerequisite for investments in security measures, while 
Paper V discusses the application of the return of investments in safety 
(ROSI) measure in the chemical industry. Without considerations of 
uncertainty and background knowledge, the economic tools might 
produce misguided decision support, hampering the balance of different 
concerns.  

There is an increasing awareness of the importance of the knowledge 
dimension in the risk science field, in relation to managing risk. The 
knowledge dimension is split into general knowledge and specific 
knowledge. The former covers all knowledge available for related 
activities, whereas the latter covers specific knowledge of activities. For 
example, to improve patient safety in the emergency medical services, 
we need to know what can go wrong and why (i.e. general knowledge), 
but, at the same time, we need to make sure that necessary measures, 
such as a training programme, are implemented and functioning as 
intended in the emergency medical services (i.e. specific knowledge), 
especially when the risk management is subject to scarce resources. 
Papers VI and VII contribute to the latter, by producing new knowledge 
about the frequency of training in non-technical skills in the Norwegian 
emergency medical services. The studies indicate that training has had a 
positive effect, as the frequency of training in non-technical skills among 
the personnel in the helicopter emergency service has increased over 
recent years, and that there is a potential for learning and knowledge 
sharing between the two emergency medical services. This new specific 
knowledge provides input to evaluations and future practices of the 
training programmes, and to increase the general knowledge, which can 
assist the prehospital services in obtaining an appropriate balance 
between value creation and protection. 
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1 Introduction 

 Background 
Risk management involves all activities and measures carried out to 
manage the risk (Aven, 2014; SRA, 2015), balancing the conflicts 
inherent in exploring opportunities, creating values and development, on 
the one side, and avoiding losses, accidents and disasters on the other 
(Aven, 2014; Engemann and Abrahamsen, 2020; PSAN, 2018; SRA, 
2015). The process of balancing different concerns involves making 
decisions under uncertainty. Many situations we face, however, involve 
the potential for immense losses and high uncertainty, making it difficult 
to predict the outcome of our decisions (Aven and Vinnem, 2007; 
Engemann and Abrahamsen, 2020). To obtain an appropriate balance of 
value creation and protection, proper decision support is required (Aven, 
2018; Hokstad and Steiro, 2006). 

Different disciplines tend to emphasise different perspectives on how to 
provide an adequate basis for managing risk (Abrahamsen and 
Abrahamsen, 2015; Engemann and Abrahamsen, 2020; Ayyub, 2003; 
Möller and Hansson, 2008; Sørskår and Abrahamsen, 2017). On the one 
hand, an economic perspective relying on economic principles and 
evaluations usually leads to decisions made in reference to expected 
values, in order to optimise some criteria (e.g., Levy and Sarnat, 1994; 
Varian, 1999). This perspective mechanically highlights value creation. 
The use of expected values is rational, according to the portfolio theory 
(Levy and Sarnat, 1994; Varian, 1999). At the same time, it is argued 
that expected values as a basis for decision-making under uncertainty 
should be used with care in risk management. The main arguments are 
that the expected values do not give sufficient weight to the uncertainties 
and do not reflect the background knowledge (justified beliefs), on which 
they are based (see, e.g., Abrahamsen et al., 2004; Ale et al., 2015; Aven 
and Flage, 2009; Hoegberg, 1998; Watkiss et al., 2015). 
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On the other hand, safety experts constitute a discipline that usually puts 
strong weight on the uncertainties (e.g., Abrahamsen and Abrahamsen, 
2015; Abrahamsen et al., 2018a; Aven, 2019; Baard, 2016; Fischhoff et 
al., 1981; HSE, 2001; Klinke and Renn, 2002; Möller and Hansson, 
2008; Paté-Cornell, 2002), for example by the means of the cautionary 
principle, expressing that, in the face of an activity subject to serious 
consequences or uncertainty, caution should be the ruling principle 
(Aven, 2019; Aven and Abrahamsen, 2007). This perspective gives 
strong weight to protection. In fact, little or no consideration of cost-
benefit calculations is required to justify an appropriate balance between 
value creation and protection with an extreme safety perspective (e.g., 
Abrahamsen and Abrahamsen, 2015), as caution is the ruling paradigm. 
As a consequence, it is hard to argue that an extreme safety perspective 
can be considered a general perspective to balance different concerns, as 
too much emphasis on caution might lead to inefficient use of resources 
(Abrahamsen and Abrahamsen, 2015; Abrahamsen et al., 2018a, 2018b; 
Lind, 2002; Vesely, 1999; Viscusi et al., 2019) and reduce innovation 
and development (e.g., Aven, 2019; Bhardwaj et al., 2019; Grote, 2015).  

A problem occurs when the perspectives provide contradicting decision 
support (Abrahamsen et al., 2016, 2020a; Bedford and Cook, 2001; 
Engemann and Abrahamsen, 2020; Erkan et al., 2016; Sørskår and 
Abrahamsen, 2017). An example could be that, while high risk implies a 
need for protection and cannot be ignored (Hokstad and Steiro, 2006), it 
is important to consider that the resources available for risk management 
activities are usually scarce (Abrahamsen et al., 2013, 2018b). Adopting 
one of the perspectives while ignoring the other cannot in general be 
considered a good basis for obtaining an appropriate balance 
(Abrahamsen et al., 2016, 2018a; Kaplan and Garrick, 1981). 

As already indicated, there is no one correct perspective or approach on 
how to balance value creation and protection in risk management 
(Abrahamsen et al., 2018a; Aven and Körte, 2003; Klinke and Renn, 
2001; Kristensen et al., 2005). In fact, risk as a phenomenon precludes 
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standardised solutions for obtaining an appropriate balance (Renn, 
2008). The practical implication is that an appropriate balance between 
value creation and protection cannot be based on a single static decision-
making principle (e.g., Abrahamsen et al., 2017a; ISO, 2018). 

In some risk management situations, it is appropriate to make decisions 
with reference to a cost-benefit analysis, while, in others, no reference to 
expected costs and benefits should be required (Abrahamsen and 
Abrahamsen, 2015; Abrahamsen et al., 2020b). It is the decision-making 
context that should be the decisive factor for determining how to balance 
different concerns, which necessitates a thorough understanding of it 
(e.g., Abrahamsen et al., 2018b, 2020b; Amendola, 2002; Aven and 
Körte, 2003; Aven and Kristensen, 2019; Baard, 2016; Engemann and 
Abrahamsen, 2020; Grote, 2012; van der Sluijs et al., 2008). The tools 
of risk and decision analyses provide such decision support (see Paté-
Cornell and Dillon, 2006), which should be applied and appropriate with 
respect to the context of interest. That is, they should be capable of 
assessing and communicating all the relevant information (e.g. 
complexity, uncertainty, knowledge, costs) to the decision-maker 
(Abrahamsen and Abrahamsen, 2015; Abrahamsen et al., 2018a; Aven, 
2018; ISO, 2018; Sørskår and Abrahamsen, 2017). 

This is not straightforward, but, to obtain an appropriate balance between 
value creation and development, it should be acknowledged that we need 
both economic and safety perspectives (e.g., Abrahamsen and 
Abrahamsen, 2015; Abrahamsen et al., 2017a; Aven, 2019; Lind, 2002). 
Usually the appropriate balance is found in between the two extremes 
(Sørskår and Abrahamsen, 2017). At the same time, the decision support 
is not perfect and, hence, cannot mechanically prescribe what to do (e.g., 
Apostolakis, 1990; Aven, 2014, 2019; Paté-Cornell, 1996). Decision-
making in risk management needs to be risk-informed, with the decision 
support being subject to a greater or lesser extent to informal managerial 
review and judgments (e.g., Apostolakis, 2004; Aven and Körte, 2003). 
It then follows that increasing the general knowledge about what can go 
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wrong and why, as well as the knowledge of a specific activity, is key to 
ensuring informative decision support (Aven, 2014; Aven and 
Kristensen, 2019). 

Managing risk is difficult. There are usually different values at stake and 
goals to be reached, for which the different strategies, approaches and 
principles might point to different alternatives, emphasising certain 
factors and conditions, which could be contradictory. The produced 
decision support could also be misleading, as it could be based on more 
or less strong knowledge (Aven, 2013), and uncertainties could be 
hidden within it, such as assumptions that turn out to be wrong (Patè-
Cornell, 2002). The consequences of an activity could be serious and will 
always be subject to more or less uncertainty. On these premises, the 
decision-maker needs to judge all the relevant attributes and make trade-
offs, in order to reach an appropriate balance between value creation and 
protection. This calls for proper decision support, capturing the 
knowledge and characteristics of the risk-related situation. The key is to 
enhance the knowledge, with respect to the specific situation of interest 
(Aven and Kristensen, 2019), but also of the risk science field in terms 
of improving and developing suitable risk management approaches, 
concepts, principles and strategies (Aven, 2018). It is to those ends that 
the thesis aims to contribute. 

 Objectives 
Based on recent developments and ideas in the risk science field (see, 
e.g., Aven, 2018), the overall aim of the thesis is to contribute to new 
knowledge in risk management, by exploring the following research 
areas: 

1. How to obtain an appropriate balance between value creation and 
protection. 

2. Increase the specific knowledge on training in the Norwegian 
emergency medical services. 
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 Scientific approach 
The research has an interdisciplinary approach, in which the scientific 
contributions have different scientific characterisations. In general, basic 
types of research are distinguished by the following (Kothari, 2004): 
descriptive vs analytical, applied vs fundamental, quantitative vs 
qualitative, and conceptual vs empirical. The nature of the research areas 
demands the application of different types of research (see, e.g., Aven, 
2018). The research of the present work as one entity is at best 
characterised as a conglomerate of the different types. Parts of the work 
are descriptive, as they describe the state in the real world as it is (e.g. 
Papers VI and VII), while others are analytical in the sense that they use 
established theories and methods to search for new knowledge and 
critical evaluations (e.g. Papers I to V). The work is both applied (e.g. 
Papers III, VI and VII), as it aims to contribute to specific issues facing 
a society or industry, and fundamental, as it is generic and contributes to 
a broad spectrum of applications (e.g. Papers I, II, IV and V). The work 
includes both qualitative (e.g. Paper IV) and quantitative research (e.g. 
Paper VI). Parts of the work are empirical (e.g. Papers VI and VII), 
starting from a hypothesis, which by the means of data analyses results 
in conclusions. At the same time, the work is conceptual, as it focuses on 
abstract ideas, concepts and theories (e.g. Papers I and II). 

The work follows the criteria for scientific quality highlighted by the 
Norwegian Research Council (2000). The research presented in this 
thesis is, to the best of the author’s ability, conducted according to the 
criteria of originality, solidity and relevance (NRC, 2000). Originality 
refers to the degree of something “new”, such as further development or 
new application of the theories and methods used in the scientific field. 
Solidity is expressed in the form of sound support for statements and 
conclusions, which are based on recognised scientific methods and 
principles, good source references, consistency between assertions, and 
critical reflections regarding the data, methods and results of the 
research. Relevance refers to the usefulness and applications of the 
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research, with respect to both scientific and societal benefits, for example 
that the work is applicable for different industries. 

The thesis follows the so-called “European PhD-Model” (Day and 
Gastel, 2006) and comprises two parts. The main part consists of the 
main scientific work, and the secondary part frames the scientific work 
in a broader context. The papers making up the main scientific work, 
presented in Part II, were developed by the means of literature studies, 
supervisory guidance, data analysis, discussions with co-authors and 
colleagues, preparation for and feedback from conferences, rational and 
creative thinking, peer reviews from international journals, self-
reflection, and, finally, by a lot of hard work and hours carrying out 
research. 

 Thesis structure 
The thesis is divided into two parts. Part I comprises the foundation and 
motivation of the work. Part II comprises the main scientific 
contributions, in the form of seven scientific papers. Of the seven papers, 
five are published in international scientific journals, and two are 
submitted for possible publication in international scientific journals. 

The thesis is organised as follows. Section 2 presents the theoretical 
foundation related to the objective of the thesis. Section 3 summarises 
and discusses the scientific contributions in respect to the research areas 
and the overall objective. Then, Section 4 presents some potential 
directions for future work. Finally, Part II of the thesis presents the seven 
scientific papers. 

 



 

9 

2 Theoretical foundation 

This section summarises some of the theoretical foundations of risk 
management, related to concepts, principles and methods used to support 
the balance between value creation and protection. The purpose of the 
chapter is to provide a clear understanding of the background to the 
research presented in Section 3. 

 The concept of risk and its description 
In this thesis, risk is understood as the (mental) concept that relates to the 
consequences of an activity. Risk comprises two dimensions: (1) the 
consequences of the activity, with respect to something that humans 
value and (2) uncertainties (Aven, 2018; SRA, 2018b). We refer to this 
as an uncertainty-based risk definition. The arguments supporting the 
uncertainty-based risk definition, rather than the more traditional 
probability-based definitions, are thoroughly discussed in the literature 
and will not be repeated here (see, e.g., Aven, 2011a; Aven and Renn, 
2009; Aven and Zio, 2011; Rosa, 1998; SRA, 2015; Watson, 1994).  

As we consider risk to have two dimensions – consequences and 
uncertainties – there is a logical distinction between how we define the 
risk concept and how risk is described. The risk description is obtained 
by specifying a set of (observable) quantities of interest (e.g. loss of lives, 
profit) that represents the (unknown) consequences and by using a 
measure to describe the uncertainties (Aven, 2018). Probability is the 
most common measure of uncertainty, but others exist (see, e.g., Flage 
et al., 2014).  

In the risk analysis, the specified consequences are predicted, and the 
uncertainties assessed (Flage et al., 2014). The judgments about the 
specified consequences and uncertainties are always more or less 
conditional on the analyst’s knowledge (justified belief) (Aven and Zio, 
2018a), usually formulated as assumptions, based on data, models, 
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expert opinions and so on (Flage and Aven, 2009). This knowledge can 
be more or less strong (Aven, 2013), and uncertainties can be hidden 
within it, such as assumptions that turn out to be wrong (Patè-Cornell, 
2002). Therefore, a central part of the risk description is the knowledge 
dimension and its strength (Flage and Aven, 2009). See also Aven and 
Zio (2018b). 

 Risk management 
To explore opportunities and create values and development, risk taking 
is needed. It is widely accepted that risk cannot be eliminated; thus, it 
must be managed (Aven and Vinnem, 2007). There are several 
definitions of risk management (e.g., Aven and Vinnem, 2007; COSO, 
2017; Hopkin, 2013; Pritchard, 2015; PSAN, 2018; IPCC, 2012; ISO, 
2018; Renn, 2008), and, in this thesis, risk management is defined as all 
activities and measures carried out to manage the risk (SRA, 2018a). The 
purpose is to support the balancing of the conflicts inherent in exploring 
opportunities, creating values and development, on the one hand, and 
avoiding losses and accidents on the other (Engemann and Abrahamsen, 
2020; PSAN, 2018; SRA, 2015).  

While risk management covers all the co-ordinated activities and 
measures carried out to control and direct an organisation with respect to 
risk (Aven and Vinnem, 2007; ISO, 2018), the risk management process 
is the systematic and structured use of policies, procedures and practices 
for the tasks of establishing the context and assessing, treating, 
communicating, consulting, monitoring and reviewing risk (ISO, 2018). 
The main steps of a risk management process are establishment of the 
context, risk assessment and risk treatment. Establishing a context 
includes problem definition, information gathering, organisation of 
work, specification of scope and objectives (Aven, 2015). The risk 
assessment is the main part of a risk management process, aiming to 
establish an informative risk picture for the various decision alternatives 
(Aven and Vinnem, 2007). The step includes identifying risks, analysing 



 

11 

causes and consequences, establishing a risk picture and evaluating risk. 
The output from the risk assessment serves as input to decision-making 
as regards the risk treatment. 

Various strategies can form the basis for supporting risk management. 
Amongst them, risk-informed (analysis-based), cautionary/ 
precautionary and discursive strategies are the most common (Renn, 
2008; SRA, 2015; Stirling, 1999); see also ISO (2018). Strategy in this 
context refers to the underlying thinking and the principles that follow, 
with respect to how a decision is to be made and how the decision-
making process should be carried out (Aven, 2011b). In simple terms, 
the risk-informed (analysis-based) strategy refers to treatment 
(avoidance, reduction, transfer, and retention) of risk on the basis of risk 
assessments and decision analyses (Renn, 2008). The 
cautionary/precautionary strategy is also referred to as a strategy for 
robustness and resilience (SRA, 2015), which emphasises attributes such 
as containment, best available technology (BAT), safety factors, 
flexibility and increasing knowledge (Aven, 2014). The discursive 
strategy includes stakeholder involvements, discussions, deliberations, 
building confidence through reduction of uncertainties and ambiguity, 
and clarifications of facts (Aven and Renn, 2010). In practice, a mixture 
of the three will often be the most appropriate (Renn, 2008). See also 
Aven and Kristensen (2019). 

A central part of risk management is to provide the decision-maker with 
an adequate basis for managing the risk. Several tools and principles are 
available, such as cost-benefit analysis and the cautionary principle. The 
question then is what approaches and principles should be applied to 
provide the basis for balancing the different concerns of value creation 
and protection. Different disciplines tend to emphasise different 
perspectives to answer the question. Of special interest in this thesis are 
the perspectives that are attributable to traditional economic theories, on 
the one hand (the economic perspective), and fundamental principles of 
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safety management on the other (the safety perspective). Some of them 
are presented in the following. 

 Economic principles, theories and methods 

2.3.1 Expected utility theory 
In theory, the answer to the question above can be found in the expected 
utility theory, which is the ruling paradigm for decision-making under 
uncertainty among economists and decision-analysts (e.g., Bedford and 
Cook, 2001; Bernardo and Smith, 1994; Keeney and Raiffa, 1993; Levy 
and Sarnat, 1994; Lindley, 1985; von Neumann and Morgenstern, 1944; 
Watson and Buede, 1987). The theory is attractive, as it provides a 
logical framework for making decisions. If a person is coherent in her 
preferences amongst consequences and in her assessment about 
uncertainties, the theory proves that the only sensible way to make a 
decision is to optimise her expected utility (Lindley, 1985). For a person 
to be coherent about consequences means to adhere to a set of axioms, 
such as the transitive axiom: if X is preferred to Y, which is in turn 
preferred to Z, then X is preferred to Z (von Neumann and Morgenstern, 
1944). When it comes to uncertainties, coherence means that the person 
follows the rules of probability (Lindley, 1985). Despite being 
theoretically attractive given its logical basis, the expected utility theory 
is difficult to apply in practice. 

Assigning utility values to all possible outcomes and determining all the 
possible priorities between several different attributes is difficult to carry 
out (Lindley, 1985). Adequate specification of a utility function usually 
implies the use of a lottery approach (see, e.g., Lindley, 1985), which in 
practice is not straightforward, particularly when there are many relevant 
attributes that measure the performance of an alternative (Aven and 
Vinnem, 2007). Alternative approaches have been suggested, to simplify 
the assignment of utility values, for example by defining parametric 
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utility functions (e.g., Bedford and Cook, 2001; Varian, 1999) or the use 
of weighted averages of individual utility functions (e.g., Bedford and 
Cook, 2001; Clemen and Reilly, 2001), but, at the same time, they 
introduce simplifications which are hard to justify (Aven and 
Abrahamsen, 2007). The expected utility theory does not reflect how 
people behave in real life – it is a normative theory (see, e.g., Wakker et 
al., 1994). This has led to the development of alternative frameworks 
such as the rank-dependent utility theory (e.g., Tversky and Kahneman, 
1992). However, the alternatives are just as difficult to use as the 
classical approach (Aven and Körte, 2003). 

Besides being practically challenging, the applicability of the expected 
utility theory also suffers from being developed for single decision-
makers (Keeney and Raiffa, 1993; Lindley, 1985), making it 
inappropriate for many risk management situations such as those 
characterised by high ambiguity (see, e.g., Aven and Renn, 2019). There 
is no coherent method for making a decision when there are two or more 
decision-makers with different preferences (Lindley, 1985; Watson and 
Buede, 1987), which is usually the case (Aven and Abrahamsen, 2007). 
Even if there were an approach which was practical and capable of 
treating multiple preferences, it is difficult to see that decision-makers 
would be willing to specify their utilities, as it could hamper flexibility 
of adaptation (Aven and Vinnem, 2007). In summary, the expected 
utility theory is attractive from a logical basis, but, in practice, to guide 
the balancing of different concerns, other tools that are easier to use are 
usually preferred, such as the cost-benefit analysis. 

2.3.2 Cost-benefit and cost-effectiveness analysis 
A cost-benefit analysis is a tool to compare the benefits and costs of a 
project. The idea is to measure the benefits and costs of a project using a 
common scale, which is usually the country’s currency. The implication 
is that all attributes need to be transformed into monetary values, 
traditionally reflecting how much society is willing to pay to obtain a 
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specific benefit (Adler, 2011; Farrow and Viscusi, 2011; Varian, 1999). 
The monetary value of market goods is relatively easy to identify, as it 
is reflected by the market price. Non-market goods, on the other hand, 
are more difficult to determine (Abrahamsen et al., 2011; Baker et al., 
2008 Viscusi, 1993). Alternative pricing methods, such as contingent 
valuation and hedonic pricing techniques, can be applied to support the 
task (Hanley and Spash, 1993). See also Robinson and Hammitt (2011) 
and Robinson et al. (2019). 

After the transformation of all attributes into one comparable unit, the 
overall performance of the project is usually summarised by the expected 
net present value, E[NPV]. To calculate the NPV of a project, all the 
relevant cash flows need to be specified, and the time-value of money 
needs to be considered (Levy and Sarnat, 1994). The NPV is calculated 
by the following expression: 

NPV = �
Xt

(1 + rt)t

T

t=0

 

where Xt is the future cash flow at a given time t in the project’s lifetime 
from 0 to T (often in years), and rt is the discount rate at year t. The cash 
flows emanating from a project may materialise at different points in 
time, which is considered in the NPV by discounting the cashflows by 
an appropriate rate of return (Levy and Sarnat, 1994). Since the future 
cash flows are usually unknown at the time of the analysis, they are 
normally represented by their statistically expected values, E[Xt], while 
the discount rate is adjusted on the basis of the Capital Asset Pricing 
Model (CAPM), reflecting the compensation expected for taking the risk 
(Varian, 1999).  

All the relevant attributes should be included in the cost-benefit analysis, 
making the decision easily deductible from the result of the analysis. The 
underlying idea is that there is a “correct” value for all the attributes, 
reflecting what the society (decision-maker) is willing to pay to obtain a 
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specific benefit (Aven, 2015). If a cost-benefit analysis is used as the 
basis for making decisions, the welfare will be optimised (Varian, 1999). 
This is the rationale for the approach (Aven and Vinnem, 2007). The 
main critique of the cost-benefit analysis is that non-market goods cannot 
be justifiably transformed into monetary values, as it would be immoral 
and illogical to monetise the intangible (Anderson, 1993; Kelman, 1981).  
See also Ale et al. (2015) and Aven and Körte (2003). 

An alternative is the cost-effectiveness analysis, which is often applied 
in safety management when dealing with non-market goods, as the cost-
effectiveness analysis does not explicitly put monetary values on the 
benefits (Petitti, 2000). For example, when evaluating a risk-reducing 
measure in a case with potential for loss of lives, the cost-effectiveness 
analysis uses other indices than the value of a statistical life, such as the 
expected cost per expected saved life (Abrahamsen et al., 2004). Other 
related tools that are worth mentioning are the return of investments, 
measuring the expected return relative to the invested resources; multi-
attribute analysis, which measures the consequences of the alternatives 
separately for various attributes; and the more pragmatic cost-benefit 
approach, in which there is no search for objective correct values, and 
non-market goods are left out of the equation (see, e.g., Aven, 2014; 
Petitti, 2000). 

2.3.3 The portfolio theory 
The rationality of basing a decision on the E[NPV] relates to the portfolio 
theory (see, e.g., Levy and Sarnat, 1994; Ross et al., 2011). The portfolio 
theory is a fundamental theory in economics, stating that the expected 
return of a portfolio of projects is simply the weighted average of the 
expected returns of the individual projects (Ross et al., 2011). The 
implication is that, if the number of projects in a portfolio is sufficiently 
large, the only risk (uncertainty) of interest is the systematic risk 
(uncertainty), as the unsystematic risk (uncertainty) can be justifiably 
ignored (Ross et al., 2011). The systematic risk (uncertainty) relates to 
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general market movements, such as a new regulation, whereas the 
unsystematic risk (uncertainty) is the project-specific risk (uncertainty) 
such as an accident (Abrahamsen et al., 2004). By using textbook 
statistics, it can be proven that, as long as the projects in a portfolio are 
not perfectly correlated (i.e. correlation factor ρ < 1), the effect of 
diversification applies (Ross et al., 2011). If the number of projects in a 
portfolio is sufficiently large, the actual value of a portfolio is then 
approximately given by its statistically expected value and systematic 
risk. Therefore, the major concern is not the project-specific risks and 
returns but, rather, how these risks and returns affect the portfolio as a 
whole (Abrahamsen et al., 2004). The E[NPV] can be a poor prediction 
of the real NPV, but this is acknowledged to be controlled by sensitivity 
analysis (Abrahamsen et al., 2004). 

2.3.4 The use of expected values in risk management 
The methods above rely on the use of expected values and can be 
considered to constitute an extreme economic perspective on decision-
making under uncertainty (Abrahamsen and Abrahamsen, 2015). The 
implication of using the extreme economic perspective in risk 
management is a mechanical emphasis on value creation rather than 
protection, as decisions are usually made with sole reference to expected 
values. The uncertainties are not given weight beyond what is supported 
by the frame of expected values (Abrahamsen and Abrahamsen, 2015; 
Abrahamsen et al., 2018a). The use of expected values is justified from 
the law of large numbers (Clemen and Reilly, 2001), stating that, when 
the number of random quantities is sufficiently large, the average is 
approximately equal to the statistically expected value. From the 
previous section, we see that the portfolio theory plays a similar role in 
economic theory. However, the portfolio theory and expected values 
have some limitations in the context of risk management, questioning the 
appropriateness of the balance they support.  
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In general, it is argued that expected values as a basis for decision-
making under uncertainty should be used with care in risk management 
(see, e.g., Abrahamsen et al., 2004; Ale et al., 2015; Aven and Flage, 
2009; Hoegberg, 1998; Hokstad and Steiro, 2006; Sandøy et al., 2005; 
Watkiss et al., 2015). In addition to the issue of monetising non-market 
goods, the main arguments are that expected values do not give enough 
weight to the uncertainties and that the background knowledge, on which 
the expected values are based, is not taken into consideration. An 
example could be a project, which is a part of a greater portfolio, where 
there is potential for big losses. For such a situation, can we in practice 
ignore the unsystematic risk? According to the portfolio theory, we can, 
but that implies an attitude towards risk and uncertainty that contrasts 
with the cautionary principle. We should also acknowledge that the 
expected values could be poor predictions of the real outcomes and that 
the consequences could be significant also from a portfolio perspective, 
implying that uncertainties need stronger weight than can be supported 
by the frame of expected values (Abrahamsen et al., 2004). To 
compensate for the weaknesses of expected values, several alternative 
expected value-based criteria have been proposed, to adjust for 
uncertainties (e.g., Jonkman et al., 2003; Lambert and Farrington, 2006; 
Walls, 2004). However, it is reasonable to question the extent to which 
they contribute to valuable decision support (see Aven and Flage, 2009). 

We should also highlight the role of corporate procedures in risk 
management, which we refer to as a collective way of thinking within an 
organisation. It might be natural to think that the background knowledge, 
on which a single project is evaluated, is not important, as some projects 
will be based on strong knowledge, others on weak, leading to a “zero-
sum” influence of the background knowledge on the portfolio’s value. 
However, the corporate procedures cannot be perfectly diversified and 
have the potential to shift the value of a portfolio in one way or another 
– the decision-maker might not even be aware of this effect. See e.g. 
Abrahamsen et al. (2004) and Paper IV. 
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Despite the weakness of expected values in the context of risk 
management, the above arguments do not mean that the use of expected 
values and the approaches that follow cannot be appropriate for 
supporting the balance of value creation and protection (Abrahamsen et 
al., 2017a). For example, in a situation with a large number of quantities, 
low uncertainties, low expected consequences and strong knowledge, 
there are few good arguments for not making decisions with reference to 
the E[NPV] (Abrahamsen et al., 2017a). The message is that expected 
values cannot in general be considered an appropriate decision-making 
principle in risk management. 

 Safety management principles 
Expected values relate to a behaviour towards risk and uncertainty that 
is considered to be risk neutral (Varian, 1999). Among safety experts, 
risk aversion is often used as an argument justifying weight on 
uncertainties and protection (Abrahamsen et al., 2006). In economic 
theory, however, risk aversion is defined as when the decision-maker 
prefers to have the expected value of his wealth rather than to face a 
gamble (Varian, 1999). It reflects that the decision-maker dislikes the 
negative consequences so much that he weights them more heavily than 
is supported by the expected values (Levy and Sarnat, 1994). In such, 
risk aversion is not in contrast to expected values but, rather, related to 
them (Abrahamsen et al., 2006). But, as Aven and Vinnem (2007) ask: 
“Should a decision be guided by the mean value of a large population or 
centre of gravity of an uncertainty distribution?” No, it should not, and 
this is not what risk aversion means. Risk aversion is simply describing 
the decision-maker’s behaviour under uncertainty (Aven and Vinnem, 
2007), reflecting his attitude towards risk and uncertainties (Abrahamsen 
et al., 2006). The key aspects guiding safety management and decision-
making should be the values that are at stake and the associated 
uncertainties and not a reference to risk aversion (Abrahamsen et al., 
2006). In the following, other fundamental principles for guiding 
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decisions in risk management are presented, which can be considered as 
examples of an extreme safety perspective. 

2.4.1 Cautionary and precautionary principles 
The cautionary principle is a basic principle of safety management 
(Aven, 2019; Abrahamsen and Abrahamsen, 2015), expressing that, in 
the face of an activity subject to serious consequences or uncertainty, 
cautionary measures, such as implementing risk-reducing measures or 
not carrying out the activity, should be taken (Aven, 2019). All safety 
regulations are to some extent based on an underlying belief that we need 
to be cautious when working with risk and uncertainties (Aven and 
Vinnem, 2007). An example could be that it is a regulatory requirement 
that, on an offshore drilling rig, all personnel shall be able to be 
evacuated by the means of lifeboats, even if the lifeboats at one lifeboat 
station are lost or inaccessible. It does not matter if we calculate the 
E[NPV] of the additional lifeboats to be -5 million NOK. An accident 
requiring evacuation by lifeboats may occur. The requirement is based 
on cautionary thinking, which weights the decision in favour of 
protection.  

The precautionary principle is a special case of the cautionary principle 
(Aven, 2019), expressing that if “the consequences of an activity could 
be serious and subject to scientific uncertainties, then precautionary 
measures should be taken, or the activity should not be carried out” 
(SRA, 2018b); see also Löfstedt (2003). The difference between the two 
is given by the term “scientific uncertainty”, which (in simple terms) 
relates to the understanding of the phenomenon of interest. The term is 
thoroughly discussed in the literature (see e.g., Aven, 2011c; Cox, 2011; 
Löfstedt, 2003; North, 2011) and not the major concern in the thesis. 

Although, in this thesis, we consider the cautionary principle as a basic 
principle of safety management, providing guidance on how to handle 
risk, not all scholars accept the cautionary principle as a principle related 
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to decision-making. With reference to the precautionary principle, 
Peterson (2006, 2007), for example, argues that it is incoherent and not 
based on a decision rule, making the principle “normatively empty”. The 
point made also applies to the cautionary principle (Aven, 2019). The 
cautionary and precautionary principles are not decision rules per se, as 
they do not prescribe what the decision-makers must do. This is neither 
the intention of the principles nor desirable. In risk management, we are 
concerned about what the consequences of our actions will be, but there 
is uncertainty about them, and the results of the risk analysis describing 
the consequences and uncertainties can be erroneous or based on false 
assumptions (e.g., Paté-Cornell, 2002). There is a need to be cautious, 
and the cautionary principle guides how we should think about the risk-
related situation of interest (Aven, 2019). If there is a potential for serious 
consequences, forgoing certain alternatives to avoid unexpected 
consequences is justified from the idea of being cautious. In such, the 
cautionary principle puts strong weight on protection, with little or no 
considerations for cost-benefit calculations. As a consequence, it is hard 
to argue that the cautionary principle can be considered a general 
perspective for decision-making under uncertainty, as too much 
emphasis on caution might lead to inefficient use of resources 
(Abrahamsen and Abrahamsen, 2015; Abrahamsen et al., 2018a; Vesely, 
1999; Viscusi et al., 2019) and reduce innovation and development (e.g., 
Aven, 2019; Bhardwaj et al., 2019; Grote, 2015). 

2.4.2 Risk acceptance criteria 
The SRA Glossary (2018b) defines risk acceptance as “an attitude 
expressing that the risk is judged acceptable by a particular individual or 
group”. A risk acceptance criterion is then a basis (reference value) on 
which the risk is assessed to be acceptable or not (Rausand, 2011). This 
is applied in all safety regulations as some minimum safety levels to 
control risk in relation to certain attributes, for example safety for human 
lives (Aven, 2014). In risk management, it is useful to have some criteria, 
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with reference to which decisions can be made (see, e.g., Abrahamsen, 
2011; Aven and Vinnem, 2005) – this is based on cautionary thinking. 
Although risk acceptance criteria are not decision-making principles per 
se, they mechanically prescribe some minimum weight on the protection 
side of the balance. However, it is recommended that risk acceptance 
criteria be used with care, as they can promote the wrong focus of 
meeting specific criteria rather than making the best possible decisions 
(Aven, 2014; Aven and Vinnem, 2005). It is also essential that all risk 
acceptance criteria are specified by the authorities, as criteria defined by 
the decision-makers will not necessarily include the considerations of 
possible negative externalities to society (Abrahamsen and Aven, 2012). 

2.4.3 ALARP principle 
While a risk acceptance criterion is useful as a reference value against 
which risk is assessed as acceptable or unacceptable, it is not a strong 
tool to assist decision-makers in making the best decisions. A more 
fruitful alternative is the ALARP principle. The principle is widely 
discussed and applied in various contexts (e.g. Abrahamsen et al., 2018a; 
Ale et al., 2015; Baybutt, 2014; Jones-Lee and Aven, 2011; Kletz, 2005; 
Melchers, 2001; Pape, 1997; Schofield, 1998). According to the 
principle, risk should be reduced to a level that is As Low As Reasonably 
Practicable, meaning that risk-reducing measures should be 
implemented, provided that costs are not grossly disproportionate to the 
obtained benefits (HSE, 2001). In line with cautionary thinking, the 
ALARP principle weights decisions in favour of health and safety 
concerns, as its underlying presumption is that risk-reducing measures 
should be implemented. To avoid the sacrifice (time, trouble, money), it 
must be demonstrated that it is grossly disproportionate to the obtained 
benefits (HSE, 2001).  

In verifying and demonstrating ALARP, procedures mainly based on 
engineering judgments and codes are used (Jones-Lee and Aven, 2011), 
but often supported by formal cost-benefit analyses (Ale et al., 2015; 
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French et al., 2005). The cost-benefit approach is based on expected 
values, which, with reference to Section 2.3.4, should be used with care, 
as they do not give sufficient weight to the uncertainties; see also Aven 
and Abrahamsen (2007). The expected values relate to an attitude 
towards risk that results in an ALARP principle that emphasises value 
creation rather than protection. This is not in line with its underlying 
presumption of erring on the side of caution.  

To better consider the uncertainties, a layered approach has been 
proposed for implementing the ALARP principle (Aven, 2011b). The 
layered approach consists of three steps, the first of which is a crude 
analysis of the costs. If the costs are low, gross disproportion has not 
been demonstrated and the measure should be implemented. Otherwise, 
more detailed analysis is required. The second step is usually a cost-
benefit analysis, the result of which being positive leads to 
implementation of the measure. Gross disproportion is not demonstrated 
if the expected benefit is greater than the expected costs (Abrahamsen et 
al., 2018a). The third step materialises if neither of the two first steps 
have resulted in implementation of the measure. Then, a checklist is used 
to assess other factors and issues, such as whether the measure increases 
manageability or if it is based on best available technology; for further 
details, please see Aven (2011b) and Abrahamsen et al. (2018a).  

 Decision-making under uncertainty 
The principles and approaches we have described in Sections 2.3 and 2.4 
are tools to support the decision-making, which is a central part of risk 
management (ISO, 2018). Many of the situations we face, however, 
involve high risks and large uncertainties, making it challenging to 
predict the outcomes of our decisions (Aven and Vinnem, 2007) and, 
hence, to determine how to obtain an appropriate balance. To increase 
the likelihood of achieving more good decisions than bad ones, it is 
attractive to establish a formal decision-making process (Aven and 
Körte, 2003). Following the work by Aven and Körte (2003), we contrast 



 

23 

two different approaches for reaching good decisions in risk 
management: 

1. Decision-making is an exercise in modelling alternatives, 
uncertainties and values, where the correct choice is the one that 
maximises/minimises some criteria. 

2. Decision-making is a process that uses formal risk and decision 
analyses to provide decision support, which is followed by an 
informal managerial review and judgment step, to reach a decision. 

The expected utility theory (Section 2.3.1) is an example of alternative 
1, which is closely linked to the school of economic decision-making 
theory (e.g., von Neumann and Morgenstern, 1944) and the Bayesian 
decision theory (e.g., Lindley, 1985; Keeney and Raiffa, 1993).  

In this thesis, alternative 2 forms the basis for decision-making under 
uncertainty. This approach promotes risk-informed decisions, 
emphasising that risk-related decisions cannot follow mechanically from 
the results of the analyses (Apostolakis, 2004); decision-making under 
uncertainty should be risk-informed rather than risk-based (Apostolakis, 
2004; Vesely, 1999). In general, no risk management principle should 
prescribe what to do: there is always a gap between the decision support 
and the implementation of the decision (Aven and Körte, 2003; Hertz 
and Thomas, 1983). This does not mean that the more prescriptive 
approaches are useless for all situations (see, e.g., Hopkins, 2011), but, 
in general, there will always be a need for some degree of managerial 
review and judgment (Aven and Körte, 2003). The tools we use provide 
valuable and informative decision support, but none of them is perfect in 
situations involving uncertainties (Aven, 2014). The weaknesses and 
limitations of the approaches need consideration. 

In contrast to the strong normative frameworks on decision-making, 
alternative 2 is a more “moderate” view on decision-making (Fischhoff 
et al., 1981), which prevails in some of the literature on decision theory 
(e.g., French and Rios Insua, 2000; Watson and Buede, 1987). Figure 1 
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illustrates a decision-making model of the “moderate” view, which 
forms the basis for decision-making under uncertainty in this thesis. The 
model is simple, and we need to emphasise that the arrows indicating the 
information flows and processes in Figure 1 are in practice more flexible 
and dynamic than the figure indicates. 

 

Figure 1. A model for decision-making under uncertainty (Aven, 2015; Aven 
and Körte, 2003). 

The decision-making process in Figure 1 involves establishing the 
decision-making context (e.g. the decision to be made, the alternatives, 
the boundary conditions, the strategies to reach a decision), with respect 
to stakeholder values, goals, criteria and preferences (e.g. how to weight 
the uncertainties, how to weight pros and cons, how to express the 
performance of the alternatives), analyses and evaluations (e.g. risk 
analyses, decision analyses), and managerial review and judgment (Aven 
and Körte, 2003; Aven and Vinnem, 2007). 

In the managerial review and judgment step, the decision-makers should 
take into account the limitations and constraints in the analyses and 
analysts, the background knowledge on which the decision support is 
based, the assumptions and suppositions made, as well as factors not 
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included in the analyses, such as what alternatives have been evaluated, 
what performance measures have been assessed, difficulties in 
determining benefits of the alternatives, and the fact that the analyses are 
based on models (Aven and Körte, 2003; Aven, 2015). External factors, 
such as how the decision might influence a company’s reputation or how 
stakeholder values could influence the weight on the cautionary 
principle, are also relevant considerations in a decision-making process 
(Aven and Vinnem, 2007). The managerial review and judgment step is 
then followed by a decision. 

 What is the appropriate balance? 
As we have seen, different perspectives, principles and approaches exist 
that support different weights on the uncertainties. So, which is the best 
alternative to obtain an appropriate balance between value creation and 
protection? As already stated, there is no one correct perspective or 
approach on how to balance value creation and development in risk 
management (Abrahamsen et al., 2018a; Aven and Körte, 2003; Klinke 
and Renn, 2001). 

An example illustrating this fact is the appropriateness of the ALARP 
principle as a general decision-making principle in safety management 
(see Section 2.4.3). For this to hold true, it has been shown that the gross 
disproportion criterion needs dynamic interpretation (Abrahamsen and 
Abrahamsen, 2015; Abrahamsen et al., 2017a, 2018a). One way is to 
interpret the ALARP principle to mean that strong weight should always 
be given to the uncertainties, but this is not generally appropriate 
(Abrahamsen and Abrahamsen, 2015). Another way is to interpret the 
principle to mean that the weight given to uncertainties is decided with 
respect to the decision-making context. In some cases, it is appropriate 
to demonstrate ALARP with reference to cost-benefit analysis; in others, 
ALARP and gross disproportion can be verified with no reference to 
expected costs and benefits (Abrahamsen and Abrahamsen, 2015; 
Abrahamsen et al., 2017a). For the ALARP principle to be considered as 
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a general decision-making principle, “[…] it must be interpreted in a way 
that allows it to range from one extreme to another, i.e., a dynamic way, 
as it is not considered appropriate to adopt a static decision-making 
principle that covers all possible decision-making contexts” 
(Abrahamsen et al., 2017a).  

To obtain an appropriate balance between value creation and protection, 
we need to take advantage of both economic and safety perspectives. The 
appropriate balance is usually in between the two extremes (Aven, 2019; 
Sørskår and Abrahamsen, 2017). Given the limitations of the available 
tools, however, managerial review and judgment play a central role in 
obtaining an appropriate balance (Aven and Körte, 2003). The decision 
support provided to the decision-makers should take into account the 
decision-making context and highlight the knowledge dimension, 
uncertainties, consequences, economic and other relevant concerns. This 
is not always straightforward. To support the decision-makers, there is a 
need to (1) continuously improve and develop the approaches and 
principles and (2) strengthen our knowledge about specific situations of 
interest. 

 



 

27 

3 Research areas and problems 

This section presents, and frames in a larger context, the research areas 
addressed, and the contributions made by the papers presented in Part II 
of the thesis. The overall objective of the thesis is to contribute to new 
knowledge in risk management, by exploring the following research 
areas: 

1. How to obtain an appropriate balance between value creation and 
protection. 

2. Increase the specific knowledge on training in the Norwegian 
emergency medical services. 

The first research area in this thesis contributes to the overall objective, 
by exploring approaches, principles and underlying ways of thinking 
related to how we can obtain the appropriate balance between value 
creation and protection in risk management. The second research area 
complements the first by a more practical approach, contributing to 
specific knowledge of a real-life activity. 

The main scientific contribution of the thesis consists of seven papers, of 
which Papers I to V address the first research area and Papers VI and VII 
the second. The papers are listed on page ix. Despite the two-folded 
research focus, all seven papers relate to aspects relevant for risk 
management and the balance of value creation and protection. This can 
be illustrated by the means of the decision-making model (Figure 1).  

Each of the papers can be identified as being primarily concerned with 
one of the steps in the decision-making model, illustrated in Figure 2. 
However, their contributions to a greater or lesser extent also consider 
other steps of the model. This is natural, as the steps are tightly coupled 
and the information- and workflows are dynamic and flexible. 
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Figure 2. A sketch of the link between the papers and the model of decision-
making under uncertainty. Based on: Aven (2015). 

In summary, to obtain an appropriate balance between value creation and 
protection, the resulting research addresses the need for systems thinking 
in the risk management strategy, further improvements of the approaches 
and principles that follow, and the specific knowledge of a real-life 
activity. In the remainder of the chapter, we describe and discuss the 
topics addressed by and the contributions of the seven papers with 
respect to the research areas, but also in a broader context. 

 Systems thinking: the underlying thinking in 
risk management 

In risk management, we often find defined goals, criteria and 
preferences, which reflect important concerns of the decision-maker or 
other stakeholders (Aven and Körte, 2003; Aven and Vinnem, 2007; 
Baard, 2016; Duijm et al., 2008; Hoegberg, 1998). These boundary 
conditions influence how we balance value creation and protection, by 
guiding the selection of the high-level risk management strategies and 
decision principles (Aven and Körte, 2003; Aven and Vinnem, 2007). 
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This is considered in Figure 2 by the “stakeholder values and goals” step, 
which is expanded in Figure 3 to better reflect the roles of the decision-
maker and other stakeholders in selecting the risk management strategy 
(see Section 2.2).  

 

Figure 3. The steps of selecting high-level risk management strategy and 
decision principles within the decision-making model in Figure 2. Based on: 
Aven and Vinnem (2007). 

According to Aven (2011b), the strategy of a risk management refers to 
“the underlying way of thinking, and the principles and approaches that 
follow, with respect to how a decision is to be made and how the 
decision-making process should be carried out”. An example could be 
that the management decides that the guiding strategy within the 
company is cautionary/precautionary and that the ALARP principle shall 
be implemented for all issues concerning personnel safety (see Aven and 
Vinnem, 2007). A number of frameworks have been suggested to assist 
decision-makers select the appropriate strategy by considering different 
aspects of the decision context (e.g., Abrahamsen et al., 2017b; Aven and 
Kristensen, 2019; Klinke and Renn, 2002; Kristensen et al., 2005; Renn, 
2008; Wiencke et al., 2006), including whether a system perspective is 
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required (e.g., Ford et al., 2008) and if the system is “holistic”, meaning 
that the system properties can only be described by the whole and not in 
terms of single parts (e.g., Kastenberg et al., 2004). The latter is closely 
linked to the concept of complexity; see, e.g., Jensen and Aven (2018). 

Here, systems thinking is understood as “a conceptual framework for 
seeing the whole and interconnections” (Aven, 2014), rather than 
isolated parts of the system (Flood and Carson, 1988; Senge, 1990). This 
contrasts with the underlying thinking that is observed in most of the 
literature on how to verify ALARP and gross disproportion. This 
observation is the motivation of Paper I. 

Paper I:  On the importance of systems thinking when using the 
ALARP principle for risk management 

The ALARP principle states that risk-reducing measures should be 
implemented unless the costs are grossly disproportionate to the obtained 
benefits (HSE, 2001; Jones-Lee and Aven, 2011). Reference is made to 
Sections 2.4.3 and 2.6 for details. When verifying ALARP and gross 
disproportion, the majority of the literature interprets this to mean that it 
is sufficient to focus on the direct costs and benefits of the risk-reducing 
measures in isolation (e.g., Abrahamsen and Selvik, 2013; Agrawal et 
al., 2017; Nesticò et al., 2018; Ruud and Mikkelsen, 2008; Whittingham, 
2008). With reference to the discussion in Section 2, highlighting the 
importance of the decision-making context and dynamic decision 
principles when managing risk, Paper I questions the appropriateness of 
the decision support produced by an ALARP process if no consideration 
is given to the system and its associated interactions. 

Firstly, considering a risk-reducing measure in isolation might lead to an 
inappropriate weight on the relevant uncertainties and the cautionary 
principle (e.g., Abrahamsen et al., 2017a; Hurst et al., 2018). For the 
ALARP principle to be considered a general decision-making principle, 
it has been shown that it needs a dynamic interpretation, ranging from an 
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extreme economic perspective (Section 2.3) to an extreme safety 
perspective (Section 2.4), which is appropriate for the specific decision 
context of interest (Abrahamsen and Abrahamsen, 2015). The system in 
which a safety measure is being implemented, and its associated 
interactions, is a part of this context. 

Given that different decision-making contexts require different decision-
making principles (Aven and Körte; Aven et al., 2007; Klinke and Renn, 
2001), it then follows that systems thinking will most likely support a 
different weight on the cautionary principle than if a single measure is 
considered in isolation. An example could be an ALARP process related 
to a single project. If this project is considered in isolation, high project-
specific uncertainty can result in strong weight on the cautionary 
principle, as it cannot be justified to base the decision on the E[NPV]; 
please refer to Sections 2.3.3 and 2.3.4. On the other hand, if the project 
is a part of a portfolio of projects, then, following the portfolio theory, 
gross disproportion could be verified in reference to cost-benefit 
calculations, as the E[NPV] is then considered a sufficiently accurate 
approximation of the real NPV; reference is made to Paper I.  

The practical implications of systems thinking on the use of the ALARP 
principle in risk management is that it will increase the likelihood of 
supporting an appropriate weighting of the cautionary principle with 
respect to the decision-making context (e.g., Abrahamsen et al., 2017a; 
Hurst et al., 2018). As discussed in Section 2.4.1, too much weight on 
the cautionary principle is not necessarily desirable, as it might lead to 
inefficient use of resources (Abrahamsen et al., 2018b).  

The second issue addressed in Paper I relates to the costs and benefits, 
on which ALARP and gross disproportion are verified. With no attention 
paid to the system, it is likely that the relevant effects of a risk-reducing 
measure are not identified in the analysis. This is illustrated in Paper I, 
and an example could be limited resources, which, being ignored, might 
lead to fewer resources for other safety initiatives and, therefore, a 
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possibly lower than intended effect on safety (see Abrahamsen et al., 
2018b). By not considering the interactions within a system (see, e.g., 
Carayon et al., 2006; Leveson, 2011), the verification of gross 
disproportion is likely to be based on an incomplete foundation that 
ignores important factors related to the measure and situation of interest 
(e.g., Sørskår et al., 2019). 

The fact is that adopting safety measures in a system does not always 
give the intended effect, as it can be offset by or affect other system 
components such as other safety measures (Abrahamsen et al., 2013, 
2018b; Bryant et al., 2018; Kletz, 2005; Menon et al., 2013); see also 
Assum et al. (1999), Sagberg et al. (1997) and Vrolix (2006). By ignoring 
the system, another practical implication of the ALARP principle could 
be support of risk-reducing measures that involve grossly 
disproportionate sacrifices compared to the benefits. 

The main contribution of Paper I is to highlight the role and importance 
of thinking about the system as a whole, when using the ALARP 
principle in risk management. This is relevant for risk assessment and 
management in general, as the key is to enhance the understanding of the 
risk-related situation of interest (see Section 2.6). 

 Improvement and development of approaches 
for risk management 

An underlying theme of this thesis is that, in order to obtain an 
appropriate balance between value creation and protection, the tools and 
approaches we use in risk management need to be dynamic and 
appropriate for the specific decision-making context (see Section 2.6). 
However, the tools are just tools, with their own weaknesses and 
limitations. Reference is made to Sections 2.3 to 2.6. The decision 
support might be misleading, which again might hamper the balance of 
value creation and protection. The managerial review and judgment step 
is one measure to reduce the risk of misguided decisions, but it is not 
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always sufficient. There is a need to further improve and develop the 
approaches, aiming at increasing our understanding of them and their 
ability to treat and reflect all the relevant attributes, such as the 
uncertainties.  

Ideally, all uncertainties should be accurately quantified, but the fact is 
that not all uncertainties can be transferred into or expressed by 
quantitative values (Flage, 2010). One alternative, then, is to use a 
semiquantitative approach, where probability is used as a measure of 
uncertainty, interpreted as the degree of belief (Lindley, 1985), which is 
supported by a qualitative measure of the strength of the background 
knowledge (Aven, 2013, 2017; Aven and Zio, 2018a; Flage and Aven, 
2009). The background knowledge is the analyst’s justified beliefs 
(Flage and Aven, 2009), usually formulated as assumptions, based on 
data, models, and so on. This knowledge can be more or less strong 
(Aven, 2013), and uncertainties can be hidden within. The knowledge 
and its strength inform the decision-makers about what the risk and 
economic analyses consider and represent, what the outcome expresses, 
the knowledge that guided the analyst’s assessments, and the issues that 
have not yet been taken into consideration (Aven and Zio, 2018b). 

In practice, the integration of knowledge, strength of knowledge and risk 
and decision analyses is not straightforward. More research has been 
called for in this regard, to properly inform the decision-makers about 
the risk-related situation of interest (Aven and Flage, 2018). 

To a greater or lesser extent, Papers II to V all contribute to this end, with 
respect to the “analyses and evaluations” step in the decision-making 
model, Figure 2. Papers II and III contribute to the risk-based 
approaches, aiming to ensure an appropriate weight on protection, 
whereas Papers IV and V contribute to the economic evaluations, aiming 
to ensure an appropriate weight on value creation. In summary, Papers II 
to V emphasise the importance of assessing and reflecting the 
uncertainties and, especially, the knowledge dimension, on which the 
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risk and decision analyses are based. This is a key to obtaining an 
appropriate balance of value creation and protection. In the following, 
the contributions of the papers are presented. 

3.2.1 Risk-based approaches 

Paper II: A new framework to identify hidden assumptions in the 
background knowledge of a risk assessment 

There is increasing interest in and attention on the importance of the 
knowledge dimension in relation to managing risk (see, e.g., Amundrud 
et al., 2017; Aven, 2014; Aven and Kristensen, 2019; Aven and Zio, 
2018a; Bani-Mustafa et al., 2020; Flage, 2019; Flage and Askeland, 
2020; PSAN, 2018). Over recent years, various methods have been 
developed for considering and reflecting the strength of the background 
knowledge (e.g., Askeland et al., 2017; Aven, 2013; Bani-Mustafa et al., 
2020; Flage and Aven, 2009; Goerlandt and Reniers, 2016; van der Sluijs 
et al., 2005). 

A prerequisite for all these methods to be fully informative is that the 
content of the background knowledge is of high quality, meaning that it 
includes all the relevant and available knowledge such as assumptions. 
If critical assumptions are not included, such as limited resources or 
behavioural adaptation (e.g., Abrahamsen et al., 2018b; Vrolix, 2006), 
the outcome of the risk assessment might be misleading, hampering the 
balance of value creation and protection. To identify all the relevant 
assumptions, however, is not a trivial task, especially when the situation 
of interest is complex (Aven and Ylönen, 2018; Sørskår et al., 2019). 
There is a gap in the literature with respect to approaches useful for 
supporting this task, which Paper II aims to fill. 

The main contribution of Paper II is a framework for identifying and 
assessing the background knowledge, as a means to reduce the risk of 
missing relevant knowledge and to obtain more complete background 
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knowledge, on which risk can be assessed. The framework suggests 
using a systems approach for the task of identifying the relevant 
knowledge elements, which then can be assessed in terms of their 
criticality for the risk assessment and real-life situation of interest. The 
Systems Engineering Initiative for Patient Safety (SEIPS) model is 
applied in Paper II to identify the relevant knowledge elements. The 
SEIPS model is illustrated in Figure 4. Despite being developed for the 
healthcare domain (Carayon et al., 2006, 2014), and being one of many 
potential systems models (e.g., Bellamy et al., 2007; Hollnagel et al., 
2006; Leveson, 2011; Marca and McGowan, 1988; Rasmussen, 1997), 
the SEIPS model is generally applicable for the task of identifying 
knowledge elements, as it takes a systems approach, captures both social 
and technological features and addresses the external environment. 
Please refer to Paper II for stronger argumentations. 

 

Figure 4. The SEIPS model. Based on: Carayon et al. (2014). 

The framework consists of three main steps. The first is to apply the 
SEIPS model to identify relevant knowledge elements. In Paper II, it is 
recommended that this be carried out by starting with the single 
components, before progressing to the interactions within the system of 
interest (see e.g., Holden et al., 2013). The second step is an assessment 
of the identified knowledge elements with respect to their criticality. It 
is suggested that this be carried out by an assessment of the strength of 
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knowledge, impact on the risk assessment, and uncertainty analysis of 
the knowledge elements’ impact. The final step is treatment of the critical 
knowledge elements. In Paper II, an example is included to illustrate how 
the suggested framework can produce more complete background 
knowledge, on which risk is assessed, reduce the risk of missing relevant 
knowledge and, thus, increase confidence in the produced risk 
assessment, its results and recommendations. 

In a broader context, the suggested framework in Paper II has the 
potential to increase the understanding of the risk-related situation of 
interest. As such, the underlying thinking of Paper II is much like the one 
presented for Paper I: the key to obtaining an appropriate balance 
between value creation and protection is to enhance the understanding 
and knowledge of the situation of interest. To obtain perfect knowledge 
is not possible, but it does not negate the goal of searching for it 
(Leveson, 2015). Identifying all the relevant knowledge is one issue 
related to the background knowledge, another is to adequately assess its 
strength and communicate it to the decision-makers. Paper III 
contributes to the latter. 

Paper III: Risk-informed decision-making with an improved 
approach to evaluate plug and abandonment designs 

A common approach to evaluate the strength of knowledge is the crude 
categorisation of Flage and Aven (2009), which evaluates the 
background knowledge with respect to how reasonable the assumptions 
are, how reliable the data is, the degree of consensus among experts, 
understanding (modelling) about the phenomenon of interest, and 
whether this knowledge has been scrutinised, for example in terms of 
unknown knowns (Aven, 2017). However, with a significant number of 
assumptions, it might be challenging to evaluate and informatively 
reflect the strength of knowledge from a crude categorisation as the one 
proposed by Flage and Aven (2009).  
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An alternative method is the concept of assumption deviation risk, 
developed by Aven (2013). The concept aims to assess the consequences 
of assumptions deviating from their fixed values, the associated 
uncertainties and the strength of knowledge, on which the deviation risk 
assessment is based. As such, the assumption deviation risk assessment 
is a means to identify critical assumptions, potential surprises and the 
overall foundation, on which risk is assessed (Aven, 2013). 

In Paper III, the concept of assumption deviation risk is integrated with 
a risk-based approach, which relates to a specific risk-related issue of 
permanent plugging and abandonment of oil and gas wells. On the 
Norwegian continental shelf, all plug and abandonment (P&A) 
operations are governed by the NORSOK Standard D-010. With respect 
to permanent P&A, the standard prescribes how a design should be, for 
example in terms of the thickness of barrier elements. This “one-size-
fits-all” approach is criticised for not being cost-effective (Arild et al., 
2017, 2018), which is of great economic concern for the operators and 
government given the significant number of wells which need to be 
permanently plugged and abandoned in the coming decades. 

As an alternative to the prescriptive approach, a risk-based approach has 
been developed to calculate the leakage risk related to non-prescriptive 
P&A designs (Arild et al., 2017, 218). The intention is to incorporate the 
well-specific characteristics, such as reservoir flow potential, to assess 
the leakage risk and support P&A designs that are “fit-for-purpose”. The 
leakage risk is described by the probability of barrier failure and the 
associated leakage rate (i.e. consequences). Moving away from the 
regulations governed by the NORSOK Standard D-010 implies a need to 
treat and reflect all the relevant uncertainties. Given the large number of 
uncertain parameter values and assumptions made in the risk-based 
approach, Paper III questions whether the risk-based approach produces 
an adequate description of leakage risk when only focusing on the 
probabilities, which are not perfect measures of uncertainties and do not 
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reflect the background knowledge. Reference is made to the introduction 
of Section 3.2. 

The main contribution of Paper III is an improved approach for assessing 
the leakage risk; by highlighting the uncertainties rather than the 
probabilities, it assesses the risk of deviation from the assumptions and 
reflects the knowledge base. The improved approach enables the analysts 
to reflect the underlying knowledge base, which increases the confidence 
of making decisions on the acceptability of non-prescriptive plugging 
designs. An example is included in Paper III to illustrate the additional 
decision support obtained by the improved approach. 

3.2.2 Economic evaluations 
This section presents the two papers contributing to economic 
evaluations in risk management. The main theme of both papers is the 
use of expected values to guide decision-making in risk management, in 
line with Sections 2.3.2 to 2.3.4. 

Paper IV: A discussion on socioeconomic profitability as a 
prerequisite for investments in security measures 

The motivation behind Paper IV was a statement about the use of 
socioeconomic profitability as a fundamental prerequisite for 
investments in security measures associated with an update of the 
Norwegian National Security Law, in 2018. It is stated that the Law 
should be: “[…] a cost-effective regulation that ensures balance between 
acceptable residual risk and cost for the security level. Economic 
profitability should be the basic prerequisite, i.e. current security 
measures should have a socioeconomic benefit that as a whole exceeds 
the costs” (NOU, 2016). From a traditional economic perspective, 
profitability is normally interpreted as the expected benefits minus 
expected costs, which implies making a decision with reference to the 
E[NPV]. Reference is made to Sections 2.3.2 and 2.3.3.  
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However, is a cost-benefit approach appropriate to guide decision-
making in a context usually characterised by high uncertainty, ambiguity 
and complexity (e.g., Jore, 2019)? In addition, do cost-benefit analyses 
properly deal with the dynamic risk picture, in which the perpetrator is 
adaptable and might change target according to the adopted risk 
management strategy (e.g., Dillon et al., 2009)? Paper IV addresses such 
questions. 

Although a reference to costs and benefits is important prior to 
investments (see Section 2.3), Paper IV discusses five challenges, which 
make it hard to use socioeconomic profitability as a fundamental 
prerequisite for investments in security measures if profitability is given 
the traditional economic interpretation:  

1. Restricted focus on production values (i.e. market goods), requiring 
all attributes to be transformed into monetary values. This is 
problematic when working with life, health, symbolic values, etc. 

2. Expected values can be poor predictions of the reality, meaning that 
we cannot ignore the unsystematic uncertainty, and the background 
knowledge is not taken into consideration. 

3. Assigning probabilities on security events is challenging, which 
affects the confidence of the statistically expected costs and benefits. 

4. Corporate procedures influence the portfolio’s value and how it is 
evaluated. See Section 2.3.4. 

5. Security risk normally involves high ambiguity, which should not 
be substituted by a mathematical equation. 

By and large, the challenges are similar to those discussed in Section 
2.3.4 with respect to the use of expected values in safety management. 
For a detailed discussion, please see Paper IV. In conclusion, Paper IV 
supports a broader interpretation of socioeconomic profitability than can 
be supported by the frame of expected benefits minus expected costs. 
Social discourse, communication with stakeholders, 
cautionary/precautionary principles, and so on, have a role to play when 
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investing in security. The main contribution of Paper IV is a discussion 
on the use of socioeconomic profitability as a fundamental prerequisite 
for investments in security measures, pointing at foundational issues 
which need to be considered in order to obtain an appropriate balance 
between value creation and protection. 

Paper V: On the use of the ‘return of investments in safety’ (ROSI) 
measure for decision-making in the chemical industry 

In Paper V, the context is the chemical and process industries, which are 
characterised by a high potential to damage people, as well as 
environmental contaminations (Palazzi et al., 2015; Papazoglou et al., 
2003). The experience in the industry points to a strong need for 
objective criteria and methods to optimise investments, emphasising the 
benefits of investing in safety measures by the safeguarding of health and 
the environment, and the constraints of limited resources (e.g., 
Abrahamsen et al., 2018b; Tappura et al., 2015; Yoon et al., 2000). In 
such cases, the return of investments in safety (ROSI) is considered to 
be a strong tool (Phillips et al., 2014; Talarico and Reniers, 2016). The 
ROSI quantifies the expected return of the investments in safety with 
respect to the invested resources (Sonnenreich et al., 2006). 
Mathematically, this is expressed as: 

ROSI = 
E[X] − E[C]

E[C]
 

where the benefits (X) and costs (C) are represented by their expected 
values. For justification of expected values, reference is made to Sections 
2.3.2 and 2.3.3. The purpose of the ROSI measure is to provide decision 
support on the balance of safety measure costs and potential savings from 
future adverse events. Paper V discusses the use of this measure, as it is 
founded on expected values and the balance they supports. 

The main contribution of Paper V is a discussion on the ROSI metric as 
an appropriate tool for guiding the prioritisation of safety measures. The 
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arguments are given in points 1, 2 and 4 in the list above in relation to 
Paper IV. To avoid repetition, reference is made to Paper V. To 
overcome the identified issues, Paper V suggests an extension to the 
ROSI framework, in which the background knowledge and uncertainties 
are assessed. In addition, the framework suggests assessing the expected 
return of investments, relative to the expected costs, given an accidental 
event occurring. Paper V concludes that the ROSI measure should be 
used with caution in risk management, as limited weight is given to 
uncertainties and the significance of an accident. Events that have low 
probabilities of producing high returns might be wrongly prioritised, as 
the expected values do not capture the potential return if the event occurs. 
An example is included in the paper, to illustrate the extended 
framework. 

 Increasing the specific knowledge 
While Papers I to V primarily contribute to risk management by the 
development and improvement of approaches, principles and methods in 
relation to how to obtain an appropriate balance between value creation 
and protection, Papers VI and VII have a more practical approach, 
contributing to new specific knowledge of an activity in the real world: 
training in the Norwegian prehospital services. This type of knowledge 
indirectly affects the balance between value creation and protection, as 
it contributes to the background knowledge on which risk can be 
assessed and managed (Aven, 2014) but also to the establishment of 
context in terms of revealing decision problems and opportunities (Aven 
and Vinnem, 2007). With reference to the decision-making model in 
Figure 2, Papers VI and VII are primarily concerned with the “decision 
problem and alternatives” step.  

With the aim of obtaining an appropriate balance between value creation 
and protection, there is value in strengthening our knowledge about an 
activity of interest (Aven, 2014; Rowley, 2007), as by focusing on 
knowledge we can make stronger statements (Aven and Ylönen, 2019). 
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See also Hansson (2002). This includes the strengthening of the general 
knowledge, covering the available knowledge about related activities, 
including conditions and factors that influence what can go wrong and 
why (Aven and Kristensen, 2019), but also the strengthening of the 
specific knowledge covering the knowledge about a specific activity, 
including how to control the conditions and factors that threaten 
successful realisation of objectives or that might lead to failures (Aven 
and Kristensen, 2019). Papers VI and VII contribute to the latter, by data 
analyses and inference, producing new specific knowledge on non-
technical skills (NTS) in the Norwegian emergency medical service 
(EMS), which is a high-risk domain subject to scarce resources (Aehlert, 
2011; Grote, 2015). The basis was a safety-climate survey responded to 
by the personnel in the Norwegian EMSs conducted in 2016 (see 
Sørskår, 2018). The two papers are presented in the following. 

Paper VI: A comparative study on the frequency of simulation-
based training and assessment of non-technical skills in the 
Norwegian ground ambulance services and helicopter emergency 
medical services 

The Norwegian EMS, constituted by the helicopter (HEMS) and ground 
(GEMS) emergency medical service, is dedicated to providing medical 
care outside hospitals in the case of emergency or acute illness (NOU, 
2015). The general knowledge about HEMS and GEMS points to a work 
environment with intense time pressure, high values at stake, 
complexity, interdisciplinary tasks, and so on (St. Pierre et al., 2011), 
making the prehospital service a high-risk domain prone to human errors 
(Atack and Maher, 2010; Gordon et al., 2012; Manser, 2009). Reducing 
the risks of human errors is therefore paramount in the HEMS and 
GEMS, to ensure patient and operational safety (Myers et al., 2016), 
which, according to the literature, can be done by enhancing the so-called 
NTS (O’Connor et al., 2008). This relates to the specific knowledge.  
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NTS are commonly understood as “the cognitive, social and personal 
resource skills that complement technical skills, and contribute to safe 
and effective task performance” (Flin et al., 2008). In the Norwegian 
HEMS, there has been an increasing focus on NTS over recent years, but 
training in an assessment of them are resource-demanding initiatives. 
Mapping the level of training in NTS provides information that could 
guide future decision-making in the prehospital services, for example on 
the training programme’s cost-effectiveness, development of skills 
among personnel and possible future practices. 

In Paper VI, the aim was to document and compare the frequency of 
simulation-based training in and assessment of NTS between the 
Norwegian HEMS and GEMS, conditional on workplace and 
occupation. The results of the study indicate that the frequency of 
training in the HEMS was statistically significantly greater than in the 
GEMS during 2015. There is statistically significantly less training 
among health trust personnel than among employees in the flight 
operations. The physicians working in HEMS, however, differ from the 
other health trust employees, by undergoing more training and 
assessment. The data analyses indicate that the HEMS has become 
superior to GEMS, in terms of frequency of training in and assessment 
of NTS. It is tempting to assert that the identified difference is a result of 
focus and resources in the HEMS, which, if true, implies that there is a 
potential for the GEMS to learn from the HEMS and to increase 
awareness on NTS in the GEMS. An interesting observation, which calls 
for further study, was the tendency for lesser focus on the assessment of 
the NTS compared to training. If the simulation-based training is 
conducted wrongly or personnel have a false belief about their own NTS, 
this can be a threat to patient and operational safety. 
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Paper VII: Training and assessment of non-technical skills in the 
Norwegian helicopter emergency services: a cross-sectional and 
longitudinal study 

Paper VII also studied the frequency of training in and assessment of 
NTS, but exclusively among HEMS personnel (physicians, pilots, 
HEMS crew members). The background for the study was a previous 
study by Abrahamsen et al. (2015) on the level (frequency) of 
simulation-based training in and assessment of NTS in 2012. The result 
of Abrahamsen et al. (2015) indicated that physicians underwent less 
training and assessment of NTS than pilots and HEMS crew member, 
and that all personnel working in the HEMS had little training in coping 
with fatigue. In the period from 2012 to 2016, focus on NTS had 
increased in the HEMS, and Paper VII aimed to document the 
development. 

The outcome of the study pointed to a statistically significant increase in 
the frequency of training in and assessment of NTS for all professional 
groups in the Norwegian HEMS, especially among the physicians. Like 
the observation of Paper VI, assessment of the NTS was performed less 
frequently than simulation-based training. In conclusion, the study 
indicates that the culture among flight operator employees has been 
transferred to the HEMS’ physicians. One possible reason is the invested 
resources and increased focus on training in NTS in the HEMS. 

 Discussion 
The previous section summarised the scientific contributions of the 
thesis. In this section, the resulting research is briefly discussed in a 
broader context with respect to how to obtain an appropriate balance 
between different concerns. 

In a broader context, the contributions of the scientific papers aim to 
improve future decision-making in risk management. When we 
implement a decision in practice, such as starting a new activity, we do 
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not know the future consequences of the activity, but if the risks are 
judged acceptable in relation to the expected benefits, we are willing to 
pursue the opportunity (Aven, 2014). Risk management deals with such 
situations, aiming to obtain a balance between realising the benefits (e.g. 
creating values, development, exploring opportunities), while 
minimising losses (Aven and Vinnem, 2007). The basis for managing 
risk is the risk assessments and decision analyses, which aim to produce 
informative decision support about the situation of interest. This implies 
that the approaches and methods we use to produce decision support 
have to be capable of addressing and reflecting the relevant factors (e.g., 
consequences, uncertainty, economic concerns) of the balance between 
value creation and protection.  

The word “appropriate” is open to different value judgments and 
interpretations of how much weight we should place on the uncertainties 
when balancing value creation and protection (see Section 1.1). The 
many situations we face are characterised by various features, such as 
complexity, vulnerability and ambiguity (see, e.g., Abrahamsen et al., 
2017b; Aven and Renn, 2019; Selvik and Abrahamsen, 2020), making it 
meaningless to prescribe a definition of what weight on the uncertainties 
represents the appropriate balance. In one case characterised by low 
uncertainty and strong knowledge, decision-making on the basis of the 
E[NPV] might be judged as resulting in an appropriate balance between 
value creation and protection. In another case, where there is the 
potential for big losses and high uncertainty, sole reference to the 
E[NPV] might not result in an appropriate balance; stronger weight is 
needed on the cautionary principle to obtain an appropriate balance (e.g., 
Aven, 2019). However, the judgment of what constitutes an appropriate 
balance between the different concerns will always be case-specific and 
subject to the decision-maker’s attitude towards risks and uncertainties.  

Despite the many potential factors and features we face, it is reasonable 
to argue that an appropriate balance between value creation and 
protection will always relate to the risk – the consequences of an activity 
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and the associated uncertainties – and the available resources (e.g. 
money, time, capacity). In a fixed frame, it might be the objective to 
reduce the risk, for example related to an accident at a chemical plant 
(e.g., Paper V), but how to best do this will always be subject to the 
available resources, which are normally scarce or limited (Abrahamsen 
et al., 2013; Vesely, 1999). Resources that are not invested in certain risk 
management activities or measures can be used to create values or 
development elsewhere in a company or society, for example by 
preventing other accidents or reducing other risks (e.g., Abrahamsen et 
al., 2018b). As such, without considerations of the economic concerns, 
risk management might impose a danger to the safety. This needs to be 
taken into consideration, as the aim is to obtain an appropriate balance 
between value creation and protection, which, from a broader 
perspective, implies allocating the available resources where we obtain 
the “most” safety (see, e.g., Paper I). 

For the decision-makers to determine where we obtain the most safety 
from the available resources, proper decision support is essential, which 
captures and reflects all the relevant factors of the situation of interest 
(Aven and Körte, 2003; Engemann and Abrahamsen, 2020). As 
introduced in Section 1.1, different perspectives tend to emphasise 
different approaches and principles, to provide proper decision support 
on how to “best” manage risk. No single perspective can be appropriate 
for all situations, and we need to acknowledge the contributions of all 
perspectives, in order to obtain the appropriate balance between value 
creation and protection (Abrahamsen and Abrahamsen, 2015). Despite 
their differences, the resulting research of the thesis indicates that, to 
obtain proper decision support, all approaches and principles need 
adequate consideration of the uncertainties, knowledge dimension and 
the system as a whole.  

The importance of uncertainty is intuitive, as it is a main component of 
risk – we do not know the consequences of an activity (see, e.g., Aven, 
2014). In order to adequately manage risks, uncertainties (both epistemic 
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and aleatory) need consideration, as they guide how much weight we 
should place on value creation and protection. (Uncertainty alone is not 
of major concern, as it needs to be viewed in light of the values at stake; 
see, e.g., Aven and Renn, 2019.) The knowledge, interpreted as the 
justified beliefs, is another central dimension of the decision support, 
informing the decision-makers on what foundation it is based, what it 
represents, how much confidence can be placed on the 
recommendations, and so on (see, e.g., Aven and Kristensen, 2019; Aven 
and Zio, 2018b). The importance of these two dimensions has been 
stressed in all the papers and acknowledge in the literature, as they will 
always have a role to play when managing risk and, thus, influence the 
balance between value creation and protection that is judged to be 
appropriate. To identify all the relevant uncertainties and knowledge, 
however, is not straightforward (e.g., Papers I and II).  

To reduce the risk of missing relevant information and “wrong” 
allocation of resources, hampering the balance between value creation 
and protection, the resulting research points to the importance of thinking 
about the system as a whole. Systems thinking might assist the analysts 
in identifying the relevant attributes and factors of the situation of 
interest, increasing the understanding of how a particular decision might 
influence or be influenced by the system; a thorough understanding of 
the decision context is a necessity to balance value creation and 
protection (Engemann and Abrahamsen, 2020). Systems thinking is not 
new in the domain of safety and risk (e.g., Dekker et al., 2011; Deming, 
2000; Hollnagel et al., 2006; Kastenberg et al., 2004; Leveson, 2011; 
Rasmussen, 1997). In simple terms, the main argument for using systems 
thinking follows that traditional chain-of-events methods, such as event 
trees, have strong limitations in revealing the relevant insight into 
complex systems (Aven, 2014; Dekker et al., 2011). However, in this 
thesis, systems thinking is also considered useful, regardless of the 
complexity, as most situations of interest can be (broadly) interpreted as 
a system (Aven and Ylönen, 2018), in which the interactions and 
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interconnections might have a role to play in how to best manage the 
risks. Thinking about the whole might also be useful for revealing black 
swan events, as well as checking for robustness in the system of interest 
(Aven, 2014). In addition, systems thinking might be advantageous to 
ensure efficient allocation of the available resources, as it can enhance 
the attention on other projects and investments within an organisation. 

Risk management is challenging. It involves difficult value judgments 
and trade-offs about the future, which implies a need for proper decision 
support. To improve future decision-making, the resulting research of 
this PhD project supports a stronger focus on systems thinking in risk 
management, which can enhance the understanding of the situation of 
interest by revealing the relevant uncertainties and knowledge, which 
always need consideration, in order to obtain an appropriate balance 
between value creation and protection. 
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4 Future work 

The scientific contributions presented in this thesis identify some 
potential future work, which will be detailed in the following. The 
section addresses some general directions, as well as suggesting more 
specific proposals for further work, inspired by the work of the PhD 
project. 

• Systems thinking appears to have a role to play in risk management 
and assessment; further studies are recommended to increase the 
knowledge on how to integrate it in the risk management strategy 
and in the other decision principles such as the ALARP principle. 

• The framework presented in Paper II builds on the SEIPS model by 
Carayon et al. (2006), but is it the best alternative for the task of 
identifying the relevant background knowledge? Although a brief 
literature study was performed before selecting the SEIPS model in 
Paper II, it would be informative to study different system models 
in depth, with respect to identification of knowledge elements.  

• The framework presented in Paper II will benefit from being applied 
in a real case, as it has just been illustrated on the basis of an example 
in Eidesen et al. (2009), which the authors of Paper II used to 
illustrate the additional value in thinking about the system. 

• An unaddressed issue of the framework of Paper II is how it should 
be applied when including the time dimension and, especially, when 
decisions need to be made rapidly.  

• An unanswered topic in the thesis relates to Paper III and how to 
perform multiple assumption deviation risks. This type of study is 
strongly recommended, not just for the improved risk-based 
approach presented in Paper III, but for the concept of assumption 
deviation risk in general. 
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• To further improve the leakage risk assessment of P&A designs, 
more research is needed to increase the understanding of the 
probability distributions, for example with respect to the uncertain 
parameters and assumptions on the well and reservoir 
characteristics. 

• When writing the discussion on socioeconomic profitability and 
security measures, a potential area for future study was identified: 
what is the real benefit of security measures? From an extreme 
perspective, it is possible to argue that investments in security 
measures have zero effect, as the perpetrator shifts focus to new 
targets. 

• An identified topic for future research, based on Paper V and a 
contribution not included in the thesis (Langdalen et al., 2020), is 
the order of prioritisation that guides when in time each safety 
measure should be adopted, to obtain an appropriate balance 
between value creation and protection. 

• Paper VI identified a potential for knowledge sharing between the 
different disciplines in the Norwegian prehospital services. It is 
recommended that this information be used to develop training 
programmes tailored to the ground ambulance services and cross-
disciplinary work. The latter would be highly beneficial when 
serious accidents and disasters occur, in which safety and efficiency 
rely on the level of teamwork and shared understanding between the 
different disciplines. 

• To further strengthen the specific knowledge in the Norwegian 
prehospital services about the NTS, studies need to be conducted 
that reveal something about the quality of the NTS among the 
personnel. 

• In Papers VI and VII, a lack of assessment of the NTS was identified. 
The results support greater focus on how to ensure appropriate 
assessment of the NTS in the Norwegian EMSs. 
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A B S T R A C T

A risk assessment has a more or less subjective nature, as the analyst needs to make assumptions, analyse data,
use models, and so on, to produce risk-related knowledge of the phenomena of interest. This background
knowledge that forms the foundation of a risk assessment can be more or less strong, implying that it needs to be
taken into consideration when describing and communicating risks. To meet this challenge, different methods
have been developed to evaluate and inform the decision-maker about the strength of the background knowl-
edge. For all these methods to be fully informative, the content of the background knowledge needs to be of good
quality, covering, for example, all the relevant assumptions. To identify all the relevant assumptions, however, is
not a trivial task, and the risk of missing assumptions increases with the complexity of the situation of interest.
Hidden assumptions, which are not considered or identified, may induce false confidence in the risk assessment,
its results and recommendations. This paper suggests a framework, using a systems approach, to identify and
assess the background knowledge, as a means to reduce the risk of missing critical knowledge and obtain a more
complete background knowledge, on which risk can be assessed.

1. Introduction

If we are to study risk of real-life systems and activities, such as
offshore installations or emergency medical services, the assessments
will inevitably be more or less conditional on our knowledge (justified
beliefs), which is often formulated as assumptions [14], founded on
data, models, information, and so on [39]. The fact is that a risk as-
sessment is subjective by nature [16,47], which implies that the back-
ground knowledge, K, on which a risk assessment is based, needs to be
taken into consideration when describing and communicating risk
[8,46]. By simply addressing the conditional risk description, all the
relevant uncertainties are not properly reflected [16], as the knowledge
can be more or less strong [5] and uncertainties can be hidden within it,
such as assumptions that turn out to be wrong [71]. To meet these
challenges and inform the decision-maker of the foundation of the risk
assessment, different approaches have been developed over recent
decades to consider and reflect the strength of the background knowl-
edge (e.g., [5,8,39,46,56,90]).

A prerequisite for all these methods to be fully informative is that
the content of the background knowledge is of high quality, covering,
for example, all the relevant assumptions. To identify all the relevant
and critical assumptions, however, is not always straightforward,

especially if the situation of interest is complex [53,87]. Take the case
of evaluating the background knowledge associated with a risk assess-
ment. Following common practice, the analyst identifies, inter alia, a
list of assumptions and evaluates the extent to which they are reason-
able. The more reasonable the assumptions are, the stronger is the
judged strength of knowledge [39]. But what if this knowledge only
includes a fraction of the relevant assumptions? The consequence is
incomplete background knowledge, which hampers risk management
and decision-making and potentially leads to false confidence in the
produced risk description and level of safety [17]. The issue is that the
analyst might be unaware that crucial assumptions are missing.

In other words, it is not always sufficient just to have a sound
methodology to evaluate the strength of the knowledge. In many si-
tuations, there is also a need to assist the analyst in identifying the
critical and relevant assumptions, to obtain more complete background
knowledge. Here, assumptions are understood as fixed conditions/in-
puts that underlie the risk assessment but which are acknowledged to
have the potential to deviate [20]. The hidden assumptions are then
understood as the ones not identified (i.e. missed) by the analyst.
Consequently, they are not included in the analysis and therefore not
presented to the decision-makers. Multiple reasons can be seen as fac-
tors for not having identified the hidden assumptions. Amongst them,
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the paper particularly addresses the assumptions that are made im-
plicitly by the analyst, in the sense that the analyst is not aware of them,
or the ones missed as a result of lack of understanding of the phe-
nomenon of interest, for example that relevant interactions are ignored.
The assumptions are subjective beliefs, expectations or considerations
about some unknown aspects (in a broad sense) related to the real
system of interest. The challenge is therefore not to identify assump-
tions per se but to identify the unknown aspects of the real world that
we want to make fixed in the assessment. We refer to these unknown
aspects as knowledge elements, which have a role to play in the
background knowledge.

Although there are a few methods that address how to identify as-
sumptions in certain situations (e.g., [32,59]), there is, to the extent of
our knowledge, no systematic framework for identifying and assessing
the knowledge elements that contribute to obtaining good-quality
background knowledge in a risk assessment context. Perfect knowledge
is obviously unachievable in any practical setting, but it does not negate
the goal of searching for more complete knowledge [59]. Another
practical problem is that it is not feasible to consider all possible
knowledge elements; thus, the analyst must limit the identification and
assessment of knowledge, to some extent. However, a more or less ar-
bitrary approach to these tasks does not appear to be the optimal so-
lution [87].

In this paper, we suggest a framework that takes a systems approach
to identify and assess relevant knowledge elements for a risk assess-
ment, which assists the risk analyst in obtaining a good-quality back-
ground knowledge, reduces the arbitrariness of how the identification is
carried out and reduces the risk of missing critical knowledge elements.
In the safety and risk domains, there is a significant number of system
approaches that could be applied, ranging from linear thinking of ac-
cidents as chains of events (e.g., [18,19,62,75]) to consideration of the
dynamic interactions (e.g., [26,48,51,54,58,59,61,73]). But, as our goal
is to develop a framework to identify and assess knowledge elements
rather than accident scenarios and hazards, the systems engineering
initiative for patient safety (SEIPS) by Carayon et al. [26] seems to be
promising (see, [57]). The SEIPS model is relatively easy to use and
suitable for most systems and activities, as it forms a general basis for
identifying and describing system components and interactions. In ad-
dition, the model provides a starting point to evaluate how critical the
identified knowledge elements are with respect to the risk assessment;
thus, the framework is also a means to increase the trustworthiness of
the risk assessment and inform the decision-maker about the quality
and uncertainty of the background knowledge [87]. Although the
suggested framework can inform the decision-makers about the
knowledge, which is an important dimension of risk [16], it is also a
means to provide information on which the other system models can be
based, such as the Workgroup Occupational Risk Model (Papazoglou
and Ale, 2007) or Storybuilder [18]. The key is to ensure a good
knowledge base on which risk is assessed.

The remainder of the paper is organised as follows. In Section 2, we
motivate the need for a systems approach to identify and assess back-
ground knowledge. Section 3 introduces the SEIPS model, which is the
starting point for the framework presented in Section 4. Section 5 il-
lustrates the framework with an example. A discussion of the frame-
work is given in Section 6. Finally, in Section 7, we make some con-
cluding remarks.

2. Motivativing the need to assist the risk analyst

To motivate the need for a framework that can assist the risk analyst
in mapping and assessing knowledge elements, parts of a risk assess-
ment performed by Eidesen et al. [36] will be used. The case of interest
is a medical procedure called tracheotomy, which is used to secure the
airway of critically ill patients that require ventilator support. In simple
terms, the procedure consists of making an incision on the frontal as-
pect of the patient's neck, where a tube is inserted, allowing the patient

to breathe without the use of mouth or nose. Traditionally, surgeons
have performed this type of procedure, but an increasing number are
now being performed at the bedside in the intensive care unit (ICU),
using a special technique called percutaneous dilatational tracheotomy
(PDT). The experience from the Norwegian ICUs, at least at the time
when Eidesen and her colleagues conducted their study, indicated the
potential for serious complications and negative patient outcomes re-
lated to PDT [86]. This resulted in a discussion among experts about
whether PDT should be the preferred technique in cases where tra-
cheotomy is deemed necessary [36]. One way to contribute to the
discussion is by a risk assessment, which was carried out in Eidesen
et al. [36], aiming to produce risk-related knowledge in respect of
performing a PDT procedure in the ICU.

In light of the premises outlined in Section 1, proper treatment and
communication of risk and uncertainties related to the PDT procedure is
conditional on the background knowledge being taken into account. The
risk assessment in Eidesen et al. [36] is in compliance with this under-
standing, as the background knowledge was assessed in an apparently
comprehensive manner. For example, 12 years of data on tracheotomy
practice at the Stavanger University Hospital's ICU were collected, ana-
lysed and evaluated. In addition, a series of interviews with attending
physicians or managers at 30 Norwegian ICUs had been conducted (see,
[86]), which provided both general and specific knowledge. All the
available information was structured and evaluated to form the back-
ground knowledge, on which the risk was assessed. The identified
background knowledge in Eidesen et al. [36] is presented in Figure 1.

More specifically, the knowledge assessment indicated three com-
ponents of importance: the physician, the patient and the system. For
each component, several associated aspects (i.e. knowledge elements)
were identified, each with its own potential to affect the real procedure
and, therefore, also the risk assessment. This knowledge, K, and its
strength explicitly inform the decision-makers about the foundation of
the risk assessment results and recommendations [16] and implicitly
affect the decisions. But does the background knowledge, K, in Figure 1
include and express all the relevant knowledge elements for this par-
ticular case?

The ICU is a sociotechnical system of interdisciplinary character,
with high stress, high values at stake, intense time pressure, a myriad of
decisions and shifting clinical situations [37,64], indicating that it is
unlikely that all the relevant background knowledge is revealed by the
consideration of three single components in isolation. The interactions
between the system components clearly have a role to play. For ex-
ample, the physician performs a PDT procedure in a certain physical
environment that is likely to cause fatigue or stress [84]. If the mental
or physical condition of the physician turns out to be lower than
normal, which we have interpret to be the state implicitly assumed in
Eidesen et al. [36], the risk assessment does not fully reflect the si-
tuation of interest. Another example of missed knowledge in this case is
that the work environment could lead to contemporary disorders or
interruptions, possibly affecting the procedure if they occur. The
knowledge aspects depicted in Figure 1, such as a physician's level of
training and the available equipment, cannot be viewed solely in iso-
lation, as the interactions are also relevant for the real case of interest
and, therefore, the associated risk assessment.

We are concerned that important information has been overlooked
as a result of hidden assumptions of which the analyst is unaware or
difficulties in identifying the relevant knowledge. These concerns are
not particularly related to the PDT case but to (almost) all risk assess-
ments, especially those concerning sociotechnical systems. It is, how-
ever, difficult to capture all the relevant background knowledge in a
risk assessment context, and there is often a veil of arbitrariness sur-
rounding the mapping of background knowledge, which stems from the
subjective nature of this process. By acknowledging this, it is reasonable
to call for a more systematic approach to identify the knowledge ele-
ments, especially those generated more or less by subjective reasoning,
such as assumptions [15].

H. Langdalen, et al. Reliability Engineering and System Safety 200 (2020) 106909

2



A general approach that guides the analyst in mapping the back-
ground knowledge appears to be useful and needed. Such an approach
must take a holistic perspective on the system of interest, to capture
both single components and interactions, given that many con-
temporary systems have sociotechnical features, which are char-
acterised by their continuously interacting and influencing components
[31,55]. In addition, the approach should explicitly assist the analyst,
by pointing out where to look for knowledge, using simple generic
components relevant for any system of interest. One issue, however, is
that in theory an infinite number of knowledge elements can be em-
bedded in a particular system, not all of which are critical for the real-
life situation or risk assessment. It is therefore necessary to distinguish
critical from non-critical knowledge elements, to inform the decision-
makers about knowledge elements that might require further attention.
Although a systematic approach to search for assumptions in the
background knowledge is no guarantee that important knowledge will
be missed, it is likely to reduce the risk of it happening.

3. The systems engineering initiative for patient safety

On these premises, an attractive tool for identifying the relevant
knowledge elements of a system of interest is the systems engineering
initiative for patient safety (SEIPS). The SEIPS model, developed by
Carayon et al. [26], is custom-made to describe and understand the
sociotechnical features of healthcare systems [27,50]. Despite the
model's healthcare orientation, its components are general and suitable
for most systems. The model, which is illustrated in Figure 2, builds on
Donabedian's [33] structure-process-outcome model and consists of

three dynamically influencing parts.
To illustrate, the SEIPS model components can be described in the

case of, say, an air traffic control system. The person, who can be an
individual or a group of individuals, such as a traffic controller or an
organisational unit, respectively, is at the centre of the work system,
performing certain tasks, which can be considered as actions, for ex-
ample communicating with the aircraft crew. The tasks are performed
within a physical environment, such as a control centre, supported by
different technologies and tools, for example software simulators. All the
tasks are subject to the organisational conditions such as rules and
procedures. In addition, the external environment provides a boundary
for the other five components, through resources, standards, legislation,
and so on. The work system influences the processes, which are a series
of steps [26], for example to direct the runway traffic, generating the
outcomes, such as safe and effective flow of runway traffic. Finally,
feedback loops are present in the model, to promote learning, knowledge
sharing and improvement [27].

Although the SEIPS model requires all the relevant components
within a work system to be described individually, it forms a framework
which emphasises the interactions between the components, in order to
provide a deeper and broader understanding of how they influence each
other, the processes and outcomes [27]. If any changes occur within a
work system, for example that a new technology is introduced, they
have possible positive or negative effects on the other work system
components, processes and outcomes (see, e.g., [87]). The SEIPS model
can identify such implications, which is why the SEIPS model is at-
tractive for the purpose of identifying and structuring relevant knowl-
edge elements, on which a risk assessment can be based.

Figure 1. An overview of the knowledge on which the risk related to the PDT procedure was assessed. Based on: Eidesen et al. [36].

Figure 2. The SEIPS model. Based on: Carayon et al. [27].
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The key is to remember that the work system components are net-
worked, mutually interacting with and influencing each other. But, as the
processes and outcomes are thought to be shaped by all the interactions
in the work system at the same time, it is in theory possible that any
number of work system components can interact with any other si-
multaneously [50]. The result is an unmanageable situation, in which
there are too many interactions associated with a particular process of
interest. To overcome this issue, Holden et al. [50] suggest applying the
concept of configuration. The idea of configuration is to limit all the
possible interactions which can occur in the work system to a subset of
them, which includes only those relevant for the particular process of
interest [50]. Building a configurative model is not straightforward, but,
if performed correctly by qualified analysts with knowledge of the si-
tuation on interest, the SEIPS model can assist the analyst in scrutinising
the system components and interactions, in order to identify knowledge
elements that are not intuitively and easily discovered. One issue, which
was highlighted by one reviewer of an earlier version of the paper, is that
such simplifications can lead to missed assumptions. This is true and
important to acknowledge. However, we believe that simplifications will
always be more or less required when using the tools available in a risk
assessment; for example, a model is a simplified representation of reality
[6]. This fact is not an argument against the use of configurative models
and the SEIPS, but rather a part of the motivation to develop a frame-
work for identifying the relevant background knowledge, such that we
foster increased understanding of what knowledge the risk analysis
considers and what it does not take into account.

4. The framework

This section introduces the suggested framework, which intends to
guide the analyst in identifying and assessing relevant background
knowledge to support a risk assessment. The foundation of the frame-
work stems from the SEIPS model and its ability to identify knowledge
elements, which have a role to play in the background knowledge. In
such matters, the framework aims to reduce the risk of missing critical
assumptions (knowledge elements). Depending on the characteristics of
the system in focus, the number of identified knowledge elements might
be significant, resulting in an unmanageable situation, where the many
identified knowledge elements provide limited practical decision sup-
port, possibly concealing those which need further treatment. It is
therefore recommended to distinguish the critical knowledge elements
from the non-critical.

Here, the meaning of criticality is influenced by the ones in the
literature on critical infrastructure, in which it is commonly referred to
as an incapacity or destruction which leads to significant consequences
[21,94]. In light of this, we consider a critical knowledge element to be
an element of the background knowledge related to the phenomena of
interest, where its incapacity or destruction leads to significant

consequences, for both the real case of interest and the risk assessment.
To determine whether a knowledge element is critical, we evaluate its
foundation (background knowledge), implication for the risk assess-
ment and associated uncertainty. The background knowledge, on which
the knowledge element is identified, is reasonable to consider in this
context, as an element can be related to more or less strong knowledge.
The impact of a knowledge element on the risk assessment should also
be evaluated, as some elements are likely to be of greater importance
for the risk assessment than others. Finally, we must take into account
that the impact is uncertain, and it is informative to know whether the
evaluated impact can be considered to give a good or poor prediction of
the real impact. These three evaluations provide information about the
uncertainties and quality of the knowledge elements, making the fra-
mework a means to increase the trustworthiness of the risk assessment.
From the list of critical knowledge elements, the analyst can also study
how to best treat and control them. The main parts of the framework
are illustrated in Figure 3.

Before the framework can be applied, however, it is paramount that
the analyst has a good understanding of the risk assessment context,
which is established in a planning phase [7]. This involves, amongst
other things, clarifying and specifying the decisions to be supported by
the risk assessment and developing the objectives of the assessment
[11]. Without a clear and unambiguous context, the analyst will
struggle to understand which knowledge elements are relevant and
critical for a particular case of interest. In the following, we discuss each
step of the framework.

4.1. Identification of the Knowledge Elements

The first step in the framework is to identify relevant knowledge
elements using the SEIPS model, which requires it to be customised to
the risk assessment context. Only then can the analyst use its generic
components as guidance for identifying those knowledge elements
which are relevant to the real processes and the risk assessment. In
theory, however, any number of work system components can interact
with any other at the same time [50], resulting in a situation with too
many (irrelevant) interactions. To overcome this issue, we apply the
concept of configuration, which is similar to our idea of identifying the
relevant knowledge elements. We consider the configuration to be a
two-step procedure, in which we first focus on single components and
then the interactions.

The single components are identified and described using the SEIPS
model and its generic components as guidance, that is, to identify and
describe the person, tasks, physical environment, technologies and
tools, organisation, and external environment, associated with the
specified processes and outcomes. Based on human factors principles
(e.g., [34]), a natural starting point is the person component at the
centre of the work system, followed by the other work system compo-
nents, systematically. The components should be accompanied by de-
scriptions of their characteristics (see, e.g., [26]).

Following the single component characterisations, the analyst has a
basis to identify interactions among the components that are relevant
for the processes. This is more challenging and time-consuming than
the single component considerations, but it is also likely to be more
rewarding, given that the risk of missing knowledge elements is greater
among the interactions [87]. Different approaches are possible [50],
but we recommend starting by pairing two and two components and
their characteristics, for example the person's level of training and the
tasks’ complexity, then proceeding with person and physical environ-
ment, and so forth. Depending on the scope of the risk assessment, the
analyst might also consider the interactions between three or more
components.

The identified components and interactions (i.e. the configurative
model) are the basis for identifying relevant knowledge elements,
which are believed to influence the processes of interest and/or risk
assessment. To illustrate, consider the case of applying the SEIPS model

Figure 3. The workflow of the suggested framework.
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to identify knowledge elements for a risk assessment related to a
medical procedure. First, the analyst directs his attention to the person
component, leading to the physician performing the procedure being
identified and described. Secondly, the analyst focuses on the task
component, leading to an identification and description of multiple
actions (e.g., communication, decision-making, teamwork). For sim-
plicity, we limit this example to those two components. The physician is
characterised, among others, by his experience and training. The levels
of these two attributes have the potential to influence the process and,
therefore, should be considered and explicitly listed as knowledge
elements. The link between the person and tasks is obvious, but the key
is to remember that this interaction is networked with the other com-
ponents and must be evaluated from a systems perspective; how will the
physician perform the tasks, given the presence of the other work
system components? Depending on the system of interest, the physician
can experience fatigue or stress, which will affect his performance.
These are other examples of knowledge elements, potentially affecting
the process, and, therefore, have a role to play in the background
knowledge.

The SEIPS model assists the analyst in taking a systematic and
holistic approach to identify knowledge elements, which is likely to
reduce the risk of missing relevant knowledge [57,87]. We suggest that
the identified knowledge elements are listed and presented along with
descriptions of the elements, as well as a reflection of the source (i.e.
expert judgments, assumptions, data, and models) that guided the
identification.

4.2. Assessment of the Knowledge Elements

Despite the fact that all the identified knowledge elements are be-
lieved to have an effect on the processes of interest and the risk as-
sessment, it is likely that some of them are more critical than others.
Considerations of the criticality should be made to increase the trust-
worthiness of the risk assessment and to fully inform the decision-
maker about the uncertainties in the background knowledge. In addi-
tion, highlighting the critical knowledge elements means that the de-
cision-maker obtains a basis for understanding which knowledge ele-
ments require further treatment and how to efficiently respond to the
threats ([13], p.136). The three aspects of criticality will be discussed in
the following.

4.2.1. Evaluation of the Strength of Knowledge
Knowing whether it was expert judgments, data, models, assump-

tions or, most likely, a combination of the four, which resulted in a
particular knowledge element being identified is informative for the
decision-makers [6,46]. More important is knowing whether the
knowledge elements constitute uncertainty, in the sense that they might
be based on poor or insufficient knowledge. This relates to the purpose
of this step in the framework: to reveal any weak or insufficient
knowledge elements, which might demand further treatment, as they
impose uncertainties on the risk assessment.

The arguments for taking the strength of the knowledge, which guided
the identification of knowledge elements, into account, follow those
presented in Section 1. That is, the knowledge can be more or less strong,
and uncertainties can be hidden within it. To evaluate the strength of
knowledge (SoK) associated with the identified knowledge elements, we
suggest using the qualitative categorisation by Flage and Aven [39], but
other methods exist (e.g., [46,90]). The crude SoK categorisation is pre-
sented in Table 1. In a stringent form, the knowledge elements are said to
be based on strong knowledge if all the aspects (whenever they are ap-
plicable) in the left column of Table 1 are met, and weak knowledge if at
least one of the aspects in the right column is satisfied [6]. Cases in be-
tween strong and weak are said to be medium SoK [6,39]. The evaluation
of SoK will be case-specific and subject to the analyst's judgments, where
each of the four aspects related to weak and strong SoK can take on a
weak, medium or strong score [41]. The SoK can be represented as an

overall evaluation of the four aspects (see, [6]) or by separately high-
lighting the SoK for each of the four aspects (see, [46]).

4.2.2. Evaluation of the Impact
Although an assumption that is formulated on the basis of a weaker

knowledge element is often considered a (strong) simplification, it can
be justified if the knowledge element has a negligible impact on the risk
assessment [42]. All the identified knowledge elements are assumedly
affecting the risk assessment but most likely to varying degrees, in the
sense that some knowledge elements are of greater importance for the
risk assessment than others. The purpose of this step is to gain such
understanding, emphasising that the analyst must address what effects
the knowledge elements have on the risk assessment. Traditionally,
sensitivity analysis is preferred in such cases, as it can be understood as
the “study of the relationships between information flowing in and out
of a model” [82]. However, given that many of the identified knowl-
edge elements will have a qualitative nature without a mathematical
relationship to the risk assessment, it is not straightforward to use
sensitivity analysis as a standard tool [83]. Please note that sensitivity
analysis is not the same as uncertainty analysis [10,82].

Whenever a knowledge element relates to an observable quantity or
direct input to a mathematical model, its value and impact on risk can
be expressed quantitatively. A common approach is to use predictors,
for example expected values, to represent the quantities of interest [87],
but such metrics have limitations [1]. An alternative is to represent the
quantities by prediction intervals (credibility intervals for model
parameters), reflecting that we are, say, 90% certain that the unknown
quantity will be in the interval [a, b], i.e. P(a ≤ X ≤ b)=0.90 [10].
For these knowledge elements, which are direct input to mathematical
models, traditional sensitivity analysis is recommended to determine
the impact on the risk assessment (see, e.g., [83]).

For other knowledge elements, which are neither observable nor
direct input to models, it can be meaningless, but not impossible or
undesirable, as it is not economical, to assign quantitative values and
use them as input in a model. If quantification is desired, however, the
analyst can build a mathematical model, which links the “qualitative”
knowledge elements, expressed for example by a cardinal (0.5, 1.5, 2.3
…) or ordinal (low=1, medium=2 …) scale [24], to the risk as-
sessment. However, there are two aspects which must be considered: is
such treatment of knowledge elements in line with the context of the
risk assessment, and does it, in comparison to, say, a qualitative scoring
of the impact, produce additional decision support. It is outside the
scope of the paper to study these questions in detail, but we strongly
recommend making such considerations before evaluating the impact.

Although a qualitative evaluation of the knowledge elements’ im-
pact on risk assessment does not give the comprehensive and integrated
level of quantitative insight of traditional sensitivity analysis, it offers
practicality and manageability, providing a sufficient impression of the
knowledge elements’ impact on the risk assessment [5,42]. We suggest
expressing the impact qualitatively (e.g. low, medium, and high), unless
traditional sensitivity analysis is believed to significantly increase the
decision support or strongly desired. Consequently, it is necessary to
clarify what is meant by, for example, a scoring of low, medium and
high impact. A qualitative categorisation, which is frequently used in
the literature (e.g., [12,20,89]), is the crude sensitivity classification
suggested by Flage and Aven [39], which we have modified to fit our
context (based on [39]):

3- High impact: Relatively small changes in the knowledge elements
needed to bring about different risk assessment results and re-
commendations.

3- Medium impact: Relatively large changes in the knowledge elements
needed to bring about different risk assessment result and re-
commendations.

3- Low impact: Unrealistically large changes in the knowledge ele-
ments needed to bring about a different risk picture.
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The intent of this section is not to propose a “correct” method to
evaluate the impact but, rather, to highlight the importance of con-
sidering how each knowledge element can affect the risk assessment.
We must emphasise that the impact evaluations and, therefore, the
definitions of the qualitative categories, will be case-specific [39,89]. It
is not our intention, or desire, that the framework should be a “black-
box”, with an explicit input-output relation, but a tool for guidance and
assistance on how to manage the knowledge elements. In Table 2, we
have provided an example of how the analyst can summarise the impact
evaluation in a clear and informative matter, by a consideration of the
knowledge element, “person's level of experience”; the impact is eval-
uated and represented qualitatively, complemented by informative
descriptions.

4.2.3. Evaluation of the Stochastic Uncertainty
From the previous step, each knowledge element has been evaluated

in terms of its impact on the risk assessment, but the evaluated impact
could be a good or poor prediction of the real (unknown) impact. To be
in line with fundamental principles of risk management, such as the
cautionary principle, we need to be aware of these uncertainties. Over
time, system components, both social and technological, will be re-
placed, fail, change, be repaired, age, adapt to their surroundings, and
so on [95], indicating that the associated knowledge elements’ impact
can vary. In other words, the evaluated impact could turn out to be
wrong. This is of especial importance working with sociotechnical
systems, which involve (unpredictable) human actions and components
that are adaptive and dynamic by nature [31,55]. Conditioned on the
knowledge elements’ SoK and impact on risk assessment, the quality of
the knowledge elements’ expected impact might be a trigger for taking
precautionary actions.

To reflect the evaluated impact's quality in predicting the real im-
pact, we suggest considering the stochastic uncertainties. A qualitative
measure of the stochastic uncertainty in the knowledge element's im-
pact (i.e., low, medium or high) is considered sufficient for the scope of
the paper. We therefore suggest the following criteria for evaluating the
quality of the impact (based on [3]):

3- High stochastic uncertainty: The uncertainty is classified as high if
the expected impact is considered to give a poor prediction of the
real impact.

3- Low stochastic uncertainty: The uncertainty is classified as low if the
expected impact is considered to give a good prediction of the real
impact.

Medium stochastic uncertainty is then given as cases in between
high and low. All these evaluations must be seen in light of the available

knowledge, for example referring to the SoK from Section 4.2.1.
Through these definitions, stochastic uncertainty is understood as a
reflection of variation, in the sense that high (low) stochastic un-
certainty is used when the population of a certain knowledge element
has high (low) variation. To inform the decision-makers about the
variation in the expected impact, the uncertainty can be represented
next to the impact evaluation, as in Table 2.

4.2.4. Summarising the Critical Knowledge Elements
After the three evaluations, the results should be communicated to

the decision-maker in a clear and unambiguous way, which helps to
classify critical knowledge elements. Here, the challenge is to decide on
which combinations of SoK, impact and uncertainty make a knowledge
element critical. Is a knowledge element with, say, weak SoK, low im-
pact and medium stochastic uncertainty more critical than another with
strong SoK, high impact and medium stochastic uncertainty? We con-
sider this to be a managerial issue, which must be seen in light of the
context of the risk assessment. Following general risk management
principles, however, it is intuitive that the weaker the SoK is and the
greater the impact and stochastic uncertainty are, the more critical is
the knowledge element for the risk assessment.

Various policies can be used to determine criticality. For example, a
simplified scoring system (see, e.g., [88]) with a predetermined cri-
terion might be sufficient, but this could also lead to a mechanistic
classification of criticality, which hampers risk-informed decision-
making. We, therefore, recommend summarising the evaluations from
the previous steps, as in Table 3, in which criticality can be determined
by an overall evaluation of the SoK, impact and uncertainty. In terms of
being precautious, however, cases in which the SoK is evaluated to be
weak might require special treatment, as the implication is that the
impact and uncertainty evaluations are founded on weak knowledge.
The summary informs the decision-makers on what knowledge the
decision support is based, which elements that are deemed critical and
how they could affect the risks. From this, the decision-makers has a
basis to evaluate if the system is safe enough and to consider different
types of treatment of the critical elements. This can be achieved by
considering one knowledge element of the time, or by an overall im-
pression of all the knowledge elements (e.g. a majority of critical
knowledge elements might need precautionary measures such as not
carrying out the activity).

4.3. Treatment of the Critical Knowledge Elements

A critical knowledge element is one which calls for further atten-
tion, as it brings about uncertainty and/or a possible adverse effect on
the system of interest, potentially weakening the credibility of the risk

Table 1
The strength of knowledge (SoK) categorisation [6,39].

Strong SoK Weak SoK

- The assumptions made are seen as very reasonable - The assumptions made are seen as strong simplifications
- Large amount of reliable and valid data - None or highly unreliable data
- There is broad agreement among experts - There is strong disagreement among experts
- The phenomena in focus are well understood; the models are known to give predictions

with required accuracy.
- The phenomena in focus are poorly understood; models are non-existent or believed
to give poor predictions.

Table 2
Example of impact and uncertainty evaluation.

Knowledge element Impact Stochastic
uncertainty

Comments

The level of experience Medium/high Medium The values of the element can be medium or high. Given the complexity of the tasks, level of experience is
likely to be important for the outcome. The knowledge element contributes more to uncertainty than to the
consequences.
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assessment results and recommendations. The final step in the frame-
work is to provide decision support on how to best manage the
knowledge elements of potential risk-reducing measures and the im-
plication of those measures for the system. One way to present the
findings to the decision-makers is to include them in the summary of
the knowledge elements, for example as in the two right-most columns
of Table 3.

Which risk-reducing measures are required can be seen in light of
the criticality evaluations, where the measures should, at least, aim to
reduce the uncertainty and consequence of incapacity or destruction of
a knowledge element, by strengthening the factors that contributed the
most to its criticality. For example, the first knowledge element in
Table 3 has a high impact on the risk assessment, indicating that it
should be treated, for example, by implementing a physical measure to
reduce the associated vulnerabilities in the system. Other risk-reducing
measures could be to increase the knowledge base and understanding,
as is relevant for the second knowledge element in Table 3. The critical
elements are those which mostly require treatment, but we also suggest
going through the non-critical elements in terms of potential surprises,
unexpected or unwanted events.

An evaluation of the effects of the identified measures is re-
commended, since the measures might have lower than intended or
unexpected negative effects on the system. Implementation of risk-re-
ducing measures also raises concerns about costs and benefits which
should be taken into consideration. It is outside the scope of this paper
to say how this should be done, but alternative methods could be cost-
benefit analyses or the ALARP principle (see, e.g., [9]). The final task
for the analyst is to ensure that all the information is presented in a
clear and unambiguous way to the decision-maker for review and
judgments, as it enhances the risk management and decision-making
process [6]. The results can, for example, be presented by the summary
in Table 3 with references to Table 2 and a list of the identified
knowledge elements. See also Sørskår et al. [87] for inspiration on how
to represent the findings.

5. An example: applying the framework to support the pdt risk
assessment

In this section, we revisit the PDT case of Eidesen et al. [36], in-
troduced in Section 2, to illustrate how the suggested framework can
support the risk analyst in revealing and reducing the risk of missing
critical knowledge elements. We therefore focus on the first two steps of
the framework: the identification of knowledge elements (Section 4.1)
and the assessment of criticality (Section 4.2). The identification step of
the example is a revised version of the example presented in Langdalen
et al. [57], improved by the experience of creating the initial study.
Prior to operationalising the framework, however, we need to align the
SEIPS model to the risk assessment context. Given that the objective of
the risk assessment introduced in Section 2 is to provide risk-related
knowledge of performing PDT procedures in the ICU, it is reasonable to
specify the processes of interest as the PDT procedure, while limiting
the outcomes to patient safety and quality of care. The SEIPS model and
its components can then be used to identify knowledge elements to
support the risk assessment.

5.1. Identification of the Knowledge Elements

The first steps of the framework are to identify and describe the
components and interactions within the work system, which are re-
levant for the specified process and outcomes. According to the work-
flow described in Section 4.1, we start by identifying and describing the
person component and systematically mapping all the other compo-
nents. The characteristics of the components of interest are presented in
Table 4. Although the framework suggests that the single component
descriptions should be followed by identification and description of the
relevant interactions, such as the fact that the level of experience affects
the way the different tasks are performed, we have, for the sake of
simplicity, not reported the list of interactions. But, based on all the
characterised single components and (non-reported) interactions, we

Table 3
Example of a summary of the identified knowledge elements.

Knowledge element SoK Impact Stochastic uncertainty Critical Risk-reducing measure Effects and costs

#1 Strong High Medium Yes Physical safety measure. Reduces consequences. Medium costs.
#2 Weak Medium Medium Yes Increase the knowledge base. No direct impact on system. Low costs.
#3 Medium Low Low No – –

Table 4
A non-exhaustive list and description of the relevant SEIPS components for the example case. Based on: Langdalen et al. [57].

System components Descriptions and characteristics

Person Physician who performs the tasks, with the following characteristics:
- Education, specialty (e.g., intensive, anaesthesiology, neurology), experience.
- Level and type of training and post-assessment of the training.
- Level of non-technical skills (i.e., decision-making, leadership, communication, situation awareness, teamwork, managing stress, coping with fatigue).
Patient, not relevant/performing any tasks in our case, but his/her characteristics are important for the outcome: Medical history, general health condition,
anatomy, medication, etc.

Tasks Performing the tracheotomy; different steps and techniques:
- Communication, care coordination, decision-making, leadership, teamwork, stress, high work demand, etc.

Technology and tools Perform tracheotomy with the PDT technique, requiring the following tools:
- Equipment (endotracheal tube, monitors, headlights/source of natural light, mechanical ventilator, bronchoscope and video screen, checklists,
anaesthetics, sedatives, etc.), supplies (haemostats, dilators, surgical sutures, etc.) and back-ups.

Physical environment Intensive care unit, characterised by, e.g.:
- Noise, lighting, air quality, room hygiene, space (large enough), etc.
- Physical layout of the room (location of the bed, monitors, ventilator, etc.), unit (e.g., sleeping/resting facilities for on-call staff, waiting area for family)
and team (e.g., physician on the right side of the bed).

Organisation Department/hospital level
- Interaction with managers, organisational support, information flow, safety culture and climate, procedures, best practice guidelines, rules, teamwork,
team composition, experience, etc.

External environment Resources, legislation, standards, new technology, duty regulations, etc.
Processes The PDT procedure, which is affected by all the components in the work system.
Outcomes Patient safety and quality of care.
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have identified numerous knowledge elements that are relevant for this
particular case, which are summarised in Tables 5 and A1.

5.2. Assessment of the Knowledge Elements

To fully inform the decision-maker about the uncertainties and
quality of the knowledge element, we proceed by evaluating the asso-
ciated criticality, according to Section 4.2. For the purpose of this ex-
ample, it is sufficient to qualitatively evaluate the three aspects of cri-
ticality. The knowledge that guided the identification is classified using
the crude SoK classification by Flage and Aven [39], as explained in
Section 4.2.1. For the impact evaluations, we follow the criteria listed in
Section 4.2.2, whereas the uncertainty related to the impact is de-
termined according to the qualitative criteria presented in Section
4.2.3. Based on the three aspects, we have made an overall judgment
about each knowledge element's criticality for the risk assessment. If
this had been a real-life project, we would have continued the assess-
ment by identifying risk-reducing measures for the knowledge elements
and evaluated the associated effects on the system (as discussed in
Section 4.3). However, the purpose of this example is to illustrate how
the suggested framework provides additional information, compared to
the case of not taking a systematic and holistic approach to the
knowledge identification. We therefore proceed by comparing the
findings in Tables 5 and A1 with the information provided in Section 2.

5.3. Comparing the Different Knowledge Bases

After we have applied the SEIPS model to identify knowledge ele-
ments, it is reasonable to say that the identified knowledge in Eidesen
et al. [36] was incomplete. By comparing the knowledge elements in
Figure 1 and Tables 5 and A1, it is clear that the systematic and holistic
approach is capable of providing a more complete and informative
knowledge base. More specifically, the systems approach is able to
identify interactions between the single components, identify more
knowledge elements for each single component, and highlight the
quality and uncertainty associated with the identified elements.

It is the ability to take the interactions into consideration that really
makes the framework and SEIPS model attractive in terms of obtaining
a more complete background knowledge. As an example, in Figure 1,
the relevant components (physician, patient, system) are considered in
isolation, such as the physician's level of training and the type of
equipment that is available, but what is important for the real PDT
procedure is whether the physician has training in using the available
equipment (no. 10 in Table 5). The systematic and holistic approach has
identified other apparently critical knowledge elements that should
have been considered in the risk assessment (see Table 5). The physi-
cian's mental and physical conditions, for example, are implicitly as-
sumed to be good in Eidesen et al. [36], implying that any physician
performing a PDT procedure will neither be, nor has been during his
time on-call, subject to fatigue or stress at the time of the procedure, if
the risk assessment results and recommendation can be considered re-
presentative for the real case of interest. These assumptions, however,
can easily be violated, given the characteristics of working in the ICU
(see, [84]). As the SEIPS model assists the analyst in taking a system
perspective, the risk of missing such assumptions is reduced (nos. 8 and
9, Table 5). Other critical interactions, which were ignored by the
somewhat atomistic and arbitrary identification in Eidesen et al. [36],
are listed in Table 5.

Although it is the ability to identify and consider interactions that
really promotes the use of the SEIPS model to map knowledge elements,
the systematic and structured approach of the framework also enables
the risk analyst to identify more knowledge elements related to each
single component than is the case if a non-systematic approach is taken.
For example, the external environment's impact on a system of interest
(no. 5 in Table 5 and nos. 37 and 38 in Table A.1), is easily forgotten
when working with sociotechnical systems [93]. The framework, on the

other hand, will explicitly direct the analyst's focus towards the relevant
system components, demanding that each component is fully under-
stood and described; it reduces the risk of missing critical knowledge
elements.

The assessment of criticality is clearly informative and ensures that
the uncertainties and quality of the background knowledge are properly
understood, reflected and communicated. In such matters, the frame-
work assists the risk analyst in proper treatment of the background
knowledge (e.g., [16]). The SoK, impact and uncertainty evaluations
inform the decision-makers about the quality of what the risk assess-
ment considers and represents, what the outcome expresses and the
knowledge that guided the analyst. Therefore, the framework is also a
means to increase the trustworthiness of the risk assessment. Finally, we
must emphasise that our aim is not to criticise the work of Eidesen et al.
[36] but, rather, to highlight the advantage of and need for a systematic
and holistic approach to identify, structure and evaluate the back-
ground knowledge.

6. DISCUSSION

The fundamental idea of the paper is that, in order to map and
obtain good-quality background knowledge, a systems or holistic ap-
proach, which captures both single components and system interac-
tions, is often needed. Risk assessments will always be more or less
conditional on the available background knowledge (data, information,
assumptions, etc.) and it is important that this knowledge contains all
the relevant elements. Making sure that the background knowledge
contains all the relevant information is a challenging task. The current
practice of identifying background knowledge does not appear to be the
ideal solution, as it is usually a more or less arbitrary approach. The
suggested framework, provides a methodological approach that con-
tributes to this end and can be applied to assist the risk analyst in the
search of relevant knowledge, on which the risk assessment can be
based. This is an important issue as the quality of the background
knowledge influences the risk management. The suggested framework
can be used to assist the risk analysts to increase the quality of the risk
analysis by improving the quality of the background knowledge and
reducing the risk of missing assumptions. By presenting the results to
the decision-makers, the framework can also increase the trustworthi-
ness and understanding of the produced decision support.

We have suggested a framework which can assist the risk analyst.
Firstly, the framework reduces the risk of missing critical knowledge, as
it guides the analyst in the search for knowledge elements which have a
role to play in the background knowledge. However, a reasonable
question that needs further elaboration is why the SEIPS model, and not
one of the many other system models reported in the literature, should
be applied. Secondly, the framework increases the trustworthiness of
the risk assessment, which is achieved by evaluating the SoK, impact
and stochastic uncertainty related to the identified knowledge ele-
ments. The suggested framework, however, does not need to be applied
in this depth of detail. Its application and implementation should be
seen in light of the scope of the risk assessment and the uncertainty,
complexity and ambiguity of the risk-related problem. We therefore
also need to discuss the practical application of the suggested frame-
work.

6.1. Why the SEIPS model?

The SEIPS model is, as stated in the introduction, one of many
candidates with promising features for identifying knowledge elements.
The reader may therefore wonder why the SEIPS model was selected
over the other system models reported in the literature (e.g.,
[18,19,48,51,54,58,59,61,62,69,73,75]). First of all, we are not
claiming that the SEIPS model is the only model which is applicable for
mapping knowledge elements, but it is, to the extent of our knowledge
and understanding, one of the most suitable models for this task with
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respect to certain aspects which we consider essential for obtaining
good-quality background knowledge: (1) the model takes a systems
approach and perspective, (2) the model captures both social and
technological aspects, and (3) the model also captures external factors,
such as economic concerns.

In many contemporary real-life systems, the complexity is high and
increasing, as a result of globalisation, digitalisation and so on [34,55].
The increased complexity gives rise to previously rare and non-existent
forms of risk [49,73], such as unforeseen interactions between the
system components [25,30]. Therefore, most of the traditional ap-
proaches to systems design and safety that were considered adequate in
the past are now seen as less useful [60]. It is, for example, acknowl-
edged that, to capture the complexity of many contemporary systems,
traditional root-cause analysis is unsuitable [31,59]. Consequently, a
model which is based on linear thinking is generally not suitable to map
all the relevant knowledge elements to support a risk assessment, as
such models are likely to miss knowledge elements whenever interac-
tions within a system are present (see, e.g., [87]). The SEIPS model
supports this way of thinking, as it captures the interactions and in-
terdependencies among the system components. This is what we mean
when speaking of taking a systems approach, which is similar to the
understanding of a systems approach within the disciplines of ergo-
nomics and human factors (see, e.g., [34]).

We should emphasise that this does not imply that SEIPS is only
applicable if the system involves non-linear and non-foreseen scenarios
or that other system models that does not see non-linearity as an es-
sential factor of complexity can be used in the framework. Tools such as
Workgroup Occupational Risk Model [69] or Storybuilder [18], are
examples of promising tools for identifying relevant knowledge ele-
ments. However, they are based on a different way thinking compared
to the one in the suggested framework. In the suggested framework, we
are concerned about the background knowledge, which is used as input
data in the other tools when focusing on scenarios and accidents. The
challenge with those models, is that they imply a reliance on having the
input data. The SEIPS model, when applied as described in Section 4,
can contribute to this end by providing relevant knowledge about the
situation. Although the analysts use should use their own and other
experts’ experience, available literature and logic to identify scenarios
[18], we believe that a more systematic approach is needed to reduce
the risk of missing relevant knowledge. In addition, the framework can
complement risk assessments and accident investigations when there is
insufficient data about the situation of interest. For example, Bellamy
et al. [18] states that determining if a centre event in a bow-tie model
occurs implies a reliance on having knowledge about the barriers. It is
this knowledge the suggested framework aims to identify and reveal to
the decision-maker.

Which interactions we are able to identify in a system, however, is
also conditional on which single components we include in the system
model, as the system as an integrated whole is understood as the set of
interactions between the single components [34]. A framework which is
supposed to reduce the risk of missing knowledge needs to take the
relevant single components into account. The number of possible
system components that can be relevant for any risk assessments is
almost infinite, and we need to generalise it to a manageable number.
In the human factors discipline, for example, system components are
commonly divided into humans and their environment, understood as
other humans and so-called human-made artefacts, such as workplaces,
tools, technologies, tasks, products, organisational procedures, and so
on [34,92]. This is similar to the common understanding of socio-
technical systems, which can be defined as the influencing combination

of “humans, machines, environments, work activities and organiza-
tional structures and processes impacting an organization and its per-
formance” [25], in which the system components are related to either
social or technological aspects [68]. Therefore, the system model ap-
plied to identify knowledge elements in the suggested framework
should be capable of considering both social and technological com-
ponents, which the SEIPS model does.

Although it is essential to focus on the individual components and
interactions within a work system, to map the relevant background
knowledge, the external environment (pressure, factors) could also
have a role to play [27,74,93]. If the decision to be supported by a risk
assessment is, say, formulated as a go or no-go decision about a certain
process, it is essential that, for example, the economic (budget) con-
straints are taken into account. Resources spent on one activity might
lead to fewer resources spent on other activities or planned activities
[2]. Then, from a portfolio perspective, assuming that a company is
involved in several projects (activities, systems), the effect of an activity
might be less than intended if economic concerns are not taken into
consideration. This is often forgotten when working with sociotechnical
systems [93], which is why we find it important to explicitly have the
external environment as an element in the system model, in order to
obtain good-quality background knowledge, on which risk can be as-
sessed. In the initial SEIPS model [26], the external environment was
not separated from the physical environment. But, as a result of in-
creased understanding [50], the external environment is now con-
sidered a separate component in the SEIPS model [27], which increases
the likelihood of identifying knowledge elements related to external
aspects, such as scarce resources or new technology, as well as the
potential implications and effects of the external environment on the
work system and its components.

The SEIPS model and the use of configurative models to identify
knowledge elements have some weaknesses which we must acknowl-
edge. As one of the reviewers of an earlier version of the paper high-
lighted, knowledge elements that are not considered critical toady may
become critical in the future. Using configurative models implies that
we are taking snapshots of the system as it is today, which might be
different in the future (see e.g. [87]). The time dimension could be an
addition to the three aspects of criticality that we mentioned in Section
4. One possible method that appears to be useful is the concept of as-
sumption deviation risk (see, e.g., [5]). The three aspects of criticality
(SoK, impact and stochastic uncertainty) provide relevant information
to assess the deviation risk of the knowledge elements. This is poten-
tially a topic for further development and improvement of the sug-
gested framework.

To summarise, any model that is applied to identify relevant
knowledge to support a risk assessment should take a systems approach,
cover single components related to both social and technological as-
pects, and motivate considerations of external factors such as economic
concerns. This does not imply that the SEIPS model is the only option,
although it is clearly an attractive alternative. In addition, the SEIPS
model does not rely on any initial assumptions about the system of
interest before it is applied. It has a given structure with a few generic
components, which can be used directly to assist the risk analyst in
identifying the relevant knowledge elements.

6.2. Using the Framework in Practice

Independent of which system model is used as the search engine of
the framework (e.g. SEIPS or SADT), it is, as presented in Section 4,
somewhat detailed and comprehensive. Consequently, it might not
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always be resource-effective nor in line with the risk assessment context
to apply the full framework (i.e. identification, assessment and treat-
ment of knowledge elements). This does not mean that the framework
has limited applicability, as the fundamental idea of taking a systems
approach to map the background knowledge will always be relevant.
The key is to understand when to perform a crude mapping of knowl-
edge elements versus a full identification and assessment.

In the planning phase of the risk analysis process, we therefore re-
commend considering the scope (e.g., aim and resources) of the risk
assessment and the uncertainty, complexity and ambiguity of the risk-
related phenomena of interest. Then the analyst can decide how de-
tailed and rich in information the background knowledge should be, to
fully support the risk assessment. We have presented the two bound-
aries of the framework's applications in Figure 4. In general, a risk as-
sessment that is characterised by a small scope and low degrees of
uncertainty, complexity and ambiguity is likely to be sufficiently sup-
ported by a crude mapping of the background knowledge, by using, for
example, the first step of the suggested framework (see Section 4.1).
Whenever the scope is large and the uncertainty, complexity and am-
biguity are high, it is reasonable to call for a more detailed approach to
handle the background knowledge.

There are various types of risk problems that require different types
of risk assessment and management strategies, which the suggested
framework acknowledges when being interpreted as a dynamic fra-
mework that ranges from a crude mapping to a more detailed assess-
ment of knowledge elements (Figure 4). For the simpler risk problems,
in which the phenomena of interest are well understood, the con-
sequences are obvious, the uncertainty and ambiguity are low [80], it
would not necessarily be resource-effective to perform a full assessment
of the knowledge elements in terms of SoK, impact, uncertainty and
risk-reducing measures. On the other hand, a risk problem that is, say,
emerging (e.g., [40]) or systemic (e.g., [79]) would require a more
detailed and holistic approach to risk assessment. Then, the value of the
background knowledge is likely to increase with its quality of in-
formation, implying that a more detailed and comprehensive treatment
of its uncertainties and quality can be justified and should be taken, for
example as described in Section 4.

The key, however, is to focus on the interactions and inter-
dependencies among the system components, and their potential ripple-
and spill-over effects on the other components and the risk-related
problem of interest. The framework is therefore an appropriate tool for
obtaining better background knowledge, independent of the risk pro-
blem, but the extent to which it is applied should always be seen in
relation to the risk assessment context.

7. Conclusion

In this paper, we have suggested a framework that takes a systems
approach to identify and assess the background knowledge, on which
risk can be assessed. We conclude that to ensure a good quality back-
ground knowledge a systems approach is required. The framework
serves the purposes of reducing the risk of missing critical knowledge
elements, which might have a role to play in the background knowl-
edge, and increasing the trustworthiness of the risk assessment, its re-
sults and recommendations. In addition, the identification and assess-
ment of knowledge elements highlight the background knowledge that
might require further attention and treatment to obtain the desired
outcome of an activity/system. The core message of the paper, how-
ever, is that, to obtain good-quality background knowledge, it is often
essential to take a systems approach, which captures social and tech-
nical components, interactions and interdependencies and their po-
tential effects on the system of interest and risk assessment. In such
matters, the framework presents a new approach, which explicitly as-
sists the risk analyst in the challenging task of obtaining good-quality
background knowledge. An example was included in the paper, which
builds on a shorter version that was presented at the ESREL 2019
conference in Hannover, Germany [57], to illustrate the framework.
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Table A1

Figure 4. A dynamic interpretation of the suggested framework allows it to be more resource-effective, as its use should be seen in light of the risk assessment
context.
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Abstract

Background: Inadequate non-technical skills (NTSs) among employees in the Norwegian prehospital emergency
medical services (EMSs) are a risk for patient and operational safety. Simulation-based training and assessment is
promising with respect to improving NTSs. The frequency of simulation-based training in and assessment of NTSs
among crewmembers in the Norwegian helicopter emergency medical service (HEMS) has gained increased attention
over recent years, whereas there has been much less focus on the Norwegian ground emergency medical service
(GEMS). The aim of the study was to compare and document the frequencies of simulation-based training in and
assessment of seven NTSs between the Norwegian HEMS and GEMS, conditional on workplace and occupation.

Method: A comparative study of the results from cross-sectional questionnaires responded to by employees in the
Norwegian prehospital EMSs in 2016 regarding training in and assessment of NTSs during 2015, with a focus on the
Norwegian GEMS and HEMS. Professional groups of interest are: pilots, HEMS crew members (HCMs), physicians,
paramedics, emergency medical technicians (EMTs), EMT apprentices, nurses and nurses with an EMT licence.

Results: The frequency of simulation-based training in and assessment of seven generic NTSs was statistically
significantly greater for HEMS than for GEMS during 2015. Compared with pilots and HCMs, other health care providers
in GEMS and HEMS undergo statistically significantly less frequent simulation-based training in and assessment of NTSs.
Physicians working in the HEMS appear to be undergoing training and assessment more frequently than the rest of
the health trust employees. The study indicates a tendency for lesser focus on the assessment of NTSs compared to
simulation-based training.

Conclusion: HEMS has become superior to GEMS, in terms of frequency of training in and assessment of NTSs. The
low frequency of training in and assessment of NTSs in GEMS suggests that there is a great potential to learn from
HEMS and to strengthen the focus on NTSs. Increased frequency of assessment of NTSs in both HEMS and GEMS is
called for.
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Background
The Norwegian prehospital emergency medical service
(EMS) is an integrated part of the Norwegian pre-
paredness system [1], dedicated to providing immedi-
ate medical attention and delivery of care outside the
hospitals to the Norwegian population in the case of
emergency, acute illness or critical injury [2, 3]. The
helicopter emergency medical service (HEMS) and
ground emergency medical service (GEMS), i.e. ambu-
lance cars and boats, constitutes the major part of
the Norwegian EMS. In Norway, commercial flight
operators run the HEMS operations on behalf of the
regional health trusts, whereas the regional health
trusts are responsible for the EMSs in their local re-
gion. Objectives and tasks within HEMS and GEMS
are similar. However, team composition, education,
medical care and treatment processes (e.g. a greater
number of advanced medical interventions in HEMS
[4, 5]), as well as the physical environments, differ
substantially.
In both prehospital EMSs, educated, knowledgeable

and skilled personnel are required to appraise the situ-
ation and adopt the appropriate approach in a vast di-
versity of encountered circumstances [6, 7]. Intense time
pressure, complex problems, uncertainties, high stakes,
in addition to a number of individual challenging and
interactive tasks of medical, technical and multidisciplin-
ary character, are, among others, common denominators
for EMS personnel [8]. The complexity of the prehospi-
tal EMS makes the operating environment prone to hu-
man error [6, 9, 10].
Human factors pertain to nearly all aspects of the

EMSs [11]; thus, preventing human error is paramount
[7, 12]. Poor clinical judgments by EMS personnel can
reduce patient safety [13]. Efficient situation awareness
is critical in the EMS domain, as routine behaviours are
interspersed with adverse events that may require a
higher level of attention [14]. Multidisciplinary crews re-
quire good teamwork to ensure the safety of operations
and patients [10, 15, 16]. The fact that factors beyond
technical skills and knowledge can cause accidents has
promoted the transfer of safety management strategies
developed for the aviation industry, such as crew re-
source management (CRM) [17, 18], into the medical
domain [19, 20].
Specific interventions, e.g. CRM such as simulation-based

training, can reduce the risk of human error by enhancing
non-technical skills (NTSs) [18, 19, 21–23], ensuring safe
and effective task performance [24]. NTSs comple-
ment technical “know-how” types of skills [6] and are
commonly referred to as “social, cognitive and per-
sonal resource skills” [25]. Seven generic categories of
NTSs are often mentioned in relation to safety [25]:
decision-making, leadership, communication, situation

awareness, teamwork, managing stress, and coping
with fatigue.
Simulation-based training in NTSs is a central CRM

intervention, recommended to improve the safety cul-
ture in prehospital domains [10], where professionals
from different backgrounds practise on non-routine be-
haviours and tasks in safe environments [11]. The re-
search on NTSs and simulations in a prehospital setting
is sparse [13]. However, experience from other domains
is promising [26, 27]. Simulations performed by emer-
gency medicine residents improved leadership, commu-
nication, teamwork and situation awareness [28].
Assessment of a simulation increases learning, thus
potentially preventing the repetition of incorrect
behaviour [29–31].
Despite the benefits documented in the literature, the

effect of CRM on an organization’s outcome (i.e. safety)
has not been ascertained [27]. The optimum frequency
of CRM interventions is also uncertain, but emerging
evidence seems to support high frequency retraining
[32]. The opportunity cost of CRM interventions is
great, as they are resource-absorbing [33], limited by
budget constraints and time to practise. Mapping the
frequency of training in and assessment of NTSs is a
means to identify the need for such interventions, the
development of skills and the resource-effectiveness.
To the extent of our knowledge, the level of training

in and assessment of NTSs in the Norwegian GEMS has
not been reported in the literature. The level of
simulation-based training in and assessment of NTSs in
the Norwegian HEMS during 2011 has been docu-
mented in the literature [34]. The results indicated a sig-
nificant difference in the frequency of training in and
assessment of NTSs between employees working for the
flight operator and those in the health trust.
The aim of this study was to document and compare

the frequency of training in and assessment of a generic
set of basic NTSs within the Norwegian HEMS and
GEMS. We hypothesized that the health trust em-
ployees, compared to the flight operator employees,
lacked simulation-based training in, and assessment of,
NTSs. We also hypothesized that physicians working in
the HEMS underwent training and assessment more fre-
quently than the other health trust employees. Finally,
we asserted that the difference in frequency of training
in and assessment of NTSs between the HEMS and the
GEMS has increased in recent years.

Methods
Setting
The Norwegian GEMS is considered the backbone of
the Norwegian EMS [35]. The most common staffing in
the Norwegian GEMS is either one paramedic and one
emergency medical technician (EMT) or two EMTs [36],
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at least one of whom is an authorized EMT [3].
Norwegian EMTs (“Ambulansepersonell”) undergo two
years of vocational high school, followed by two years of
practical on-the-job training, working as an EMT ap-
prentice, to become authorized. The primary responsi-
bilities of the EMT are transportation, primary survey,
initiating medical care and triage on-scene. A paramedic
needs an EMT licence and a university college degree of
60 to 180 European Credit Transfer and Accumulation
System (ECTS) points [36]. In addition to paramedics
and EMTs, physicians and nurses with or without add-
itional authorization as an EMT or other speciality train-
ing (e.g. anaesthesia) may supplement the Norwegian
GEMS staffing. Professional GEMS groups, employed by
the Norwegian health trusts, of interest in the present
study are paramedics, EMTs, EMT apprentices, nurses
with authorizations as an EMT (referred to as EMT
nurses within this paper) and nurses without an EMT
certificate (referred to as nurses).
In Norway, the physician-manned HEMS supports the

GEMS in emergency missions for patient care and re-
trieval, in addition to inter-hospital transportation of pa-
tients [34], especially when the time dimension is
critical. A HEMS crew consists of three members, each
of whom belongs to a different profession. The helicop-
ter pilot acts as mission leader, primarily focusing on
navigation and flight safety. The HEMS crewmember
(HCM) performs rescue operations and has a supporting
role in respect of the pilot and physician in different
phases of the mission. The physician, who is a certified
or in-training anaesthesiologist, is responsible for patient
care and medical treatment, both on-scene and during
transportation. The Norwegian commercial flight oper-
ator employs the pilots and HCMs, whereas the physi-
cians are employed by the local health trusts.

Questionnaire
The basis of this study was a Norwegian Hospital Survey
on Patient Safety Culture (HSOPSC) conducted in 2016,
which included data regarding the self-reported fre-
quency of training in and assessment of NTSs during
2015 among EMS professions. The primary focus of the
present paper originates from two question categories
addressing the extent of simulation-based training in,
and assessment of, seven generic NTSs during 2015.
The questions were: “How many times during 2015 did
you participate in multi-professional prehospital
simulation-based training in the following skill?” and
“How many times during 2015 were the following of your
prehospital skills systematically observed and
evaluated?”. In this text, the formative debriefing of sys-
tematic observation and evaluation of NTSs is referred
to as the assessment of NTSs. The skills referred to are
the following NTSs: decision-making, leadership,

communication, situation awareness, teamwork, man-
aging stress, and coping with fatigue. Each question item
was answered across a four-point Likert scale (0, 1–2,
3–5, > 5).

Data collection
Data were collected between October and December
2016. The survey was distributed by e-mail, with a link
to a web-based questionnaire (SurveyXact), to all pre-
hospital personnel in the Norwegian HEMS and GEMS.
Non-responders received up to five reminders before
they were excluded from the study. Employees in the
Norwegian Search and Rescue (SAR) services and med-
ical airplanes were not invited, thus leading to an exclusion
if such occupations were found among the respondents.
Questionnaires returned with unknown profession or occu-
pation were also excluded by listwise removal.

Statistical analysis
To assess possible differences we dichotomized the
question items into “some training/assessment” and “no
training/assessment”. Similarities, or dissimilarities, be-
tween professions or EMSs of interest are visually pre-
sented in bar charts as proportions of individuals (in %)
within the respective group.
To support the visual comparison of professional

groups, the dichotomized items were used in several
two-sided Fisher’s exact tests. Results are presented as
numbers (ratios) and p-values, where a p-value less than
0.05 is considered as statistically significant throughout
the paper.
Calculated odds ratios (ORs) present the differences

within all six professions working in the health trust,
with physicians as the reference group. The results are
presented as ORs with associated p-values. We used the
dichotomized items as dependent variables in a series of
logistic regressions, with the professional groups as ex-
planatory variables, to obtain the p-values.
We used the freeware R 3.4.2 for calculations and

visualizations of all the results presented in the
present paper.

Ethics, consent and participants
This study was conducted on the approval obtained
from the Norwegian Social Science Data Services (NSD;
project number 45723). The Regional Committee for
Medical and Health Research West-Norway (REK West)
evaluated this project as “not mandatory to submit” (Ref.
number 2015/2249). All the participants received infor-
mation about the purpose of the study, and written con-
sent to participate was given at the start of the study,
stating that no participants could be identified in pub-
lished material. The digital questionnaires were treated
in confidence.
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Results
The participant flow of respondents who qualified for
the statistical analysis is illustrated in Fig. 1. Of the 5124
people invited to participate in the survey, all somehow
engaged in the Norwegian EMSs, 4910 and 214 worked
for the GEMS and HEMS, respectively. Responders
accepting the survey numbered 1384 (response rate of
27.0%). We excluded 36 respondents, as they did not
work in an EMS of interest (e.g. employees in SAR ser-
vices). Among the respondents of interest, 241 respon-
dents were excluded, due to unknown professions,
irrelevant professions (e.g. ambulance assistant), and in-
sufficient answers (less than 50%). Of the 1107 re-
sponders qualified for statistical analysis, 998 (response
rate of 20.3%) worked for the GEMS and 109 (50.9%) for
the HEMS. The professional groups of interest are pre-
sented in the two lower boxes in Fig. 1.
Visual inspection of the frequency of simulation-based

training and assessment in the HEMS and GEMS (Fig. 2)
indicates that the HEMS personnel are generally ex-
posed to training and assessment of NTSs more fre-
quently than the GEMS personnel. These apparent
differences between the two EMSs are all statistically sig-
nificant, supported by two-sided Fisher’s exact tests
(Table 1). In other words, there is a statistically signifi-
cant association between the amount of training and as-
sessment and the two EMSs. In general, teamwork and
coping with fatigue have the highest and lowest frequen-
cies of training and assessment, respectively.
The frequency of training in and assessment of the

seven NTSs among employees of the flight operator (pi-
lots and HCMs) is statistically significantly greater than
for employees of the health trust (Fig. 3 and Table 2).

Compared with the other employees of the health trust
(paramedics, EMTs, EMT apprentices, EMT nurses and
nurses), physicians appear to undergo training and as-
sessment more frequently. Except for simulation-based
training compared with EMT apprentices, these apparent
differences are not statistically significant (Table 3).
For all the groups and EMSs included in the study,

there is a clear tendency for a lower frequency of assess-
ment across all seven generic NTSs, in comparison with
the frequency of training (Figs. 2–3 and Tables 1-2).
The frequency of simulation-based training in and as-

sessment of NTSs observed in the HEMS during 2011
[34] is statistically insignificantly different from the fre-
quency observed in the GEMS during 2015 (Fig. 4 and
Table 4), except for communication and coping with fa-
tigue. The tendency is that GEMS underwent both train-
ing and assessment more frequently during 2015 than
HEMS did in 2011.

Discussion
The assumption that training and assessment increases
NTSs is reasonable based on documented experience
[28, 29, 37, 38] and relevant literature [6, 11, 24, 25, 30].
However, direct evidence of improved outcomes or re-
duced amount of errors as results of training in and as-
sessment of NTSs is sparse in the prehospital domain.
The results of this study must be evaluated in respect to
the lack of such evidence. The results are also hampered
by the low response rate, which makes it ambitious to
make strong conclusions. Nevertheless, the tendencies of
frequently more training in and assessment of NTSs in
HEMS than for GEMS, and that simulation-based

Fig. 1 Population map of the participants (number of respondents) in the survey and eligible population used for statistical analysis

Langdalen et al. BMC Health Services Research  (2018) 18:509 Page 4 of 11



training appears to be more frequent than assessment
for both the EMSs, are unambiguous.

Comparison of HEMS and GEMS
The physical environment and task-related differences be-
tween HEMS and GEMS may demand different levels of
training in NTSs. However, the fact that both prehospital
services perform safety-critical operations with a low tol-
erance of error implies a need for training [11]. One ap-
pealing reason for the observed variation in training is the
safety culture. NTSs and CRM have been essential

features in preventing errors in the aviation industry for a
long time [11]. The acknowledgement of human limita-
tions has promoted the need to invest resources in train-
ing in NTSs [39]. There is a lack of such strong traditions
in GEMS [6], when compared with HEMS, and this may
be an explanation of the observed results. Some of the
aviation-related tasks performed in HEMS are claimed to
be more procedure-based, thus simplifying the simulations
and assessments [34]. Training on the base may also be
easier to conduct for HEMS than for GEMS, due to the
dynamics of the working environment [34].

Fig. 2 Simulation-based training and assessment (dashed filling) of the seven generic NTSs within the GEMS and HEMS in 2015. All answers from
each of the EMSs are dichotomized into no training/assessment or some training/assessment. Proportions of individuals are the relative
frequencies (in %) within each EMS

Table 1 Numbers (frequencies) of GEMS and HEMS employees undertaking some training in and assessment of the seven NTSs
during 2015; Fisher’s exact test proving statistically significant differences

Question category NTS category GEMS (n = 998) HEMS (n = 109) p-value

Decision-making 624 (62.5%) 90 (82.6%) < 0,001

Simulation-based training of NTSs Leadership 599 (60.0%) 80 (73.4%) 0,007

Communication 693 (69.4%) 88 (80.7%) 0,015

Situation awareness 652 (65.6%) 87 (79.8%) 0,003

Teamwork 739 (74.0%) 93 (85.3%) 0,010

Managing stress 457 (45.8%) 77 (70.6%) < 0,001

Coping with fatigue 226 (22.6%) 48 (44.0%) < 0,001

Assessment of NTSs Decision-making 529 (53.0%) 78 (71.6%) < 0,001

Leadership 508 (50.9%) 74 (67.9%) < 0,001

Communication 539 (54.0%) 76 (69.7%) 0,002

Situation awareness 521 (52.2%) 74 (67,9%) 0,002

Teamwork 563 (56.4%) 81 (74.3%) < 0,001

Managing stress 398 (39.9%) 66 (60.6%) < 0,001

Coping with fatigue 199 (19.9%) 46 (42.2%) < 0,001
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Lack of assessment
In both HEMS and GEMS, our findings show a ten-
dency of less assessment of NTSs than
simulation-based training. Just as the effect of
simulation-based training should not be underesti-
mated [11], neither should the effect of assessment.
Incorrect behaviour, which is not detected, induces the like-
lihood of errors that could have been prevented [29]. Many
of the tasks executed in the EMS are routines, which need
to be corrected if they are wrong. Frameworks and tools
exist to assess the NTSs in medical teams [37, 40].

However, none are custom-made for the prehospital envir-
onment [6]. Proper training without any feedback from
qualified personnel can limit the value and learning [41]. In
addition to maximize training outcomes, systematic assess-
ment of the NTSs (i.e. debriefing) may detect CRM issues
and improve the simulation-based training [42].

The greater and lesser focus in the Norwegian HEMS and
GEMS
Within both EMSs, the frequency of training in and
assessment of teamwork appears to be greater than

Fig. 3 Simulation-based training and assessment (dashed filling) of the seven generic NTSs for employees of the flight operator and health trust.
All answers from each of the EMSs are dichotomized into no training/assessment or some training/assessment. Proportions of individuals are the
relative frequencies (in %) within each group

Table 2 Numbers (frequencies) of flight operator and health trust employees undertaking some training in and assessment of the
seven NTSs during 2015; Fisher’s exact test proving statistically significant differences

Question category NTS category Flight operator employee (n = 56) Health trust employee (n = 1051) p-value

Decision-making 51 (91.1%) 663 (63.1%) < 0,001

Simulation-based training of NTSs Leadership 45 (80.4%) 634 (60.3%) 0,003

Communication 50 (89.3%) 731 (69.6%) < 0,001

Situation awareness 50 (89.3%) 692 (65.8%) < 0,001

Teamwork 53 (94.6%) 779 (74.1%) < 0,001

Managing stress 49 (87.5%) 485 (46.1%) < 0,001

Coping with fatigue 32 (57.1%) 242 (23.0%) < 0,001

Assessment of NTSs Decision-making 46 (82.1%) 561 (53.4%) < 0,001

Leadership 43 (76.8%) 539 (51.3%) < 0,001

Communication 45 (80.4%) 570 (54.2%) < 0,001

Situation awareness 45 (80.4%) 550 (52.3%) < 0,001

Teamwork 49 (87.5%) 592 (56.6%) < 0,001

Managing stress 46 (82.1%) 418 (39.8%) < 0,001

Coping with fatigue 32 (57.1%) 213 (20.3%) < 0,001
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that of the other NTSs. Strong teamwork is consid-
ered fundamental to patient safety and thus, not sur-
prisingly, a major focus, independent of profession
and EMS [43]. Each member of an EMS team needs
to be aware of his/her own and the other team
members’ roles and tasks, to ensure effective and
safe patient care, as the safety in the EMS domain
relies on mutual understanding among the team
members [25].

Our data indicate that less training in and assessment
of coping with fatigue, compared to the other NTSs, is
present in both HEMS and GEMS, which was also ob-
served in HEMS during 2011 [34]. The previous study
[34], reflected on coping with fatigue as not being an ex-
plicit NTS category per se but rather an influencer af-
fecting the other NTSs. This study supports such an
argument. Fatigue, which is common in the EMS envir-
onment [44], ultimately threatens the other NTSs [45],

Table 3 ORs with p-values, for health trust employees having undergone simulation-based training in and assessment of seven
generic NTSs during 2015, compared with the group of physicians (n = 53); p-values are calculated from logistic regressions

Question
category

NTS
category

EMT
(n = 541)

Nurse EMT (n = 146) Nurse
(n = 37)

Paramedic (n = 250) EMT apprentice (n = 24)

OR p-value OR p-value OR p-value OR p-value OR p-value

Simulation-
based training
of NTSs

Decision-making 0.59 0.107 0.55 0.087 0.75 0.536 0.67 0.242 0.30 0.021

Leadership 0.77 0.397 0.64 0.183 0.44 0.060 1.09 0.782 0.17 0.001

Communication 0.88 0.699 0.76 0.430 1.43 0.476 1.06 0.870 0.40 0.068

Situation awareness 0.88 0.688 0.74 0.376 0.90 0.821 0.82 0.556 0.37 0.048

Teamwork 0.94 0.853 0.89 0.757 1.18 0.749 0.99 0.978 0.38 0.065

Managing stress 0.76 0.344 0.74 0.342 1.05 0.909 0.74 0.313 0.54 0.215

Coping w/fatigue 0.80 0.478 0.62 0.191 0.54 0.231 0.54 0.066 0.21 0.050

Assessment
of NTSs

Decision-making 0.73 0.285 0.73 0.339 0.77 0.550 0.80 0.458 0.47 0.130

Leadership 0.72 0.255 0.69 0.253 0.60 0.242 0.89 0.700 0.36 0.044

Communication 0.86 0.616 0.77 0.421 0.75 0.503 0.85 0.587 0.60 0.303

Situation awareness 0.92 0.777 0.87 0.676 0.87 0.753 0.93 0.799 0.59 0.291

Teamwork 0.88 0.666 0.87 0.656 0.69 0.396 0.82 0.524 0.66 0.395

Managing stress 1.13 0.648 1.09 0.799 1.40 0.437 0.99 0.985 0.99 0.984

Coping w/fatigue 0.85 0.632 0.63 0.224 0.65 0.410 0.42 0.018 0.73 0.600

Fig. 4 Simulation-based training and assessment (dashed filling) of the seven generic NTSs within the GEMS 2015 and HEMS in 2011. All answers
from each of the EMSs are dichotomized into no training/assessment or some training/assessment. Proportions of individuals are the relative
frequencies (in %) within each EMS
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such as teamwork [40]. Therefore, the post-assessment
of simulations that comprise fatigue is important, to ex-
ploit the full potential of the simulations.

Comparison of the health trust and flight operator
Compared with flight operator employees, i.e. pilots
and HCMs, our data indicate that personnel in the
health trust undergo training and assessment signifi-
cantly less frequently. A possible explanation is the
difference in safety culture, as already mentioned.
However, a strong safety culture is not a persistent
quality that a group achieves automatically. It is a
result of focus, resources and commitment over
time. In the Norwegian HEMS, significant amounts of re-
sources have been allocated in recent years to enhance
training and NTSs [46]. Daily clinical duties in the health
trust appear to be less suitable for simulation-based training
[34], as it will be too time-consuming and costly, hamper-
ing the amount of CRM interventions. However, in situ
simulation-based training during on-call hours in the Nor-
wegian HEMS has proven to be feasible [47]. Future re-
search may address the possibility for the health trust to
learn from HEMS and adopt similar interventions in their
daily duties.

Professional requirements
The greater frequency of training in and assessment
of NTSs observed among flight operator employees,
compared to health trust employees, is no surprise.
This tendency was also identified in the study from
2011 [34]. Major disincentives of performing
simulation-based training are associated with
time-consumption, interruption of daily duties and

increased overall expenses [48]. Standards that spe-
cify requirements of training may inhibit these nat-
ural disincentives, and promote participation in
training among the EMS personnel.
In the Norwegian HEMS, standards related to the

competency of each profession (i.e. pilot, HCM [49], an-
aesthesiologist [50]) are established. Within these stan-
dards, regular interdisciplinary training is emphasised to
achieve high quality health care [49]. The standards are
perceived as guiding norms [2], that intend to ensure ad-
equate skills among the personnel in the Norwegian
HEMS. In the Norwegian GEMS, basic requirements re-
lated to education and skills of each profession are also
established [2], but without any further specifications on
training, frequency of training, and development of the
necessary prehospital skills of GEMS personnel. We call
for more research related to establishing such standards
in GEMS, which can be motivated by the ones in
HEMS.

Comparison of health trust employees
Among the health trust employees, physicians appear to
undergo the greatest amount of training in and assess-
ment of NTSs. The intuitive explanation is the close re-
lationship these physicians have to the aviation safety
culture through their experience from HEMS. Although
the anaesthesiologists are not obligated to participate in
the training conducted in HEMS, which is mandatory
for the pilots and HCMs, it is strongly recommended.
Opportunities to participate in training and being a
member of a culture with a focus on NTSs may have in-
duced an awareness of training and assessment among
the physicians.

Table 4 Numbers (frequencies) of GEMS employees during 2015 and HEMS employees during 2011 [34] undertaking some training
in and assessment of the seven NTSs; Fisher’s exact test proving statistically significant differences

Question category NTS category GEMS 2015
(n = 998)

HEMS 2011
(n = 155)

p-value

Decision-making 624 (62.5%) 87/149 (58.4%) 0,366

Simulation-based training of NTSs Leadership 599 (60.0%) 84/150 (56.0%) 0,373

Communication 693 (69.4%) 90/150 (60.0%) 0,024

Situation awareness 655 (65.6%) 86/159 (57.3%) 0,054

Teamwork 739 (74.0%) 99/149 (66.4%) 0,060

Managing stress 457 (45.8%) 80/151 (53.0%) 0,793

Coping with fatigue 226 (22.6%) 50/146 (34.2%) 0,004

Assessment of NTSs Decision-making 529 (53.0%) 76/149 (51.0%) 0,661

Leadership 508 (50.9%) 71/149 (47.7%) 0,483

Communication 539 (54.0%) 69/148 (46.6%) 0,095

Situation awareness 521 (52.2%) 69/148 (46.6%) 0,218

Teamwork 563 (56.4%) 79/149 (53.0%) 0,479

Managing stress 398 (39.9%) 64/149 (43.0%) 0,475

Coping with fatigue 199 (19.9%) 44/146 (30.1%) 0,007
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Equal backgrounds and similarities in responsibility may
hamper the development and learning within the team.
Diversity in a team can raise awareness of differences and
has a positive effect on learning [51, 52]. For GEMS, it can
be beneficial to establish a closer relationship with HEMS,
with respect to training, in order to promote awareness of
their own capabilities and NTSs.
There is an ongoing debate in the Norwegian prehos-

pital domain regarding EMT apprentices conducting
on-the-job practice (following the first draft of the Nor-
wegian prehospital emergency medicine regulation [3]),
as they are still pursuing their licence. If NTSs are con-
sidered to be one of the vaguely stated “required qual-
ities” in the Norwegian prehospital emergency medicine
regulation for EMS personnel [3], we may question
whether EMT apprentices are eligible to participate in
emergency missions. The frequency of training in and
assessment of NTSs for EMT apprentices indicates a
substantial lack of focus on NTSs and CRM interven-
tions in their education. Our data imply a potential for
improvement of simulation-based training in and assess-
ment of NTSs among the EMT apprentices, which the
educational programmes in Norway need to be aware of.

An opportunity for GEMS
There has been an increasing focus on the importance of
NTSs and simulations to ensure safety within the Norwe-
gian HEMS over recent years. Specific initiatives have
been launched to increase the frequency of training in and
assessment of NTSs. In 2011, the Norwegian air ambu-
lance foundation established Camp Torpomoen [53],
which is an intensive training programme, in which pilots,
HCMs and anaesthesiologists practise together on rare
and challenging tasks in safe environments. Another
NTS-related initiative in HEMS is the Fatigue Risk Man-
agement Programme, initiated in 2013, with the purpose
of documenting the physical impact of the working envir-
onment and sleep deprivation.
Interestingly, our data imply that the frequency of

simulation-based training and assessment observed in
HEMS during 2011 [34] is statistically insignificantly dif-
ferent from the frequency observed in GEMS during
2015 (Fig. 4 and Table 4), except for the cases of com-
munication and coping with fatigue. The tendency is
that GEMS underwent both training and assessment
more frequently during 2015 than HEMS did in 2011.
Before the great NTSs-offensive in the Norwegian
HEMS, the data indicate that there was no particular as-
sociation between working in either HEMS or GEMS
and the frequency of simulation-based training in and
assessment of NTSs. Based on this study, there are now
reasons to think otherwise. The potential for learning
across the EMSs appears to be present, and it may be a
great opportunity for GEMS to gain experience from

HEMS. However, the practice applied in HEMS should
be adjusted to better fit the GEMS environment, as sim-
ulations need to be specifically designed to incorporate
significant differences across the two domains [6, 20].

Limitations and strengths of the study
The response rate among HEMS employees was sub-
stantially lower than for the previous study in 2011. This
calls into question the representativeness of the 2015
HEMS population. Only one fourth of the GEMS popu-
lation was included in this study. It is ambitious not to
consider non-respondents bias having an impact on the
results. However, the observed trends are consistent and
unambiguous.
The number of respondents who answered “Other” about

their profession, due to having achieved/executing more
than one, was significant (n = 63). Respondents with
“Other” as a profession were categorized manually based
on specifications in a free text answer. We had also omitted
“EMT apprentice” in the predefined professions in the
questionnaire. 24 respondents wrote “EMT apprentice”
(“Ambulanselærling”) in a free text field, which we manu-
ally categorized as a unique group.
Comparing professions in HEMS and GEMS involves

a challenge in sample sizes. It is reasonable to believe
that the smaller sub-populations, e.g. pilots, have af-
fected the significance of some results. On the other
hand, non-parametric statistical tests, such as the Fish-
er’s exact test and odds ratio, are resilient to different
sample size, strengthening our results.
Dichotomizing the question items into no training/

assessment and some training/assessment, reduced
the possibility of over- or underreporting, due to re-
spondents not remembering how many times they
actually underwent training or assessment.
The questionnaire was tested on a group of seven pre-

hospital healthcare workers to ensure correct termin-
ology. We assumed that all the respondents understood
the questions, as no additional explanations and defini-
tions were provided. HEMS employees are more familiar
with CRM training and may have better understood
what the questions were referring to. The possibility that
respondents did not report truthfully is also present.
A weakness of the study, which was not the intention,

is the possibility of making strong conclusions regarding
the quality of NTSs among the EMSs in Norway. Ultim-
ately, it is the quality, and not the frequency of training
and assessment, of the NTSs that the individuals possess
which is important.

Conclusion
The study may help to inform future practice of
simulation-based training and assessment in the Norwe-
gian prehospital EMSs, particularly in GEMS. The
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observed difference in frequency of simulation-based
training in and assessment of NTSs in HEMS, compared
to GEMS, implies a potential for learning across do-
mains. In both EMSs, the frequency of assessment was
significantly lower than for simulation-based training.
Special emphasis on how to increase the frequency of
assessment is called for to increase the benefits of
simulation-based training in NTSs.
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Abstract

Background: Deficient non-technical skills (NTS) among providers of critical care in helicopter emergency medical
services (HEMS) is a threat to patient and operational safety. Skills can be improved through simulation-based
training and assessment. A previous study indicated that physicians underwent less frequent training compared
to pilots and HEMS crew members (HCM) and that all professional groups in Norwegian HEMS received limited
training in how to cope with fatigue. Since then, training initiatives and a fatigue risk management project has
been initiated. Our study aimed to explore if the frequency of simulation-based training and assessment of NTS
in Norwegian HEMS has changed since 2011 following these measures.

Methods: A cross-sectional web-based survey from October through December 2016, of physicians, HCM and
pilots from all civilian Norwegian HEMS-bases reporting the overall extent of simulation-based training and
assessment of NTS.

Results: Of 214 invited, 109 responses were eligible for analysis. The frequency of simulation-based training and
assessment of NTS has increased significantly for all professional groups in Norwegian HEMS, most prominently for
the physicians. For all groups, the frequency of assessment is generally lower than the frequency of training.

Conclusions: Physicians in Norwegian HEMS seem to have adjusted to the NTS training culture of the other crew
member groups. This might be a consequence of improved NTS training programs. The use of behavioural marker
systems systematically in HEMS should be emphasized.

Keywords: Air ambulances, Helicopter, Communication, Leadership, Non-technical skills, Simulation-based training

Introduction
Pre-hospital critical care and transport of critically ill or
injured patients involve a significant risk of adverse
events [1]. Studies investigating the factors contributing
to critical incidents and adverse events in highly
dynamic domains of healthcare, such as emergency
medicine, have shown that teamwork plays an important
role [2]. Team leadership is a critical skill for emergency

medicine physicians directly affecting team performance
and the quality of patient care [3, 4]. Poor communica-
tion has been found to be a significant factor in adverse
events in air ambulance transports [5, 6], but overall,
research on the causes of human errors in helicopter
emergency medical services (HEMS) is still sparse [7].
Systematic training and assessment of non-technical

skills (NTS) in HEMS have received little attention in
the past [8, 9]. NTS can be defined as the cognitive and
interpersonal skills needed to deliver safe care [10].
Seven generic categories of NTS have been suggested:
situation awareness, decision-making, communication,
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teamwork, leadership, managing stress and coping with
fatigue [11].
To document the level of simulation-based training

and assessment of non-technical skills in 2011 among
crew members of the Norwegian HEMS, Abrahamsen
and co-workers performed a cross-sectional survey
[8]. The main findings from this study was a lack
of simulation-based training and assessment for all
professional groups in Norwegian HEMS, that physi-
cians underwent significantly less frequent training
and assessment compared to pilots and HEMS Crew
Members (HCM), and that all groups received limited
training in how to cope with fatigue even though they
were on call for extended hours. Since then, the Norwe-
gian Air Ambulance Foundation has implemented a crew
training camp concept for the Norwegian HEMS [12],
initiated a research project of in situ simulation training
during on-call hours with the implementation of weekly
simulation training at several HEMS bases in Norway
[13], and conducted a fatigue risk management project in
Norwegian HEMS.
Our study aimed to explore if the frequency of

simulation-based training and assessment of non-
technical skills in Norwegian HEMS has changed following
the training initiatives mentioned above. Our hypothesis is
that the frequency of simulation-based training and
assessment of NTS has increased in all the three pro-
fessional groups.

Methods
Setting
Since the previous survey, one additional HEMS base
has been established in Norway. The 12 HEMS bases all
have helicopters staffed with a pilot, a HEMS crew
member (HCM) and a physician running 24/7 services.
One HEMS base is staffed with an additional flight
nurse, but because the number of nurses is low, full ano-
nymity could not be guaranteed and this professional
group was not included in the previous study. This also
applies to the current survey. All Norwegian HEMS phy-
sicians are certified or soon-to-be certified anaesthesiol-
ogists and employed by the local health enterprise.
HCMs and pilots are employed by one of the two flight
operators, Norsk Luftambulanse AS and Lufttransport
RW AS.

Questionnaire
Eight question categories regarding education and
training in NTS were attached to a patient safety cli-
mate questionnaire (Additional file 1). Except for a
minor adaptation in wording to also fit ground ambu-
lance organization, the questionnaire was identical to
the previous survey [8]. Similarly, our study focused
on the two question categories reporting the overall

extent of simulation-based training (question category
I6) and assessment (question category I7) in the
previous year on a four-point ordinal scale (0, 1–2,
3–5, > 5 times per year) for each of the seven generic
NTS categories. The questionnaire also contained
seven background variables relating to the respon-
dents’ work characteristics; work area, geographic lo-
cation, field of competence, patient contact, work
hours, experience in the prehospital area and seniority
in position.

Data collection
All physicians, HCMs and pilots working in the
civilian Norwegian HEMS were invited to participate
in an anonymous, cross-sectional web-based survey
(SurveyXact™, Rambøll Management Consulting, Oslo,
Norway). A link to the survey was distributed via e-mail
and five reminders were sent non-responders. The survey
was open from October through December 2016.

Statistical analysis
All answers related to simulation-based training and
assessment were dichotomized into “some training/
assessment” and “no training/assessment”. To visualize
the development in training and assessment, ratios of the
percentages from 2015 divided by the corresponding
percentages from 2011, were calculated and are pre-
sented in bar charts across an ordinal scale. A ratio
greater than 1, indicates a positive development in
the frequency of training and assessment. To support
the visuals, a series of two-sided Fisher’s exact test of
the dichotomized items were performed. A p-value
less than 0.05 should imply a rejection of the null
hypothesis, which was no association between the two
groups of interest and level of training and assess-
ment. The freeware R 3.1.3 was used for all calculations
and visualization producing the results presented in
this paper.

Ethical considerations
The study was approved by the Norwegian Centre for
Research Data (Ref. no. 2016/45723) and was exempted
from ethical approval by the Regional Committee for
Medical and Health Research Western Norway (Ref. no.
2015/2249). The participants received information
regarding the purpose of the study and that the
questionnaires were to be treated in confidence, and
their written consent to participate in the study was
given at the start of the survey.

Results
In total, 214 physicians, HCMs and pilots in the
Norwegian civilian HEMS were invited to participate in
the survey. We received 118 responses, yielding a
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response rate of 55.1%. Nine responses were excluded
due to either missing core data, or because respondents
stated search and rescue services (SAR) or fixed wing air
ambulance as their main job, giving 109 responses
eligible for analysis. Of these, 49% (53) were from
physicians, 28% (31) from HCM and 23% (25) from
pilots. In 2011, the corresponding distribution among
the professional groups was 53, 27 and 20%, respectively
(Table 1, Fig. 1).

Overall training and assessment of NTS in Norwegian HEMS
When evaluating the results for all personnel in
Norwegian HEMS as a whole, the frequency of both
simulation-based training and assessment for all NTS
categories have increased from 2011 to 2015. By statis-
tical testing, we found that all changes were significant
except for simulation-based training in “coping with
fatigue” (Table 2).

Training and assessment for each professional group
Physicians were the professional group with most
categories with significant increase in training and
assessment from 2011 to 2015. The frequency of
simulation-based training of decision-making, leader-
ship, communication, situation awareness and managing
stress has increased significantly, and physicians have
been assessed significantly more frequently for all NTS

Table 1 Demographic and professional characteristics of the
study populations in 2011 and 2015

2011 (n = 155) 2015 (n = 109)

% %

Professional group

Physician 53 49

Pilot 20 23

HCM 27 28

Regional health trust

North 14 18

Mid-Norway 22 21

West 26 21

South-East 36 39

Other 3 < 1

Prehospital experience

Less than 1 year 5 4

1 to 5 years 19 20

6 to 10 years 27 24

11 to 15 years 16 17

16 to 20 years 15 25

21 years or more 19 10

Fig. 1 Inclusion flow chart
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except managing stress and coping with fatigue (Table 3,
Fig. 2).

In 2011, pilots reported to be assessed more frequently
than physicians, while no significant difference was found
regarding simulation-based training [8]. The bar plots
indicate a further increase in the frequency of training and
assessments for the pilots, but these changes were not
significant with the exception of training and assessment

of “situation awareness” and “managing stress” (Table 4,
Fig. 2).

HCMs appeared to be the professional group with the
highest frequency of training and assessment in 2011,
although not significantly different from the pilots [8]. We
found a further and significant increase in the frequency
of HCMs of simulation-based training in decision-making,
communication, teamwork and managing stress. No

Table 2 Norwegian HEMS personnel with simulation-based training in and assessment of non-technical skills

Question category NTS category 2015 (n = 109) 2011 (n = 155) P-value

Simulation-based training of NTS 1. Decision-making 90/109 (82.6%) 87/149 (58.4%) < 0.001 *

2. Leadership 29/109 (73.4%) 84/150 (56.0%) 0.004 *

3. Communication 21/109 (80.7%) 90/150 (60.0%) < 0.001 *

4. Situation awareness 22/109 (79.8%) 86/150 (57.3%) < 0.001 *

5. Teamwork 16/109 (85.3%) 99/149 (66.4%) < 0.001 *

6. Managing stress 32/109 (70.6%) 71/151 (47.0%) < 0.001 *

7. Coping with fatigue 61/109 (44.0%) 50/146 (34.2%) 0.120

Assessment of NTS 1. Decision-making 78/109 (71.6%) 76/149 (51.0%) 0.001 *

2. Leadership 74/109 (67.9%) 71/149 (47.7%) 0.001 *

3. Communication 76/109 (69.7%) 69/148 (46.6%) < 0.001 *

4. Situation awareness 74/109 (67.9%) 69/148 (46.6%) < 0.001 *

5. Teamwork 81/109 (74.3%) 79/149 (53.0%) < 0.001 *

6. Managing stress 66/109 (60.6%) 64/149 (43.0%) 0.006 *

7. Coping with fatigue 46/109 (42.2%) 44/146 (30.1%) 0.048 *

Number and proportion (%) of Norwegian HEMS personnel having undergone simulation-based training (question category I6) and assessment (question category I7) of
seven (1–7) generic non-technical skills (NTS) in 2011 and 2015. *P-values less than 0.05 from the two-sided Fisher exact test comparing the proportions in 2011
and 2015

Table 3 Physicians with simulation-based training in and assessment of non-technical skills

Question category NTS category 2015 (n = 53) 2011 (n = 82) P-value

Simulation-based training of NTS 1. Decision-making 39/53 (73.6%) 37/76 (48.7%) 0.006 *

2. Leadership 35/53 (66.0%) 37/78 (47.4%) 0.049 *

3. Communication 38/53 (71.7%) 40/77 (51.9%) 0.029 *

4. Situation awareness 37/53 (69.8%) 37/77 (48.1%) 0.019 *

5. Teamwork 40/53 (75.5%) 44/76 (57.9%) 0.060

6. Managing stress 28/53 (52.8%) 24/78 (30.8%) 0.018 *

7. Coping with fatigue 16/53 (30.2%) 18/78 (23.1%) 0.419

Assessment of NTS 1. Decision-making 32/53 (60.4%) 29/77 (37.7%) 0.013 *

2. Leadership 31/53 (58.5%) 27/77 (35.1%) 0.012 *

3. Communication 31/53 (58.5%) 25/76 (32.9%) 0.007 *

4. Situation awareness 29/53 (54.7%) 24/77 (31.2%) 0.011 *

5. Teamwork 32/53 (60.4%) 30/77 (39.0%) 0.020 *

6. Managing stress 20/53 (37.7%) 21/77 (27.3%) 0.250

7. Coping with fatigue 14/53 (26.4%) 14/77 (18.2%) 0.284

Number and proportion (%) of physicians working in Norwegian helicopter emergency medical services (HEMS) who have undergone simulation-based training
(question category I6) and assessment (question category I7) of seven (1–7) generic non-technical skills (NTS) in 2011 and 2015. *P-values less than 0.05 from the
two-sided Fisher exact test comparing the proportions in 2011 and 2015
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significant changes were noted for assessment of any of
the NTS categories. (Table 5, Fig. 2).

Training and assessment based on employer
The crew members can be separated with respect to
employer. Of the respondents, 49% were employed by
the flight operator (HCMs and pilots) and 51% were
working for the health enterprise (physicians) compared
to 47 and 53%, respectively in the previous survey [8].
In 2011, health enterprise employees experienced

significantly less frequent training and assessment than
flight operator personnel for all NTS categories [8]. In
our study, flight operator employees were reporting a
significant increase in the frequency of both training and
assessment of all NTS except “leadership” and “coping
with fatigue” (Table 6). Even though the physicians were
the group with most categories with significant increase
in training and assessment in the period (Table 3), the
significant differences based on employment status still
exist for all categories except “leadership” (Table 6).

Discussion
Training of non-technical skills
To deliver high quality of care and patient safety, train-
ing in technical skills is important to be competent in

critical care procedures [14]. Non-technical skills are
essential to complement the technical skills in a work
setting such as HEMS. Deficiencies in communication
and teamwork are frequent contributors to adverse events
in health care [15]. There is also increasing awareness
about the positive influence of teamwork on clinical
performance [16, 17] and clinical outcomes [18, 19].
Even though the theoretical basis and the evidence

regarding educational methods to enhance patient
safety using NTS training are still limited [10], both
simulation and classroom-based training has been
found to improve teamwork processes [15]. An interdis-
ciplinary team training program using in-situ simulation
gave a statistically significant and persistent improvement
in perinatal morbidity [20]. Similar results have been
found in surgical outcome after team training of operating
room personnel [19]. Simulation-based team training
seems to be the most prominent mode of training in the
literature [15].
Duration and frequency of training varies, and there is

currently limited, but emerging, evidence that provides
insight into the frequency of retraining needed to main-
tain effective teamwork skills [15]. Significant improve-
ment has been found for critical care providers at 6 and
12months post-training [21], and studies on simulation
based training in neonatal resuscitation seems to favour

(See figure on previous page.)
Fig. 2 The changes in (a) simulation-based training in and (b) assessment of the generic non-technical skills within each professional group from
2011 to 2015. The ratios represent the relative frequencies (%) of 2015 divided by the relative frequencies (%) of 2011 across all four ordinal
categories, with a ratio = 1 (dashed line) indicating no change in relative frequency and a ratio < 1 or > 1 respectively a decrease or an increase in
frequency. Missing bars are due to categories with no data in one or both of the years surveyed, and thus, no computable ratio

Table 4 Pilots with simulation-based training in and assessment of non-technical skills

Question category NTS category 2015 (n = 25) 2011 (n = 31) P-value

Simulation-based training of NTS 1. Decision-making 22/25 (88.0%) 20/31 (64.5%) 0.064

2. Leadership 17/25 (68.0%) 17/31 (54.8%) 0.412

3. Communication 20/25 (80.0%) 19/31 (61.3%) 0.155

4. Situation awareness 22/25 (88.0%) 18/31 (58.1%) 0.018 *

5. Teamwork 22/25 (88.0%) 21/31 (67.7%) 0.112

6. Managing stress 21/25 (84.0%) 18/31 (58.1%) 0.045 *

7. Coping with fatigue 16/25 (64.0%) 11/28 (39.3%) 0.101

Assessment of NTS 1. Decision-making 21/25 (84.0%) 18/30 (60.0%) 0.075

2. Leadership 18/25 (72.0%) 18/30 (60.0%) 0.404

3. Communication 20/25 (80.0%) 18/30 (60.0%) 0.147

4. Situation awareness 21/25 (84.0%) 16/30 (53.3%) 0.022 *

5. Teamwork 22/25 (88.0%) 19/30 (63.3%) 0.061

6. Managing stress 21/25 (84.0%) 17/30 (56.7%) 0.041 *

7. Coping with fatigue 15/25 (60.0%) 11/30 (36.7%) 0.108

Number and proportion (%) of pilots working in Norwegian helicopter emergency medical services (HEMS) who have undergone simulation-based training
(question category I6) and assessment (question category I7) of seven (1–7) generic non-technical skills (NTS) in 2011 and 2015. *P-values less than 0.05 from the
two-sided Fisher exact test comparing the proportions in 2011 and 2015

Rasmussen et al. Scandinavian Journal of Trauma, Resuscitation and Emergency Medicine            (2019) 27:1 Page 6 of 10



low dose, high frequency training [22]. This points in the
direction of at least annual training, similar to common
practice for crew resource management (CRM) train-
ing in aviation.
The content and schedule of training in technical skills

need to be tailored due to variations in mission profiles

and exposure to different procedures [14]. Human errors,
on the other hand, are not limited to inexperienced
clinicians, and NTS training is therefore equally important
to all. So far, a consensus regarding the content of team
training has not been achieved, but the most commonly
targeted teamwork competencies are communication,

Table 5 HEMS crew members (HCM) with simulation-based training in and assessment of non-technical skills

Question category NTS category HCM 2015 (n = 31) HCM 2011 (n = 42) P-value

Simulation-based training of NTS 1. Decision-making 29/31 (93.5%) 30/42 (71.4%) 0.033 *

2. Leadership 28/31 (90.3%) 30/41 (73.2%) 0.080

3. Communication 30/31 (96.8%) 31/42 (73.8%) 0.010 *

4. Situation awareness 28/31 (90.3%) 31/42 (73.8%) 0.131

5. Teamwork 31/31 (100.0%) 34/42 (81.0%) 0.018 *

6. Managing stress 28/31 (90.3%) 19/42 (69.0%) 0.044 *

7. Coping with fatigue 16/31 (51.6%) 21/40 (52.5%) 1.000

Assessment of NTS 1. Decision-making 25/31 (80,6%) 29/42 (69.0%) 0.295

2. Leadership 25/31 (80,6%) 26/42 (61.9%) 0.122

3. Communication 25/31 (80,6%) 26/42 (61.9%) 0.122

4. Situation awareness 24/31 (77,4%) 29/42 (69.0%) 0.596

5. Teamwork 27/31 (87,1%) 30/42 (71.4%) 0.154

6. Managing stress 25/31 (80,6%) 26/42 (61.9%) 0.122

7. Coping with fatigue 17/31 (54,8%) 19/39 (48.7%) 0.638

Number and proportion (%) of HEMS crew members (HCM) working in Norwegian helicopter emergency medical services (HEMS) who have undergone
simulation-based training (question category I6) and assessment (question category I7) of seven (1–7) generic non-technical skills (NTS) in 2011 and 2015.
*P-values less than 0.05 from the two-sided Fisher exact test comparing the proportions in 2011 and 2015

Table 6 Flight operator employees and health enterprise employees with simulation-based training in and assessment of non-
technical skills

Question category NTS category Flight 2015 Flight 2011 P-value Health 2015 P-value

(n = 56) (n = 73) A (n = 53) B

Simulation-based training of NTS 1. Decision-making 51/56 (91.1%) 50/73 (68.5%) 0.002 * 39/53 (73.6%) 0.022 *

2. Leadership 45/56 (80.4%) 47/72 (65.3%) 0.075 35/53 (66.0%) 0.129

3. Communication 50/56 (89.3%) 50/73 (68.5%) 0.006 * 38/53 (71.7%) 0.028 *

4. Situation awareness 50/56 (89.3%) 49/73 (67.1%) 0.003 * 37/53 (69.8%) 0.016 *

5. Teamwork 53/56 (94.6%) 55/73 (75.3%) 0.003 * 40/53 (75.5%) 0.006 *

6. Managing stress 49/56 (87.5%) 47/73 (64.4%) 0.004 * 28/53 (52.8%) < 0.001 *

7. Coping with fatigue 32/56 (57.1%) 32/68 (47.1%) 0.284 16/53 (30.2%) 0.007 *

Assessment of NTS 1. Decision-making 46/56 (82.1%) 47/72 (65.3%) 0.045 * 32/53 (60.4%) 0.019 *

2. Leadership 43/56 (76.8%) 44/72 (61.1%) 0.085 31/53 (58.5%) 0.064

3. Communication 45/56 (80.4%) 44/72 (61.1%) 0.021 * 31/53 (58.5%) 0.021 *

4. Situation awareness 45/56 (80.4%) 45/71 (63.4%) 0.049 * 29/53 (54.7%) 0.007 *

5. Teamwork 49/56 (87.5%) 49/72 (68.1%) 0.012 * 32/53 (60.4%) 0.002 *

6. Managing stress 46/56 (82.1%) 43/72 (59.7%) 0.007 * 20/53 (37.7%) < 0.001 *

7. Coping with fatigue 32/56 (57.1%) 30/69 (43.5%) 0.152 14/53 (26.4%) 0.002 *

Number and proportion (%) of Norwegian HEMS personnel employed by the flight operator and health enterprise who have undergone simulation-based training
(question category I6) and assessment (question category I7) of seven (1–7) generic non-technical skills (NTS).*P-values less than 0.05 from the two-sided Fisher
exact test comparing (A) the proportions of flight operator employees in 2011 and 20 and (B) flight operator employees with health enterprise employees in 2015
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situational awareness and leadership [15]. In addition to
these, decision-making, teamwork, managing stress and
coping with fatigue are often included in non-technical
skills evaluation schemes.

Assessment versus training
Assessment is the process of observing, recording, inter-
preting and evaluating individual performance and
serves different purposes: to audit the level of skills of
individuals or units, but also to evaluate training
programs [11]. A number of non-technical skills rating
frameworks, behavioural marker systems, have been
developed for health-care domains closely related to the
air ambulance setting [23–26], but a tool for assessment
of non-technical skills for HEMS such as the Aero-
NOTS, has just recently been developed and yet not
fully validated [27]. Generally, the frequency of assess-
ment was lower than the frequency of simulation-based
training for all three professional groups in our study.
This result underlines the undone work in using assess-
ment tools systematically in HEMS.

Training in Norwegian HEMS
Norwegian HEMS providers have a contractual
mandatory training program in rescue and flight operative
procedures, including recurrent flight simulator training
for pilots and HCMs. Medical training, simulation-based
or otherwise, depend on local initiative and commitment.
In the study of Abrahamsen, physicians underwent signifi-
cantly less frequent simulation-based training compared
to the other groups [8]. In our study, physicians were the
one group with a significant increase in most NTS cat-
egories, and thus, an important contributor to the overall
increase in the frequency of training in the Norwegian
HEMS. The before-mentioned initiatives with in-situ
simulation [13] and the all crew training camp [12] may
be one explanation to this result. The proportion of physi-
cians training currently seems to be at the level of the
other groups in 2011, but they still train significantly less
than flight operative employees. Thus, a great poten-
tial for simulation-based training still exists among
the HEMS physicians.

Coping with fatigue
The results from the different professional groups were
inconsistent regarding each of the generic NTS, and
with the limitation in response rate and sample size in
our survey, these results should not be over-interpreted.
For coping with fatigue, on the other hand, we did not
find significant increase for any professional group, des-
pite the finding from 2011 where all professional groups
received limited training. This may be seen as a paradox
since the non-technical performance of critical care air
transfer clinicians is impaired when they are fatigued

[28], and fatigue training seems to improve safety and
health outcome for EMS personnel [29]. Fatigue and
stress management are usually included in training pro-
grams, although it has been questioned whether it is ap-
propriate to include these topics in assessment schemes
of NTS. Both can be difficult to detect and rate unless
extreme symptoms are displayed, in which other skills
will be affected [11]. Another influencing factor may be
the lack of a consensus on the definition of fatigue and a
standardized survey instrument to measure fatigue
among EMS worker groups. Only a limited number of
tools used in other settings for assessment of fatigue exist,
and research focused on development and testing of
fatigue survey instruments tailored specifically for
emergency medical services is needed [30]. The on-going
research project in Norwegian HEMS in fatigue risk
management will hopefully contribute to developing
useful tools for fatigue training and assessment.

Limitations
Our study was part of a combined survey of both
ground and air ambulance with more than 5000 invited
participants, and thus, the same follow up with personal
reminders to all invited as the survey of Abrahamsen
[8], was not feasible. Our response rate is therefore
noticeably lower, but the distribution in professional
groups, prehospital experience and geographical location
was largely similar (Table 1). We do not know, however,
if personnel who have undergone training were more
likely to respond to our survey or not, which could
result in a non-responder bias and possibly more signifi-
cant changes than otherwise. The results should be inter-
preted according to these limitations with an emphasis on
the major lines and not detailed results.
In both surveys, respondents were asked to report ex-

clusively on the frequency of interdisciplinary prehospi-
tal simulation training. We cannot, nevertheless, exclude
that pilots and HCMs may have reported on mandatory
flight operative training and that this may explain the
better results for these groups in both surveys. We also
cannot exclude that physicians may have reported on
intra-hospital training.
When asked retrospective to specify the number of

training sessions and assessments, some uncertainty
must be expected. We have mainly based our conclu-
sions on the dichotomized data, “no training” or “some
training”, which we have assumed more reliable. Ideally,
a longer period between the two surveys would be pref-
erable. This was not possible as our study was a part of
a larger research project.
Finally, as discussed earlier, in order to fully understand

the effect of simulation training on patient outcome,
further research is needed.
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Conclusion
The frequency of simulation-based training and assess-
ment of NTS has increased significantly in Norwegian
HEMS. Physicians seem to be adjusting to the training
culture of other professional groups in HEMS, but still,
there is a great potential for improving training frequency
and volume among the HEMS physicians. Systematic as-
sessment of NTS, including fatigue management, should
be a future focus area in HEMS.

Additional file

Additional file 1: Questionnaire (English translation). (PDF 180 kb)
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