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Abstract

Numerical simulations are carried out to investigate the flow around a stationary sphere in a pipe. Seven sphere diameters \( d = 0.1D \sim 0.9D \) (\( D \) is the diameter of the pipe) are chosen to investigate the effects of the blockage ratio on the flow characteristics. Three series of simulations are conducted. The first series of simulations is based on a fixed pipe flow Reynolds number \( Re_p = 1250 \) (based on the inlet mean velocity and \( D \)) and the sphere Reynolds number \( Re_s \) (based on the sphere cross-section mean velocity and \( d \)) is varying in the range of \( 249 \leq Re_s \leq 1360 \). The second series of simulations is based on a fixed \( Re_s = 500 \) and \( Re_p \) varying between \( 460 \leq Re_p \leq 678 \). The third series of simulations is based on a fixed \( Re_g = 500 \) (based on the mean velocity of flow through the gap between the sphere and the pipe wall and \( d \)) and \( Re_p \) varying between \( 113 \leq Re_p \leq 773 \). The instantaneous vortical structures are presented to show different flow patterns behind the spheres with different \( d \). For the sphere with the small diameter (\( d \leq 0.5D \)), the vortex shedding in the wake flow behind the sphere is similar to that with the sphere subjected to a uniform flow. However, for the sphere with larger diameter (\( d \geq 0.7D \)), the flow behind the sphere is different from the sphere subjected to a uniform flow. At \( Re_p = 1250 \), the large-scale vortex shedding behind the sphere is suppressed for \( d \geq 0.8D \) and strong small-scale vortical structures are formed behind the sphere. At \( Re_s = 500 \), different behaviors of wake flow are observed with the increasing \( d \). It is found that the vortex shedding is stabilized for \( 0.4D \leq d \leq 0.7D \) due to the confinement of the pipe wall while the wake vortices become chaotic for \( d \geq 0.8D \) due to the interaction between the wake flow and pipe wall boundary layer. The vortex shedding is suppressed for \( d \geq 0.9D \). At \( Re_g = 500 \), the wake flow behind the sphere is stabilized with the increasing \( d \). The combined effects of the blockage ratio and Reynolds number on the flow pattern in the wake region, the hydrodynamic quantities of the sphere and the power spectra of the velocities at different detection points are discussed in detail. Furthermore, in addition to power spectra analysis, sparsity-promoted Dynamic Mode Decomposition (SPDMD) is used to analyze the dominant flow modes in the wake region for different blockage ratios. The dominant flow characters associated with the hairpin vortex shedding, the Kelvin-Helmholtz (KH) instability and the low-frequency modulation of the wake flow can be captured by the DMD modes, and their spatial structures are revealed by the mode shapes.

1. Introduction

A flow past a stationary sphere is one of the most classical problems in fluid mechanics and a simplified example of bluff-bodies immersed in flows with wide industrial applications. There
have been a large number of studies on the subject due to the complex three-dimensional flow characteristics. Experimental and numerical studies have shown that the flow displays different behaviors behind a sphere at different ranges of Reynolds number, which are usually defined based on the sphere diameter and the inflow characteristic velocity as \( Re = U d / \nu \) (\( \nu \) is the kinematic viscosity of the fluid and \( U \) is the velocity of the incoming flow and \( d \) is the sphere diameter). The flow starts to separate from the sphere and a steady, axisymmetric vortex ring appears at \( Re = 20 \). Then when \( Re \) exceeds 130, a long periodic motion is formed behind the vortex ring (Taneda\(^{49}\)). At \( Re = 190 \), the steady wake becomes non-axisymmetric and eventually becomes unstable at \( Re = 270 \). The unsteady vortex then begins to shed from the sphere and generates hairpin-like vortices. Due to the experimental conditions, the Reynolds number at which the onset of the laminar vortex shedding takes place covers a large range of \( Re = 290 \text{~} 400 \) (Sakamoto and Haniu\(^{45, 46}\); Achenbach\(^4\)). The vortex shedding at this \( Re \) range happens in a periodic manner with a single frequency corresponding to a vortex shedding Strouhal number \( St_{VS} \) (defined as \( St_{VS} = f_{VS} d / U \) with \( f_{VS} \) referred to the vortex shedding frequency). According to the previous published studies reported by Achenbach, Mittal and Najjar\(^{12}\), Kim and Durbin\(^{20}\) and Rodriguez et al.\(^{43}\), the typical range of \( St_{VS} \) is \( 0.13 < St_{VS} < 0.2 \). At \( Re < 420 \), the large-scale shedding hairpin-like vortices can remain planar symmetry and their heads are located on one side. It is reported by Gushchin et al.\(^{12}\) that for \( Re > 600 \), there is rotation of the hairpin-like vortices in the wake flow behind a sphere. As \( Re \) further increases, a small-scale, shear-layer Kelvin-Helmholtz (KH) instability occurs on the fringe of the wake region and leads to a secondary mode with a higher frequency denoted as \( St_{KH} \) (Kim and Durbin\(^{20}\); Tomboulides et al.\(^{62}\); Mittal and Najjar\(^{32}\); Lee\(^{26}\)). The onset of KH instability was reported experimentally by Sakamoto and Haniu\(^{45}\) to occur at \( Re \approx 800 \) while according to the direct numerical simulations (DNS) carried out by Mittal and Najjar\(^{32}\), KH instability takes place at \( Re \approx 650 \). The two modes can coexist at a Reynolds number up to \( Re \approx 10^5 \) (Kim and Durbin\(^{20}\); Chomaz et al.\(^4\)). The frequency of the high mode grows with increasing \( Re \) (Sakamoto and Haniu\(^{45}\); Mittal and Najjar\(^{32}\)). Some typical values of \( St_{KH} \) are reported as \( St_{KH} = 0.175 \) at \( Re = 880 \) (Gushchin et al.\(^{12}\)), \( St_{KH} = 0.72 \) at \( Re = 3700 \) (Rodriguez et al.\(^{43}\)) and \( St_{KH} = 1.77 \) at \( Re = 10000 \) (Rodriguez et al.\(^{44}\)). Apart from \( St_{VS} \) and \( St_{KH} \), it has been widely reported that there is an additional low frequency mode with \( St_m \) at \( Re > 250 \). The value of \( St_m \) varies from 0.0178 (Rodriguez et al.\(^{43}\)) to 0.05 (Constantinescu and Squirs\(^{6}\)). As mentioned by Rodriguez et al.\(^{43}\), this low frequency can be related to the shrinkage and enlargement of the recirculation region behind the sphere. Similar phenomena were also observed in the separation bubbles behind a back-face step (Nadge and Govardhan\(^{33}\)) or induced by suction-blowing velocity profiles (Wu et al.\(^{66}\)). The modulation of the separation region can be described as ‘breathing’ or ‘flapping’ of the separated shear layer, which can be also observed in the form of the quasiperiodic lift and drag coefficients of the sphere as shown in Tiwari et al.\(^{61}\).

The vortex street behind a sphere remains laminar up to \( Re \approx 1000 \); and with the further increasing \( Re \), the shear layer instability induces even higher frequency mode with an amplitude 40% larger than that of the primary vortex shedding. The wake region behind a sphere undergoes transition to turbulence at \( Re \approx 3000 \) and becomes fully turbulence at \( Re \approx 6000 \) as reported by Sakamoto and Haniu\(^{45}\). There have been numerous numerical and experimental investigations on a flow past a sphere at these high Reynolds numbers. Direct numerical simulation (DNS) was used by Seidl et al.\(^{49}\) at \( Re = 5000 \) to uncover the physics of vortex shedding in the wake region. Large Eddy Simulation (LES) and Detached Eddy Simulation (DES) have been carried out at \( Re = \)}
3700~2 \times 10^4 \) (Kim and Choi \cite{Kim2011}; Constantinescu and Squires \cite{Constantinescu2006}; Tomboulides and Orzag \cite{Tomboulides1984}) to study the hydrodynamics on the sphere as well as the shedding frequencies. Turbulent quantities have been studied at \( Re = 5 \times 10^4 \) by LES (Schmid and Perić \cite{Schmid2006}). Recently, Rodriguez et al. \cite{Rodriguez2012} carried out detailed DNS to investigate a uniform flow past a sphere at \( Re = 3700 \) and a power spectra analysis of the velocities behind the sphere was conducted.

The above investigations all focused on a flow around a sphere located in an infinitively large domain while more interesting phenomena can be expected when the sphere is located in a pipe. There are many examples in subsea engineering, biomedical engineering and chemical engineering where submerged bodies are placed in a pipe flow, such as ores in lifting pipe in deep sea mining, red blood cells in capillaries and pulverized coal in combustion chamber. These submerged bodies are usually moving in the pipe flow. Their dynamics are determined by the drag force on them and the forces on these bodies are highly influenced by the hydrodynamics interactions with the pipe wall. Therefore, it is significant to investigate the hydrodynamics characteristics of these bodies in the pipe flow. A sphere in the pipe flow can be regarded as the simplest case of these types of flow problems, which can be foundations of understanding the hydrodynamic characteristics of the submerged bodies in pipe flows.

Different from the sphere in an infinitively large domain, the hydrodynamics of the sphere may be subjected to the effect of the pipe wall. The vortex strength and the circulation density on the surface of the sphere with varying blockage ratio (\( BR \) defined as the ratio between the sphere diameter \( d \) and the pipe diameter \( D \)) have been first given theoretically by Smythe \cite{Smythe1944} based on the potential flow theory. The blockage effects of the pipe wall on the drag and lift coefficients on the sphere have been studied in creeping flows at low Reynolds number (Haberman and Sayre \cite{Haberman1969}). Fayon and Happel \cite{Fayon1973} gave a semiempirical formula for the drag on the sphere, which is associated with the effect of the pipe wall and the inertial effects at \( Re < 40 \) with the blockage ratio \( BR = 0.125 \sim 0.3125 \). New correlations of the drag on the sphere under the influence of the pipe wall were determined by Wham et al. \cite{Wham1999} at higher \( Re (Re \sim 100) \) with \( BR = 0.08 \sim 0.7 \). It was also shown that the critical \( Re \) to generate the wake and the length of the wake are also affected by \( BR \). Experiments and numerical simulations at \( Re = 20 \sim 130 \) of Oh and Lee \cite{Oh2012} revealed that the size of the vortex decreases and the drag on the sphere increases with increasing \( BR \). Except for the hydrodynamics, the heat transfer over the sphere has also been extensively studied. The drag and lift coefficients on the sphere placed eccentrically in a pipe and the Nusselt number, which characterizes the heat flux, have been studied by Shahcheraghi and Dwyer \cite{Shahcheraghi1996}. It was shown that a lift force is induced by the off-centered position and its value varies with \( Re \). The blockage effect results in a significant change of the pressure distribution on the sphere. However, due to the limited \( Re \) (i.e. \( Re = 25 \) and 125) under investigations, the influence of the pipe wall on the Nusselt numbers are not observed compared with the sphere placed in an external uniform flow. Krishnan and Kannan \cite{Krishnan2012} extended the study for the cases at \( Re \) up to 500 using numerical simulations. It was found that the separation of the flow around the sphere is delayed due to high \( BR \). The new relationships between the hydrodynamic and thermodynamic quantities (such as drag coefficients, boundary layer separation angle, the averaged Nusselt number) and \( Re \) as well as \( BR \) were proposed in their study. Furthermore, the effects of the eccentrically sphere positions were also investigated by Krishnan and Kannan \cite{Krishnan2014}. It was shown that at low \( Re \), the drag coefficient on the sphere decreases when the sphere was positioned eccentrically with respect to the tube axis while at high \( Re \), the drag coefficient increases with increasing eccentric positions of the sphere towards the pipe wall. The separations of the boundary layer around the
sphere are also affected by the eccentric positions even at a very low Re. Moreover, many studies focused on this configuration with different conditions, such as investigations on viscoelastic fluid past a sphere in a pipe (Zheng et al. \(^{71}\)), and a flow past a series of moving spheres (Yang et al. \(^{69}\), Sheard and Ryan \(^{51}\)) in a pipe. Furthermore, there are several studies considering the wall effects on the wake flow behind bluff bodies when they are placed in an internal flow. Singha and Sinhamahapatra \(^{52}\) carried out two-dimensional simulations of flow past a cylinder between two parallel walls at low Re with different BR. It was found that the separation points move rearward and the wake region behind the cylinder becomes shorter with the increasing BR. The mean drag and vortex shedding frequency become significantly large with high. Three-dimensional DNS study of flow around cylinder in a channel was carried out by Kanaris et al. \(^{19}\) to study the confinement of the wall on the evolution and shape of the two instability modes in the wake flow behind the cylinder. It was found by Mathupriya et al. \(^{30}\) using three-dimensional DNS that the interaction between the wake flow behind a cylinder and the boundary layer on the channel wall induces counter rotating spanwise vortices, which influence the properties of the wake flow.

According to the state of art, even though the effects of the pipe wall on the hydrodynamics and the heat transfer on the sphere have been reported, to the author’s knowledge, most of the previous benchmark studies of this type of flow problems such as Smythe \(^{53}\), Fayon and Happel \(^{8}\), Wham et al. \(^{65}\) and Oh and Lee \(^{37}\) used potential flow theory or investigated low Reynolds number flow at Re < 150. How are the flow structures different from those behind an isolated sphere subjected to external uniform flows with the gradually increasing BR? How are the hydrodynamic quantities of the sphere different from those of an isolated sphere subjected to external uniform flows? How does the pipe wall influence the wake flow behind the sphere? These complicated problems have not been investigated in detail in the mentioned studies. The present study attempts to investigate these problems by provide detailed discussion on hydrodynamic forces on the sphere and the flow structures behind the sphere in a laminar pipe flow. The results of the present study can also be used as a baseline for further investigations of this type of flow problems. In the present study, numerical simulations are carried out to investigate the flow characters behind a sphere located centrally in a laminar pipe flow. Three Reynolds numbers are discussed. The first series of simulations are based on a fixed pipe Reynolds number to investigate the influence of BR on the wake flow structures. The second and third series of simulations are based fixed sphere Reynolds numbers to investigate the influence of BR on the hydrodynamic quantities of the sphere. The outline of the paper is as follows. First, mathematical formulations and numerical methods are described in Section 2. The convergence and the validation studies are also presented. The results and discussions are given in Section 3 and finally the conclusions are made in Section 4.

2. Numerical Set up

2.1. Mathematical formulations and numerical methods

The governing equations of the viscous, incompressible and laminar flow are

\[
\frac{\partial u_i}{\partial x_i} = 0 \tag{1}
\]

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 u_i}{\partial x_i \partial x_j} \tag{2}
\]

where \(x_i \ (i = 1, 2, 3 \text{ for } x, y, z)\) represent the three directions in a Cartesian coordinate system. \(u_i\)
\((i = 1,2,3 \text{ for } u,v,w)\) are the corresponding velocity components and \(p\) is the pressure. \(\rho\) and \(\nu\) are the density and kinematic viscosity, respectively.

The open source Computational Fluid Dynamics code OpenFOAM is employed in the present study to discretize the governing equations using the finite volume method (FVM). The PISO (Pressure Implicit with Splitting of Operators) scheme-based solver, icoFoam is used to carry out the simulations. The spatial discretization of the gradient term, Laplacian term and divergence term in the governing equations are Gauss linear and in second order. The second-order Euler scheme is used for the time integrations.

2.2. Computational overview, convergence studies and validation

2.2.1. Computational overview

The computational domain of the present study is shown in Figure 1. The center of the sphere is located on the axis of the pipe with a distance of \(Lu = 5D\) \((D\) is the diameter of the pipe) from the center of the sphere to the inlet of the pipe and \(Ld = 7.5D\) from the center of the sphere to the outlet. Two examples of a small sphere and a large sphere are also shown in Figure 1. It was shown in Krishnan and Kaman\(^{24}\) that a computational domain with \(Lu = 5D\) and \(Ld = 7.5D\) is sufficient to provide convergent hydrodynamic forces on the sphere. An additional investigation on the influence of computational domain sizes is presented in Appendix A. At the inlet, a parabolic laminar velocity profile \(u(r) = U_{\text{max}}[1 - (r/R)^2] (0 \leq r \leq R)\), \(v = 0\) and \(w = 0\) is prescribed, where \(U_{\text{max}} = 2\text{m/s}\) is the central line velocity of the pipe flow and \(r\) is the distance to the pipe center line and \(R = D/2\) is the radius of the pipe. The pressure is set to be zero normal gradient at the inlet. At the outlet, the velocities are specified as zero normal gradient boundary conditions and the pressure is set to be zero. On the pipe wall surface and the sphere surface, no-slip boundary condition is used for the velocities, \(u = v = w = 0\) and the pressure is set to be zero normal gradient.

Figure 1 Computational domain and an example view of the sphere with \(BR = 0.4\) and \(BR = 0.8\).

The important parameters are non-dimensionalized by the characteristic length and velocity of the pipe flow. As suggested by Krishnan and Kaman\(^{24}\), there are three types of Reynolds number \(Re\) based on three characteristic velocities and two characteristic lengths: (1) the pipe \(Re_p = \bar{U}D/\nu\) based on the pipe flow rate velocity \(\bar{U} = 1\text{m/s}\) and pipe diameter \(D\); (2) the sphere \(Re_s = U_s d/\nu\) based on the inlet cross-section averaged velocity of the sphere \(U_s = Q(r)/(\pi r^2) = 2(1 - 2r^2)\) (where \(Q(r)\) is the flow rate within the cross-section of the sphere calculated by \(Q(r) = 2\pi \int_0^r u(r')r'dr'\)). \(r'\) is the integral variable in the range between 0 and \(r\). \(r = d/2\) is the radius of the sphere) and the sphere diameter \(d\); (3) the sphere \(Re_g = U_g d/\nu\) based on the averaged velocity of the flow through the gap between the sphere and the pipe wall \(U_g = Q(r)/((\pi(R^2 - r^2))\). Therefore, three series of simulations are carried out in the present study and the values of the
three Reynolds numbers for each series are listed in Tables 1 to 3. It is worth mentioning that at the highest pipe Reynolds number of $Re_p = 1250$ of these simulations, the pipe flow remains laminar and the pipe wall can further act as stabilization to suppress turbulence disturbance in the sphere wake region.

Table 1 Cases at a fixed $Re_p = 1250$ and their corresponding $Re_s$ and $Re_g$

<table>
<thead>
<tr>
<th>BR</th>
<th>$Re_s = U_s d/v$</th>
<th>$Re_p = \bar{U} D/v$</th>
<th>$Re_g = U_g d/v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>249</td>
<td>1250</td>
<td>126</td>
</tr>
<tr>
<td>0.2</td>
<td>490</td>
<td>1250</td>
<td>260</td>
</tr>
<tr>
<td>0.4</td>
<td>920</td>
<td>1250</td>
<td>595</td>
</tr>
<tr>
<td>0.5</td>
<td>1094</td>
<td>1250</td>
<td>833</td>
</tr>
<tr>
<td>0.6</td>
<td>1230</td>
<td>1250</td>
<td>1172</td>
</tr>
<tr>
<td>0.7</td>
<td>1321</td>
<td>1250</td>
<td>1715.69</td>
</tr>
<tr>
<td>0.8</td>
<td>1360</td>
<td>1250</td>
<td>2778</td>
</tr>
<tr>
<td>0.9</td>
<td>1338.75</td>
<td>1250</td>
<td>5921</td>
</tr>
</tbody>
</table>

Table 2 Cases at a fixed $Re_s = 500$ and their corresponding $Re_p$ and $Re_g$

<table>
<thead>
<tr>
<th>BR</th>
<th>$Re_s = U_s d/v$</th>
<th>$Re_p = \bar{U} D/v$</th>
<th>$Re_g = U_g d/v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>500</td>
<td>678</td>
<td>323.5</td>
</tr>
<tr>
<td>0.5</td>
<td>500</td>
<td>556</td>
<td>381</td>
</tr>
<tr>
<td>0.6</td>
<td>500</td>
<td>500</td>
<td>476</td>
</tr>
<tr>
<td>0.7</td>
<td>500</td>
<td>476</td>
<td>649</td>
</tr>
<tr>
<td>0.8</td>
<td>500</td>
<td>460</td>
<td>1021</td>
</tr>
<tr>
<td>0.9</td>
<td>500</td>
<td>467</td>
<td>2211</td>
</tr>
</tbody>
</table>

Table 3 Cases at a fixed $Re_g = 500$ and their corresponding $Re_p$ and $Re_s$

<table>
<thead>
<tr>
<th>BR</th>
<th>$Re_s = U_s d/v$</th>
<th>$Re_p = \bar{U} D/v$</th>
<th>$Re_g = U_g d/v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>1050</td>
<td>773</td>
<td>500</td>
</tr>
<tr>
<td>0.5</td>
<td>750</td>
<td>656</td>
<td>500</td>
</tr>
<tr>
<td>0.6</td>
<td>533</td>
<td>525</td>
<td>500</td>
</tr>
<tr>
<td>0.7</td>
<td>364</td>
<td>385</td>
<td>500</td>
</tr>
<tr>
<td>0.8</td>
<td>225</td>
<td>244.8</td>
<td>500</td>
</tr>
<tr>
<td>0.9</td>
<td>105</td>
<td>113</td>
<td>500</td>
</tr>
</tbody>
</table>

2.2.2. Convergence studies and validation studies

First, detailed mesh convergence studies are carried out for all cases in Table 1. As the pipe flow Reynolds number in Table 1 is larger than those in Tables 2 and 3, the grid resolutions which can provide convergent results in Table 1 can be used for the simulations in Tables 2 and 3. A body-fitted, structured mesh is used, and the grids are progressively refined near the sphere surface and pipe wall to resolve the boundary layer. For each $BR$, the number of the grids within the boundary
layer (its thickness is approximated by $\delta \approx 1/\sqrt{Re_s}$ suggested by Johnson and Patel\cite{16}) near the sphere surface varies from 5 to at least 10 for the finest mesh. This boundary layer resolution criterion is close to that was adopted in Lee\cite{26}, Rodríguez et al.\cite{43} and Nagata et al.\cite{34,35}. The meshes are similar to those used in Poon et al.\cite{41}, where a quadrilateral shape arrangement of the hexahedra cells around the centerline are used as shown in Figure 2 in order to avoid a numerical singularity when rotating the mesh in the azimuthal direction. The number of the planes in the azimuthal direction is set to be around 80~100 which is close to the number used in Rodríguez et al.\cite{43}. For large $BR \geq 0.5$, since the hydrodynamic interaction between the wake flow behind the sphere and the pipe wall boundary layer is strong, the grids near the pipe wall are further refined and a posterior test have been conducted to guarantee that the maximum value of $\gamma^+$ (calculated by $\gamma^+ = u'\Delta y/\nu$ where $u'$ is the friction velocity on the pipe wall and $\Delta y$ is the distance to the next point away from the pipe wall) near the pipe wall is around 1.0 even for the largest $BR = 0.9$. The detained results of the grid resolution studies are shown in Appendix A.

Figure 2 Computational grids. (a) YZ view at the inlet; (b) XZ view around the sphere for $BR = 0.2$ and (c) XZ view around the sphere and near the pipe wall for $BR = 0.8$

As stated in Section 2.2.1, the nonuniformity of the incoming flow is strong and the flow past the sphere is different from that is subjected to a uniform flow in the previous published studies. Therefore, additional simulations have also been carried out for a sphere subjected to a uniform flow to validate the present numerical model. For the uniform flow cases, the same grid resolutions of Cases A4 in Table 7 in Appendix A are used and the radial length of the computational domain is extended to $R = 14r$, which is the same as that used in Tiwari et al.\cite{61} and larger than that used in Rodríguez et al.\cite{43}. a uniform flow of $U_{\text{max}} = 2\text{m/s}$ is prescribed at the inlet and a slip wall boundary condition is used at the pipe wall as suggested by Lorite-Díez and Jiménez-González\cite{28}. Table 4 shows the present predicted time-averaged drag and lift coefficients defined as Eqs. 3 and 4 for the uniform flow case. The results are compared with the previous published data and the result obtained using the empirical relationship of Eq. 5 proposed by Subramanian\cite{56} at $Re_s = 250$

$$\bar{C}_d = \frac{2\overline{F}_x}{(\rho U_{\text{max}}^2 A)}$$

$$\bar{C}_l = \frac{2\sqrt{\overline{F}_y^2 + \overline{F}_z^2}}{\rho U_{\text{max}}^2 A}$$

$$C_y = 2\overline{F}_y/\rho U_{\text{max}}^2 A, \quad C_z = 2\overline{F}_z/\rho U_{\text{max}}^2 A$$

$$\bar{C}_d = \frac{24}{Re_s} \left[ 1 + 0.1935 Re_s^{0.6305} \right] \quad (20 \leq Re_s \leq 260)$$

where $F_x, F_y, F_z$ is the time-averaged force on the sphere in the three directions, which are obtained by integrating the pressure and shear stress on the sphere surface and $A = \pi r^2$ is the reference area of the sphere. Furthermore, the streamlines in two cross-section planes at $x/d = 1$ and 7 are
compared with those in Tiwari et al. \textsuperscript{61} at $Re_s = 250$ in Figure 3. At this $Re_s$, the wake flow behind the sphere is planar symmetry. As suggested by Johnson and Patel\textsuperscript{16}, after the onset of the loss of axial symmetry, the orientation of the symmetry plane can be arbitrary. In Figure 3, the vortex positions of the present results are rotated to show a clear comparison with the results in Tiwari et al. \textsuperscript{61}. The present study shows two similar vortical structures behind the sphere to those reported in Tiwari et al. \textsuperscript{61}.

In addition, at a higher $Re_s = 300, 350$ and 400, the wake flow becomes unsteady and periodic large-scale vortex shedding takes place. The values of $\overline{C_d}, \overline{C_l}$ and $St_{Vs}$ obtained by the present simulations for the uniform cases are compared with those reported in the previous studies in Table 5. It is shown that the present predicted value of $\overline{C_d}$ of the present study at these $Re_s$ are close to that obtained using DNS and the empirical relationship given as

$$\log_{10}(\overline{C_d}) = 1.6435 - 1.1242 \log_{10}(Re_s) + 0.1558 \log_{10}(Re_s)^2 \quad (Re_s \geq 260) \quad (6)$$

The differences between the predicted $\overline{C_l}$ and those of previous studies are within 6%. Since the value of $\overline{C_l}$ is small and sensitive, the predicted value can be in reasonable agreement with those reported in the previous studies. The present predicted value of $St_{Vs}$ is also close to those of the previous studies. Figure 4 (a) shows the present predicted time-averaged streamwise velocity along the centerline of the pipe at $Re_s = 300$ compared with the experimental data reported in Wu and Faeth\textsuperscript{67} at $Re_s = 280$ and the numerical results obtained by Tomboulides and Orszag\textsuperscript{62} at $Re_s = 280$, where a satisfactory agreement is achieved. Figures 4 (b)–(d) show the present predicted pressure distributions defined as $\overline{C_p} = 2(p - p_\infty)/(\rho U_\infty^2)$ (where $p_\infty$ is the pressure of the incoming flow at infinity) on the sphere at $Re_s = 250, 300$ and 350 compared with the data in the previous studies carried out by Wu and Faeth\textsuperscript{67}, Le Clair et al.\textsuperscript{25}, Magnaudet et al.\textsuperscript{29} and Bagchi et al.\textsuperscript{2} at the same $Re_s$. Here, $p$ is the pressure at the angle of $\phi^o$ measured clockwise from the stagnation point. The present predicted pressures show similar distributions to the data reported in these studies.

Table 4 Comparisons between the present results for $BR = 0.1$ subjected to a uniform flow and the previous published experimental and numerical data at $Re_s = 250$

<table>
<thead>
<tr>
<th>Case</th>
<th>$Re_s$</th>
<th>$\overline{C_d}$</th>
<th>$\overline{C_l}$</th>
<th>$L_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present/Num.</td>
<td>250</td>
<td>0.707</td>
<td>0.0612</td>
<td>1.787</td>
</tr>
<tr>
<td>Empirical formula (5)</td>
<td>250</td>
<td>0.6997</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Clift et al.\textsuperscript{5}/Exp.</td>
<td>250</td>
<td>0.70</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lee\textsuperscript{26}/Num.</td>
<td>250</td>
<td>-</td>
<td>1.78</td>
<td>1.78</td>
</tr>
<tr>
<td>Lorite-Díez and Jiménez-González\textsuperscript{28}/Num.</td>
<td>250</td>
<td>0.705</td>
<td>0.061</td>
<td>-</td>
</tr>
<tr>
<td>Poon et al.\textsuperscript{41}</td>
<td>250</td>
<td>0.702</td>
<td>0.061</td>
<td>-</td>
</tr>
<tr>
<td>Johnson and Patel\textsuperscript{16}</td>
<td>250</td>
<td>0.70</td>
<td>0.062</td>
<td>-</td>
</tr>
<tr>
<td>Kim and Choi\textsuperscript{21}</td>
<td>250</td>
<td>0.702</td>
<td>0.06</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 5 Comparisons between the present results for \( BR = 0.1 \) subjected to a uniform flow and the previous published experimental and numerical data at \( Re_s = 300, 350 \) and 400

<table>
<thead>
<tr>
<th>Case</th>
<th>( Re_s )</th>
<th>( \bar{C}_{d} )</th>
<th>( \bar{C}_{l} )</th>
<th>( St_{VS} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present/Num.</td>
<td>300</td>
<td>0.661</td>
<td>0.071</td>
<td>0.133</td>
</tr>
<tr>
<td>Empirical formula (6)</td>
<td>300</td>
<td>0.657</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Campregher et al.(^3)/Num.</td>
<td>300</td>
<td>0.675</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tiwari et al.(^61)/Num.</td>
<td>300</td>
<td>-</td>
<td>-</td>
<td>0.134</td>
</tr>
<tr>
<td>Johnson and Patel(^16)/Num.</td>
<td>300</td>
<td>0.656</td>
<td>0.069</td>
<td>0.137</td>
</tr>
<tr>
<td>Tomboulides(^62)/Num.</td>
<td>300</td>
<td>0.671</td>
<td>-</td>
<td>0.136</td>
</tr>
<tr>
<td>Poon et al.(^41)/Num.</td>
<td>300</td>
<td>0.658</td>
<td>0.067</td>
<td>0.134</td>
</tr>
<tr>
<td>Kim et al.(^23)/Num.</td>
<td>300</td>
<td>0.660</td>
<td>0.068</td>
<td>0.134</td>
</tr>
<tr>
<td>Present</td>
<td>350</td>
<td>0.628</td>
<td>0.066</td>
<td>0.135</td>
</tr>
<tr>
<td>Empirical formula</td>
<td>350</td>
<td>0.62</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tiwari et al.(^61)/Num.</td>
<td>350</td>
<td>-</td>
<td>0.062</td>
<td>0.134</td>
</tr>
<tr>
<td>Mittal et al.(^32)/Num.</td>
<td>350</td>
<td>0.62</td>
<td>-</td>
<td>0.138±0.003</td>
</tr>
<tr>
<td>Bagchi et al.(^2)/Num.</td>
<td>350</td>
<td>0.62</td>
<td>-</td>
<td>0.135</td>
</tr>
<tr>
<td>Present</td>
<td>400</td>
<td>0.599</td>
<td>0.0524</td>
<td>0.13</td>
</tr>
<tr>
<td>Empirical formula</td>
<td>400</td>
<td>0.594</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Campregher et al.(^3)/Exp.</td>
<td>400</td>
<td>0.594</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Goldburg and Florsheim(^11)/Exp.</td>
<td>400</td>
<td>-</td>
<td>-</td>
<td>0.127</td>
</tr>
<tr>
<td>Sakamoto and Hanii(^45)/Exp.</td>
<td>400</td>
<td>-</td>
<td>-</td>
<td>0.13-0.145</td>
</tr>
<tr>
<td>Lee(^26)/Num.</td>
<td>400</td>
<td>0.5775</td>
<td>-</td>
<td>0.137</td>
</tr>
<tr>
<td>Kalro and Tezduyar(^18)/Num.</td>
<td>400</td>
<td>0.59</td>
<td>-</td>
<td>0.131</td>
</tr>
<tr>
<td>Kim et al.(^23)/Num. ( Re = 425 )</td>
<td>425</td>
<td>0.589</td>
<td>0.0589</td>
<td>0.144</td>
</tr>
</tbody>
</table>

Figure 3 Time-averaged streamlines on two constant \( x/d \) planes at (a) \( x/d = 1 \) and (b) \( x/d = 7 \) for \( BR = 0.1 \) at \( Re_s = 250 \) for the sphere subjected to a uniform flow of the present study (Left. The blue dashed lines indicate the sphere) compared with those in Tiwari et al.\(^61\) (Right) at the same streamwise locations. The color contours denote the value of the time-averaged streamwise velocity.

Figure 4 (a) The time-averaged streamwise velocity along the centerline of the pipe at \( Re_s = 300 \); the pressure distributions on the sphere at (b) \( Re_s = 250 \); (c) \( Re_s = 300 \); (d) \( Re_s = 350 \) (solid lines: present study; red circles: experimental data in Wu and Faeth\(^67\) at \( Re_s = 280 \); dashed: DNS data in Tomboulides and Orszag\(^62\) at \( Re_s = 200 \); red diamond: Le Clair et al.\(^25\) at \( Re_s = 300 \); blue square: Magnaudet et al.\(^29\) at \( Re_s = 300 \); Dash-dotted: Bagchi et al.\(^2\) at \( Re_s = 350 \)
3. Results and discussion

3.1. Flow visualization

The $Q$ criterion (Hunt et al.\textsuperscript{14}) is used to analyze the vortical structures behind the sphere in the present study. The $Q$ is defined as the difference between the strain and the rotation tensor:

$$Q = -(\|\mathbf{S}\|^2 - \|\mathbf{\Omega}\|^2)/2$$

where $\mathbf{S}$ and $\mathbf{\Omega}$ denote the strain and the rotation tensors, respectively.

Figures 5 and 6 show the instantaneous vortical structures identified by $Q$ for all $BR$ at $Re_p = 1250$ and at $Re_s = 500$. The iso-surfaces of $Q$ are colored by the time-averaged streamwise velocity. In Figure 5, the iso-surface value of $Q = 2$ is used. First, it is obvious that when $BR > 0.2$, due to the blockage effect, there is backflow in front of the sphere where a vortex ring is formed. It can be seen that for $BR = 0.1$, $Re_p = 1250$ and $Re_s = 249$, the wake flow is steady and asymmetry with only two weak streamwise vortices, which is consistent with those reported in Tiwari et al.\textsuperscript{61}. For $BR = 0.2$, the wake flow is unsteady and asymmetric. There is a periodic vortex shedding behind the sphere. The hairpin vortical structure is generated at the initial stage of the vortex shedding and experience dislocation at $3~4d$. The vortex dislocation denotes the small vortices detached from the hairpin vortical structure in Tiwari et al.\textsuperscript{61}, which is also observed in the present study and denoted as ‘VD’ in Figure 5 (b). It was observed in Kim et al.\textsuperscript{23} and Tiwari et al.\textsuperscript{61} that in the wake flow behind a sphere in an infinitely large domain, the downstream hairpin vortices can orient themselves normal to the flow direction as denoted by the arrow in Figure 5 (i). However, in the present study, these normal orienting hairpin vortices are weak and almost disappear with only pairs of two streamwise vortices legs left as seen in Figure 5 (b). This may be due to the mean shear of the incoming flow and the confinement of the pipe wall. For $BR = 0.4$, a similar hairpin vortex is shedding near the sphere and the shear flow between the wake region and the pipe wall induces secondary hairpin vortices as denoted in Figure 5 (c). Furthermore, the disturbances caused by the unsteady wake flow may enter the pipe wall boundary layer and develop into downstream streamwise near-wall vortical ribs (denoted as ‘VR’ in the Figure 5). For $BR = 0.5$ and 0.6, the secondary vortices near the sphere are becoming stronger and begin to form a larger vortex ring around the wake flow. In these two cases at a higher $Re_s$ compared with the cases of $BR \leq 0.4$, two hairpin vortices can be generated simultaneously, which will be further illustrated in the following section. With the increasing $BR$ up to 0.8, an increasing number of fine vortical structures are formed near the pipe wall compared with those behind the sphere with $BR = 0.6$. For $BR = 0.9$, the vortical structures are becoming even finer with an increasing density compared with those for $BR = 0.8$. Close to the sphere, these vortical structures tend to be in the azimuthal direction while in the downstream region, the structures are more in the streamwise directions.

At $Re_s = 500$, in order to clearly demonstrate the effects of $BR$, the nondimensional iso-surface value of $Q^* = Qd/Us = 1$ is used to identify the vortical structures in Figure 6. For $BR = 0.2~0.7$, regular hairpin vortices with a similar shape are shedding from the sphere and further travel downstream together with weak secondary vortical structures above the primary hairpin vortices. There is planar symmetry for the wake flows for $BR = 0.4~0.7$ and this change from
asymmetry for $BR = 0.2$ to planar symmetry may due to the mean shear of the incoming flow as found in Kim et al.\textsuperscript{23}. Furthermore, due to the low value of $Re_p$, the downstream vortical ribs near the pipe wall are weak. For $BR = 0.7$, the shedding hairpin vortices still exist and the vortical ring around the wake is becoming stronger compared with that for $BR = 0.6$. However, for $BR = 0.8$, the flow structures are much different from those with smaller $BR$. The wake flow becomes more chaotic and the hairpin vortices cannot be viewed by this level of iso-surface. The planar symmetry disappears. The vortical structures in the azimuthal direction are more resulted from the interaction with the pipe wall boundary layer. The downstream vortical ribs (denoted as ‘VR’) tilted in the streamwise directions are formed. A further detailed view of the vortical structures behind the sphere is shown with the same view in Figure 7 by using a higher iso-surface value of $Q^* = 10$ and it can be seen clearly that there is still large-scale hairpin vortex shedding. However, for $BR = 0.9$, when using the iso-surface value of $Q^* = 10$, it is shown that the large-scale hairpin vortex shedding becomes suppressed and only finer vortical structures compared with those for $BR = 0.8$ are presented in the wake region.

Figure 5 Instantaneous iso-surfaces of $Q = 2$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ for (a) $BR = 0.1$; (b) $BR = 0.2$; (c) $BR = 0.4$; (d) $BR = 0.5$; (e) $BR = 0.6$; (f) $BR = 0.7$; (g) $BR = 0.8$; (h) $BR = 0.9$; (i) $Re_s = 500$ reprint of Tiwari et al.\textsuperscript{61}

Figure 6 Instantaneous iso-surfaces of $Q^* = 1$ colored by the time-averaged streamwise velocity at $Re_s = 500$ for (a) $BR = 0.2$; (b) $BR = 0.4$; (c) $BR = 0.5$; (d) $BR = 0.6$; (e) $BR = 0.7$; (f) $BR = 0.8$; (g) $BR = 0.9$

Figure 7 Instantaneous iso-surfaces of $Q^* = 10$ colored by the time-averaged streamwise velocity at $Re_s = 500$ for (a) $BR = 0.8$ and (b) $BR = 0.9$

At $Re_s = 500$, in order to clearly demonstrate the effects of $BR$, the nondimensional iso-surface value of $Q^* = Qd/U_s = 1$ is used to identify the vortical structures shown in Figure 8. The stabilization of the large-scale vortex shedding behind the sphere can be observed with the increasing $BR$ from 0.4 to 0.7. The planar symmetry of the wake structures for $BR = 0.6$ and 0.7 is similar to the cases at $Re_s = 500$. For $BR = 0.8$ and 0.9, the vortex shedding behind the sphere is suppressed and the wake flow becomes steady. This may be due to the fact that the kinematic viscosities of the pipe flow are extremely large for the two largest $BR$s to keep the fixed $Re_s$ as seen in Table 3. Therefore, the entire wake flow is stabilized.
Figure 8 Instantaneous iso-surfaces of $Q^* = 1$ colored by the time-averaged streamwise velocity at $Re_g = 500$ for (a) $BR = 0.4$; (b) $BR = 0.5$; (c) $BR = 0.6$; (d) $BR = 0.7$; (e) $BR = 0.8$; (f) $BR = 0.9$

Figure 9 shows the time sequences of instantaneous vortical structures in the wake flow identified by $Q = 2$ for $BR = 0.2$ with a time interval between two consecutive time instants of $tU_s/d = 4$. The periodic shedding of the hairpin vortex loops is shown with pairs of streamwise vortices. Furthermore, between two consecutive hairpin vortices (denoted as ‘V’) with a vortex dislocation (denoted as ‘VD’), there is another type of un-dislocated hairpin vortex with a weaker vortex head (denoted as ‘S’) and this is also reported in Tiwari et al. $^{61}$. The head of the hairpin vortex induces a secondary vortex ring (denoted as ‘R’) due to the interaction with the shear flow outside the wake region. The mean velocity around the two ends of the vortex ring is higher than that in its middle part, which is close to the pipe wall. Therefore, this secondary vortex ring is further stretched to a ‘Λ’ shape as shown in Figure 9 (d) and travels downstream.

Figure 9 Instantaneous iso-surfaces of $Q = 2$ for $BR = 0.2$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 150$; (b) $tU_s/d = 154$; (c) $tU_s/d = 158$; (d) $tU_s/d = 162$; (e) $tU_s/d = 166$; (f) $tU_s/d = 170$

For $BR = 0.4$, in order to visualize the vortical structures more clearly in the wake flow, a larger iso-surface value of $Q = 10$ is used for visualization in Figure 10. It can be seen that due to the higher $Re_s$, there are time instants when the multiple pairs of counter rotation streamwise vortices are formed which will then generate two hairpin vortices at the same location (as denoted by ‘MV1’ and ‘MV2’). The two hairpin vortices at some time instants can be oriented towards different radial directions (as denoted by ‘MV3’). However due to the different convection velocity, the hairpin vortices travel downstream separately. This phenomenon was also reported in Tiwari et al. $^{61}$ and the reason for this incoherency may be attributed to the irregular rotation of separation point in the azimuthal direction on the sphere. At other time instants, there is only one pair of streamwise vortices and a single hairpin vortex (as denoted by ‘SV1’) is shedding from the near wake. The size of the hairpin vortices is becoming larger and finally break into smaller-scale structures further downstream.

Figure 10 Instantaneous iso-surfaces of $Q = 10$ for $BR = 0.4$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 649.52$; (b) $tU_s/d = 651.36$; (c) $tU_s/d = 653.2$; (d) $tU_s/d = 655.04$; (e) $tU_s/d = 656.88$; (f) $tU_s/d = 659.64$; (g) $tU_s/d = 661.48$; (h) $tU_s/d = 663.32$; (i) $tU_s/d = 665.16$; (j) $tU_s/d = 667$
For $BR = 0.6$, the iso-surface value of $Q = 10$ is also used in Figure 11. It can be seen that the formation of multiple pairs of streamwise counter rotation and two hairpin vortices resulted from the shear layer roll-up is more obvious than that for smaller $BR$. The two hairpin vortices can either entangle with each other, which is also found in Wood et al.\textsuperscript{66} and Tamai et al.\textsuperscript{58} in the wake behind a semisphere, and convect together (such as ‘MV1’) or travel downstream with different convection velocities (such as ‘MV2’). Furthermore, the heads of the hairpin vortices become oriented towards the cross flow direction as seen in Figure 11 (e) in the downstream region and induce strong secondary vortex rings by interaction with the pipe wall boundary layer denoted by ‘R1’ and ‘R2’. However, different from what is observed in Tiwari et al.\textsuperscript{61}, the cross flow oriented hairpin vortices will not grow larger but disappear, which may be due to the confinement of the pipe wall. The vortex rings can undergo bending due to the interaction with the mean shear flow. However, different from the ‘Λ’-shaped vortex ring for $BR = 0.2$ as shown in Figure 9 (d), there are time instants when the middle part of the vortex ring is tilted away from the pipe wall and convect faster than its two legs. The vortex ring is then stretched as shown in Figure 11 (d).

For $BR = 0.8$, the large value of $Q = 10$ is used to identify the vortical structures in Figure 12. Vortical structures with high density are observed. The wake flow is chaotic and look similar to turbulent flow. The dynamics of these flow structures are also completely different from those for smaller $BR < 0.8$, which have not been observed or reported in the mentioned relevant studies such as Fayon and Happel\textsuperscript{6}, Wham et al.\textsuperscript{65}, Oh and Lee\textsuperscript{37} and Krishnan and Kannan\textsuperscript{24}. Near the sphere, the shear layer instability and break-down are observed (denoted as ‘SI’) and the vortex rings (denoted as ‘R1’ and ‘R2’) are generated between the shear layer of the wake. The vortex rings are convected downstream and can undergoes bending in the azimuthal direction due to different convection velocity and finally break into smaller-scale flow structures in Figures 12 (d) and (h). In further downstream regions, more small-scale vortices appear. It is difficult to identify the dynamical evolution of a single vortical structures near the pipe wall indicating that the time-scales of the flow structures are small. Figure 13 shows the vortical structures identified by a higher value of isosurface of $Q = 100$ and a large amount of small-scale vortical structures near the pipe wall are removed. Only the vortex rings are observed in the near wake region. There is no regular vortex shedding and large-scale hairpin vortical structure from the vortex shedding. It also worth mentioning that in the downstream region, there are time steps when small-scale hairpin vortices (denoted as...
‘HV’) together with quasi-streamwise vortices (denoted as ‘QS’) appears. They may be related to stretching of the coherent structures within the pipe wall boundary layer due to the shear.

Figure 12 Instantaneous iso-surfaces of \( Q = 10 \) for \( BR = 0.8 \) colored by the time-averaged streamwise velocity at \( Re_p = 1250 \) at (a) \( tU_s/d = 258.4 \); (b) \( tU_s/d = 258.74 \); (c) \( tU_s/d = 259.08 \); (d) \( tU_s/d = 259.42 \); (e) \( tU_s/d = 259.76 \); (f) \( tU_s/d = 260.1 \); (g) \( tU_s/d = 260.44 \); (h) \( tU_s/d = 260.78 \)

Figure 13 Instantaneous iso-surfaces of \( Q = 100 \) for \( BR = 0.8 \) colored by the time-averaged streamwise velocity at \( Re_p = 1250 \) at (a) \( tU_s/d = 258.4 \); (b) \( tU_s/d = 258.74 \); (c) \( tU_s/d = 259.08 \); (d) \( tU_s/d = 259.42 \) in Figure 12

3.2 Hydrodynamic quantities

The effect of \( BR \) on the hydrodynamic forces is analyzed based on the cases at \( Re_s = 500 \) and \( Re_g = 500 \). Figure 14 shows the time histories of instantaneous \( C_d \) for \( BR = 0.2-0.9 \) at \( Re_s = 500 \). The value of \( C_d \) is defined based on the characteristic velocity of \( U_s \). It can be seen that for \( BR = 0.4-0.7 \), the variation of \( C_d \) with the nondimensional \( tU_s/d \) show periodic wave-like behaviors indicating regular vortex shedding. For \( BR = 0.7 \), there seems to be slightly periodic intermittency along with the primary periodicity and for \( BR = 0.8 \) and 0.9, the time variation of \( C_d \) becomes irregular and the values for \( BR = 0.9 \) are much larger compared with those for \( BR = 0.8 \).

Figure 14 The time histories of \( C_d \) for (a) \( BR = 0.2 \); (b) \( BR = 0.4 \); (c) \( BR = 0.5 \); (d) \( BR = 0.6 \); (e) \( BR = 0.7 \); (f) \( BR = 0.8 \); (g) \( BR = 0.9 \)

As shown in Figure 6, the wake vortical structures show planar symmetry. The lateral force coefficients \( C_y, C_z \) in \( y \) and \( z \) direction can be projected into the directions parallel and normal to the symmetry plane. This forms two lateral force components defined as \( C_l \) (parallel to the symmetry plane) and \( C_n \) (normal to the symmetry plane) in the two directions. Figures 15 and 16 shows the phase diagram of \( (C_d, C_l) \) and \( (C_n, C_l) \) of the sphere at \( Re_s = 500 \) for \( BR = 0.2-0.8 \). Since the hydrodynamic force coefficients for \( BR = 0.9 \) are significantly larger than those for \( BR \leq 0.8 \), the phase diagrams for \( BR = 0.9 \) are shown independently in Figures 17 (a) and (b). The influences of \( BR \) on the dynamic behaviors of the drag and lift forces are clearly revealed in Figure 15. The monotonically increase of averaged value of \( C_d \) with the increasing \( BR \) while the fluctuation amplitudes of \( C_d \) and \( C_l \) show a non-monotonic behavior. The flow characteristics for \( BR = 0.2 \) are close to those with the sphere in an infinitely large domain and a
chaotic behavior is observed for \((C_d, C_i)\). For \(BR = 0.4\), the effect of the mean shear of the incoming flow is apparent. The close circle of the diagram indicates the periodicity of the time histories of the two force coefficients and a synchronous behavior is shown for \((C_d, C_i)\). For \(BR = 0.4, 0.5\) and 0.6, the pipe wall confines the cross-stream tilting of the large-scale hairpin vortex observed in Tiwari et al.\(^{61}\) and Kim et al.\(^{23}\). The wall confinement may lead to the stabilization of the vortex shedding as seen in Figures 6 (c)–(e). In addition, Kim et al.\(^{23}\) found that for the uniform incoming flow, the detachment location of the hairpin vortex varies along the azimuthal direction in time while for the uniform shear, the detachment location of the hairpin vortex remains on one side. Similar phenomenon is also observed in Figures 6 (c)–(e), which indicates that the mean shear of the incoming flow may also lead to stabilization effects. The amplitudes of the forces are increasing for \(BR = 0.4, 0.5\) and 0.6. The possible reason for the increasing force amplitudes is that the increasing blockage effect of the sphere with the increasing \(BR\) causes the acceleration of the surrounding flow, which increases the amplitude of the shear force as well as the pressure difference on the sphere. Furthermore, for \(BR = 0.7\), the synchronous behavior is observed, and slight intermittency appears. Tiwari et al.\(^{61}\) observed similar behavior at \(Re_s = 350\) and attributed such intermittent phenomenon to the imbalance between the pressure and the shear forces on the sphere. In the present study, this intermittent behavior may be also due to the strong interaction between the wake flow and the pipe wall. The intermittency can also indicate the generation of the secondary vortical structures as shown in Figure 6. For \(BR = 0.8\), the diagram shows chaotic behavior again and the flow characteristics are totally different from other cases. The fluctuation amplitudes of the forces are extremely large. A possible explanation for this will be that the interaction between the shear layer in the fringe of the wake flow and the wall boundary layer becomes strong and more small-scale flow structures are induced for \(BR = 0.8\) as seen in Figure 6 (f). When the induced near-wall flow structures enter the wake flow behind the sphere, the wake flow becomes chaotic. Furthermore, the jet flow coming out of the gap between the sphere and pipe wall is strong. The corresponding value of \(Re_g\), can be much larger than that for \(BR \leq 0.6\) as seen in Table 2, which further leads to the chaotic behavior of the wake flow behind the sphere for \(BR \geq 0.8\). Furthermore, the overall envelop of the diagram indicates that there is a positive correlation between the total lift and drag forces, which is more apparent for \(BR = 0.9\) as shown in Figure 17 compared with that for \(BR = 0.8\). This positive correlation has also been reported for the flow past a plate in Tian et al.\(^{60}\). As shown in Figure 16, for \(BR = 0.4\sim 0.7\), the lateral force \(C_n\) is close to zero. Although at a low Reynolds number \(Re_s = 500\), the shear layer instability can be still induced. According to Tiwari et al.\(^{61}\), this instability generates strong radial motions which can result in the high amplitude fluctuation of \(C_n\) normal to the symmetry plane as shown in Figure 16 for \(BR = 0.8\) and in Figure 17 for \(BR = 0.9\).

Figure 15 Phase diagram \((C_d, C_i)\) for the sphere at \(Re_s = 500\)

Figure 16 Phase diagram \((C_n, C_l)\) for the sphere at \(Re_s = 500\)
Figure 17 Phase diagram (a) $(C_d, C_l)$ and (b) $(C_n, C_l)$ for the sphere at $Re_s = 500$ for $BR = 0.9$

Figure 18 shows the time histories of instantaneous $C_d$ for $BR = 0.4$~$0.9$ at $Re_g = 500$. The value of $C_d$ is defined based on the characteristic velocity of $U_g$. It can be seen that for $BR = 0.4$, the variations of $C_d$ with the nondimensional $tU_g/d$ display chaotic behavior, which is also shown in the phase diagrams of $(C_d, C_l)$ in Figures 19. For $BR = 0.5$, the variation of $C_d$ show quasiperiodic behavior with different amplitudes and the phase diagram of $(C_d, C_l)$ show intermittency. The hydrodynamic behaviors for $BR = 0.5$ are also similar to those observed at $Re_g = 500$ as reported in Tiwari et al.\textsuperscript{61}. For $BR = 0.6$ and 0.7, the time variations of $C_d$ display periodic wave-like behaviors with a single frequency corresponding to vortex shedding and the synchronous behaviors are observed in the phase diagrams of $(C_d, C_l)$. For $BR = 0.8$ and 0.9, the variations of $C_d$ are steady.

Figure 18 The time histories of $C_d$ for (a) $BR = 0.4$; (b) $BR = 0.6$; (c) $BR = 0.6$; (d) $BR = 0.7$; (e) $BR = 0.8$

Figure 19 Phase diagram $(C_d, C_l)$ for the sphere at $Re_g = 500$

### 3.3 Power spectra analysis

In this section, power spectra analysis of the velocities sampled at different locations in the wake region is carried out to study the large-scale vortex shedding, KH instabilities of the shear layer as well as the modulation of the wake region. According to Tiwari et al.\textsuperscript{61}, the time spans of the samplings for all cases correspond to at least 30 vortex shedding cycles in order to capture the low frequency events. All the spectra are obtained using Welch’s method (Welch\textsuperscript{64}) combined with Hanning window and are averaged along the azimuthal direction at each streamwise location.

At the fixed $Re_p = 1250$, both $Re_s$ and $BR$ can influence the frequency spectra of the velocities. For $BR = 0.2$, the instantaneous streamwise, radial velocity signals are obtained at the locations of $(x/d, r/d) = (1,0.6), (2.4,0.6), (3,0.6), (5,0.6)$ and $(1,0.5)$, which are the same as those used in Rodríguez et al.\textsuperscript{43}. First, it is obviously seen from Figure 20 that the velocity spectra at all the monitoring locations show dominant peaks at $St_{VS} = f_{VS}d/U_s = 0.14$, which is associated with the large-scale vortex shedding. Here, $f_{VS}$ is the frequency of the large-scale vortex shedding. For these detection points, the peak is strongest at $(x/d, r/d) = (2.4,0.6)$ and decrease downstream the wake region. In addition, an obvious second peak appears at $2St_{VS}$ indicating a second harmonic for the three velocities at $x/d = 2.4$~$5$. Different from what has been observed in Tiwari et al.\textsuperscript{61} at the same $Re_s$, the low frequency of the wake modulation is not apparent in the frequency spectra except for the radial velocity at $(x/d, r/d) = (1,0.5)$. At this location, there is a
broadband distribution around $St_m = 0.03\sim0.051$ and this value is close to that was reported as $St_m = 0.053$ in Tiwari et al.\textsuperscript{61} at the same $Re_s$.

Figure 20 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.2$ at $Re_s = 490$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$).

For $BR = 0.4$ at $Re_s = 920$, Figure 21 shows that the large-scale vortex shedding takes place at $St_{VS} = 0.22$ observed in the three velocity components at all detection points. There exists a secondary higher spectrum peak with a broadband distribution around $St_{KH} = 0.3\sim0.34$ in the radial velocities which is associated with the shear layer KH instability occurring at $Re_s > 800$. However, this secondary peak is not obvious in the streamwise and azimuthal velocities. Furthermore, the low frequency of wake region modulation is apparently observed in the streamwise and azimuthal velocities at $St_m = 0.053$. A comparison between the dominant frequencies in the present study with those reported in the previous studies at the similar $Re_s$ is shown in Table 6. It can be seen that the values of $St_{VS}$ and $St_{KH}$ are close to the previous results reported by Tiwari et al.\textsuperscript{61} and Sakamoto and Haniu\textsuperscript{45} while the present predicted $St_m$ is lower than that in Tiwari et al.\textsuperscript{61}, which may due to the influence of mean shear of the incoming flow in the radial direction. For $BR = 0.5$ at $Re_s = 1093.8$, as seen in the flow structures in Figure 5, more small-scale structures are induced in the downstream region and the interactions between the near-wake region and the pipe wall are getting stronger. Therefore, the frequency spectra in Figure 22 around the peak frequency $St_{VS}$ and $St_{KH}$ tend to be broadband. The vortex shedding $St_{VS} \approx 0.25$ is apparently detected in all velocity components and the frequency spectra of the radial velocity clearly show the KH instability at $St_{KH} \approx 0.36\sim0.43$. The streamwise velocity frequency spectrum shows a peak around $St_m = 0.055$ at $(x/d, r/d) = (1,0.5)$. It can be seen that the values of $St_{VS}$ and $St_{KH}$ are both slightly larger than those reported in the previous studies listed in Table 6 at $Re_s = 1000$, which may be due to the strong fluctuations induced by the combination effects of pipe wall and the acceleration of the flow past the sphere caused by its blockage on the pipe flow. However, the present predicted value of $St_m$ is lower than that of the previous study. This may be due to the confinement of the pipe wall to the shrinkage of the wake region.

Figure 21 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.4$ at $Re_s = 920$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$).
Figure 22 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.5$ at $Re_s = 1093.8$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)

Table 6. Comparison of the dominant $St$ values with the literatures

<table>
<thead>
<tr>
<th>Case</th>
<th>$Re_s$</th>
<th>$St_{VS}$</th>
<th>$St_{KH}$</th>
<th>$St_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present $BR = 0.4$</td>
<td>920</td>
<td>0.22</td>
<td>0.3–0.34</td>
<td>0.053</td>
</tr>
<tr>
<td>Present $BR = 0.5$</td>
<td>1093.8</td>
<td>0.25</td>
<td>0.38–0.4</td>
<td>0.053</td>
</tr>
<tr>
<td>Tiwari et al. $^{61}$/Num.</td>
<td>1000</td>
<td>0.192–0.2</td>
<td>0.3</td>
<td>0.095</td>
</tr>
<tr>
<td>Poon et al. $^{40}$/Num.</td>
<td>1000</td>
<td>0.2</td>
<td>0.34</td>
<td>-</td>
</tr>
<tr>
<td>Sakamoto and Haniu $^{45}$/Exp.</td>
<td>1000</td>
<td>0.21</td>
<td>0.34</td>
<td>-</td>
</tr>
</tbody>
</table>

For $BR = 0.6$ at $Re_s = 1230$, the frequency spectra in Figure 23 show multiple peaks. The dominant peak of $St_{VS} = 0.32$ are clearly shown in the radial and azimuthal velocities and amplitude of the KH instability at $St_{KH} = 0.43–0.46$ are much stronger than that of $St_{VS}$ as shown in the two velocity components. Another obvious characteristic is that the frequency spectra of the streamwise velocity show peaks around low $St_m = 0.06–0.072$. For $BR = 0.7$ at $Re_s = 1321$, as seen in Figure 24, the flow in the wake region becomes more complex and the large-scale vortex shedding becomes indiscernible. The dominant frequencies associated with the vortex shedding and KH instability are connected to form a broadband distribution covering $St = 0.6–1.0$. The spectra show peak at a low frequency of $St_m = 0.12$ especially for the azimuthal velocity.

Figure 23 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.6$ at $Re_s = 1230$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)

Figure 24 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.7$ at $Re_s = 1321$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)

For $BR = 0.8$ at $Re_s = 1360$ and $BR = 0.9$ at $Re_s = 1338.75$, different behaviors of frequency spectra from other cases are shown in Figures 25 and 26, where there is no large-scale vortex shedding mode and apparent low-frequency wake modulation mode compared with those for
For $BR = 0.8$, the spectra show only one peak around $St \approx 1.5$ at $x/d = 1$ for the radial and streamwise velocities. For $BR = 0.9$, the frequency spectra of the radial and streamwise velocities show broadband distributions within $St \approx 2 ~ 5$, which indicates small-scale flow structures with a wide range of small time scales. This peak frequency for the two high $BR$ is higher than the secondary shear layer instability frequency even at higher $Re_s$ than the present study, such as $St_{KH} = 0.72$ at $Re_s = 3700$ in Rodríguez et al. $\text{43}$. This mode may be due to the strong and complex interactions between the shear layer of the wake region and the pipe wall boundary layer. Furthermore, there seems to be low-frequency wake modulation modes observed in the frequency spectra of radial and streamwise velocities. However, the frequencies $St_m \approx 0.18$ for $BR = 0.8$ and $St_m \approx 0.4 ~ 0.7$ for $BR = 0.9$ are much higher than that for other $BR$.

Figure 25: The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.8$ at $Re_s = 1360$. (black solid: $(x/d, r/d) = (1.0, 6)$; blue: $(x/d, r/d) = (2.4, 0.6)$; red: $(x/d, r/d) = (3.0, 6)$; green: $(x/d, r/d) = (5.0, 6)$; black dashed: $(x/d, r/d) = (1.0, 5)$)

Figure 26: The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.9$ at $Re_s = 1338.75$. (black solid: $(x/d, r/d) = (1.0, 6)$; blue: $(x/d, r/d) = (2.4, 0.6)$; red: $(x/d, r/d) = (3.0, 6)$; green: $(x/d, r/d) = (5.0, 6)$; black dashed: $(x/d, r/d) = (1.0, 5)$)

The frequency spectra at the detection points of $x/d = 0.2 ~ 2$ for $BR = 0.4 ~ 0.7$ at $Re_s = 500$ are presented in Figure 27 for the radial velocity. It can be seen that due to the low $Re_s$, there is only one single dominant frequency peak corresponding to the regular large-scale vortex shedding. The other peaks are their second and third harmonic as $2St_{VS}$, $3St_{VS}$... In addition, Figure 27 shows that $St_{VS}$ increases with the increasing $BR$. This may be due to the increasing mean streamwise velocity with the increasing blockage effect of the sphere and the spectra around the vortex shedding frequency tend to be more broadband with the increasing $BR$. However, for $BR = 0.8$, the frequency spectra are quite different as shown in Figure 28 for the three velocity components.

Multiple frequency peaks with a broadband distribution are shown and high level of fluctuations are located around $x/d = 2 ~ 4$. A dominant vortex shedding $St_{VS} \approx 0.47$ is observed and the frequency is much larger than that for $BR < 0.8$. Even at this low $Re_s$, there is still dominant KH instability mode, which is obviously seen in the radial and streamwise velocities spectra at $St_{KH} \approx 0.71$. Furthermore, there is a low frequency mode at $St_m \approx 0.157$ as seen in the streamwise velocity spectra which cannot be observed in the frequency spectra for lower $BR$. This low frequency can exist far downstream indicating that the low frequency mode is related to the modulation of the whole wake region. For $BR = 0.9$, there is no obvious vortex shedding mode in the frequency spectra of all the three velocities as shown in Figure 29. Broadband distributions are shown in the frequency spectra of the radial and streamwise velocities within $St \approx 1$ around $x/d \approx 1.5$. The low-frequency wake modulation mode at $St_m \approx 0.2$ is also observed in the frequency spectra of the radial and azimuthal velocities. Furthermore, the low-frequency peak with high amplitudes in the frequency spectra of the streamwise velocity indicates the transition to
turbulence.

Figure 27 The spectra of the radial velocities at the streamwise locations of $x/d = 0.2$~$2$ spaced by $x/d = 0.2$ for $BR = 0.4$ (red); 0.5 (blue); 0.6 (green); 0.7 (black) at $Re_s = 500$

Figure 28 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.8$ at $Re_s = 500$ at the streamwise locations of $x/d = 0.2$~$5$ spaced by $x/d = 0.2$

Figure 29 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.9$ at $Re_s = 500$ at the streamwise locations of $x/d = 0.2$~$5$ spaced by $x/d = 0.2$

The frequency spectra at the detection points of $x/d = 0.2$~$2$ for $BR = 0.4$~$0.7$ at $Re_g = 500$ are presented in Figure 30 for the radial velocity. Different variations of the frequency spectra with the increasing $BR$ are shown compared with those at $Re_s = 500$. For $BR = 0.4$ and 0.5, in addition to the large-scale vortex shedding frequency $St_{VS}$, the frequency peaks corresponding to the KH instability mode at $St_{KH}$ and the low-frequency wake modulation mode at $St_m$ are shown. For $BR = 0.6$ and 0.7, only one single dominant frequency peak corresponding to the regular large-scale vortex shedding is shown together with their second and third harmonic as $2St_{VS}$, $3St_{VS}$…. Figure 30 shows a decreasing $St_{VS}$ with the increasing $BR$. This may due to the reason that with the increasing $BR$, the kinematic viscosity increases to keep the same $Re_g$ and the flow tends to be stabilized, which is also shown in the wake vortical structures in Figure 8.

Figure 30 The spectra of the radial velocities at the streamwise locations of $x/d = 0.2$~$2$ spaced by $x/d = 0.2$ for $BR = 0.4$ (red); 0.5 (blue); 0.6 (green); 0.7 (black) at $Re_g = 500$

3.4 Dynamic Mode Decomposition analysis of the wake flow

In order to gain a better understand of the coherent structures associated with the dominant frequency obtained at different points in Section 3.2, the spatial shapes of these modes are revealed by using the data-drive Dynamic Mode Decomposition (DMD) method proposed by Schmid in
this section. The method is able to develop a reduced order representation of snapshots from a dynamical system and provide temporal information and the spatial structures of the dominant modes used to build the reduced order model as

\[ u(x, y, z) \approx \sum_{i=1}^{N} a_i \phi_i(x, y, z) \exp(\lambda_i t) \]  

where \( \phi_i \) is the spatial mode with their amplitude \( a_i \) and \( \lambda_i \) is the complex frequency of each mode (\( \text{Re}(\lambda_i) \) is the temporal growth and \( \text{Im}(\lambda_i) \) is the frequency).

In the present study, the modes which make the most contributions to the dynamical system of the wake flow are extracted by applying sparsity promote algorithm on the DMD (SPDMD) modes obtained by using the original DMD method. The idea of the algorithm is to achieve a balance between the approximation error in Eq. (8) and the number of the extracted modes by solving a convex optimization problem. This algorithm has been invented by Jovanović et al.\(^{17}\) and widely used in the studies of coherent structures in Statnikov et al.\(^{55}\), Loonen et al.\(^{27}\), Wu et al.\(^{68}\) and Yu et al.\(^{70}\). Furthermore, in order to reduce the memory of matrices decompositions in DMD analysis of 3D flow data, the sparsity-promoted algorithm is further combined with the on-the-fly incremental Singular Value Decomposition (SVD) algorithm used in Ohmichi\(^{38}\), Matsumoto and Indinger\(^{31}\) and Oxberry et al.\(^{39}\). The detailed information of these algorithms can be found in abovementioned studies and is not presented here. The flow data of \( BR = 0.4 \) at \( Re_s = 920 \), \( BR = 0.6 \) at \( Re_s = 1230 \) and \( BR = 0.8 \) at \( Re_s = 1360 \) is analyzed here. An example of how SPDMD is applied for \( BR = 0.8 \) is present in Appendix B.

For \( BR = 0.4 \) at \( Re_s = 920 \), the 3D flow snapshots are sampled over a time span of 33 vortex shedding cycles, which is also consistent with the least number that is able to capture the low frequency events as reported in Tiwari et al.\(^{61}\). The time interval between the snapshots is set to be \( \Delta t_U / d = 0.46 \), which corresponds to a sampling frequency 5 times of the highest dominant mode of KH instability and satisfies Nyquist criterion as mentioned in Schmid\(^{47}\). For \( BR = 0.6 \) at \( Re_s = 1230 \), 3D flow snapshots are sampled over a time span of 50 vortex shedding cycles with the time interval between the snapshots of \( \Delta t_U / d = 0.55 \), which also satisfies Nyquist criterion. For \( BR = 0.8 \) at \( Re_s = 1360 \), there is no vortex shedding and the 3D flow snapshots are sampled over a time span of approximate 10 low frequency events with \( St_{tm} \approx 0.18 \) as shown in Figure 25 (c) and the time interval between the snapshots is set to be \( \Delta t_U / d = 0.17 \), which can capture the instability mode with the high frequency in Figure 25. Therefore, the parameters of the DMD method used here can fulfill the requirement of capturing the dominant modes.

Figure 31 displays the frequency spectrum of the DMD modes obtained by using the original DMD method and by applying sparsity-promoted algorithm for \( BR = 0.4, 0.6 \) and \( 0.8 \). Only the modes with \( \text{Im}(\lambda_i) \geq 0 \) are shown. It can be seen that after the sparsity-promoted algorithm is applied, a large part of the original modes is removed due to their low contribution to the dynamical systems. Therefore, the analysis should focus on the remaining modes after applying the sparsity-promoted algorithm. Modes with \( St = 0 \) denote the time-averaged flow. It is obvious that for \( BR = 0.4 \) and \( 0.6 \), the remaining fluctuation modes for the two cases cluster around three peaks which roughly correspond to the three dominant modes as shown in comparison with the frequency spectra in the figures. The slight difference between the frequency analysis and the DMD method may be due to the fact that the coherency among the three velocity components are considered in the DMD method while the power spectra analysis is performed for each velocity component.
respectively. For $BR = 0.8$, because the wake flow is chaotic and looks similar to fully developed turbulent flow, the streamwise and radial velocity spectra display broadband distribution around the low frequency range. After applying the sparsity-promoted algorithm, the remaining DMD modes seem to be continuous distributed. However, the clustering of these DMD modes can still be observed. and the dominant KH instability mode in the two velocity components can be captured by the DMD modes. Furthermore, there is an additional modes cluster around $St \approx 0.6$~$0.9$. According to Schmid\textsuperscript{47}, the cluster of modes are associated with the advection and diffusion of the flow structures and the modes on one cluster usually have similar wavelength in the streamwise direction. Therefore, these modes are not related to the large-scale hairpin vortices and may correspond to the small-scale flow structures that are periodically shedding and traveling downstream. The low-frequency mode is also captured by the DMD mode of $St_m \approx 0.18$.

Figure 31 The frequency spectra of the DMD modes for (a) $BR = 0.4$; (b) 0.6 and (c) 0.8 with the dominant modes denoted by the arrows (Blue circles: the modes obtained by using the original DMD method; red crossings: the modes obtained by applying sparsity-promoted algorithm)

The radial and streamwise velocities for the three fluctuation modes are shown in Figures 32~34. It is observed that for $BR = 0.4$ and 0.6, both the vortex shedding mode and the KH instability mode display wave-packet form and the $St$ values of the modes are related to their streamwise spatial length scale, which is consistent with what have been reported in Nidhan et al.\textsuperscript{36}. The streamwise length scale of KH mode is smaller than that of the vortex shedding mode especially for the streamwise velocity with $BR = 0.4$. Furthermore, different from the modes obtained in the wake flow behind a sphere and a cylinder placed in an infinitely large domain in Stankiewicz et al.\textsuperscript{54}, Nidhan et al.\textsuperscript{36} and Ohmichi\textsuperscript{38}, the structures in the downstream region are stretched in the streamwise direction due to the interactions with the pipe boundary layer especially for $BR = 0.6$. For the low frequency modes, they display streamwise elongated structures and more energy is contained in the streamwise velocity compared with the radial velocity. This is consistent with the frequency analysis in Section 3.3 where the low frequency mode is more apparent in the streamwise velocity components. In addition, the structures of the low frequency modes near the sphere are located closer to the center of the wake flow compared with other two modes and they are strongly coherent with the downstream long streamwise structures near the pipe wall. For $BR = 0.8$, two example modes in the cluster around $St \approx 0.6$~$0.9$ with $St_{DMD} = 0.74$ and $St_{DMD} = 0.835$ respectively are shown in Figure 34. Both the radial and streamwise velocity modes of the two modes display a form of oblique waves oriented in different directions. Their length scale is much smaller than that of the vortex shedding modes of $BR = 0.4$ and 0.6. Due to the turbulence in the further downstream region, the DMD modes in the region are smaller and more chaotic than the other two $BR$s. The radial velocity of the low frequency mode is also weak and compared with this
mode for $BR = 0.4$ and 0.6, the coherency with the flow structures near the pipe wall is closer to the sphere.

Figure 32 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f) of the three dominant DMD modes of $BR = 0.4$: (a, b) vortex shedding mode; (c, d) KH instability mode; (e, f) low-frequency mode

Figure 33 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f) of the three dominant DMD modes of $BR = 0.6$: (a, b) vortex shedding mode; (c, d) KH instability mode; (e, f) low-frequency mode

Figure 34 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e, g) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f, h) of the four dominant DMD modes of $BR = 0.8$: (a, b) DMD modes at $St_{DMD} = 0.74$; (c, d) DMD modes at $St_{DMD} = 0.835$; (e, f) KH instability mode; (g, h) low-frequency mode

In order to show the dynamical contribution of the low frequency mode to the flow, the streamwise velocity of the mean flow with the superposition of the low frequency mode at eight instants on the XY slice are shown in Figure 35. The slow modulation of the wake flow can be observed in the deformation of the recirculation region (denoted as ‘1’). Furthermore, the shear layer in the fringe of the recirculation region display periodic elongated and shrinkage motions (denoted as ‘2’). The downstream wake flow is flapping (denoted as ‘3’). However, the flapping motions are confined by the pipe wall.

Figure 35 The streamwise velocity of the mean flow with the superposition of the low frequency DMD mode at eight instants on the XY slice at (a) $tU_\infty/d = 579.47$; (b) $tU_\infty/d = 582.2$; (c) $tU_\infty/d = 584.93$; (d) $tU_\infty/d = 587.66$; (e) $tU_\infty/d = 590.39$; (f) $tU_\infty/d = 593.12$; (g) $tU_\infty/d = 595.85$; (h) $tU_\infty/d = 595.58$
3. Conclusion

In the present study, three series of numerical simulations of three-dimensional flow past a stationary sphere with the diameter of $d = 0.1D\sim 0.9D$ are performed. The first series of simulations is based on a fixed $Re_p = 1250$ and $Re_s$ varying between $249 \leq Re_s \leq 1360$. The second series of simulations is based on a fixed $Re_s = 500$ and $Re_p$ varying between $460 \leq Re_p \leq 678$. The third series of simulations is based on a fixed $Re_g = 500$ and $Re_p$ varying between $113 \leq Re_p \leq 773$. Grid resolution studies have been performed for each $BR$ to determine sufficient grid resolutions at $Re_p = 1250$. Simulations of uniform flow past a sphere in an infinitely large domain are carried out to validate the present numerical model by comparing their hydrodynamic quantities with the published studies at $Re_s = 250\sim 400$. The hydrodynamic characteristics such as the drag and lift coefficients and the pressure coefficients on the sphere, the vortex-shedding frequencies, the time-averaged streamlines and the centerline time-averaged velocity profile agree reasonably with the published data. Then various physical phenomena on the instantaneous wake vortical structures, power spectra of the velocities are discussed for $BR = 0.2, 0.4, 0.5, 0.6, 0.7, 0.8$ and 0.9. The main conclusions can be summarized as follows:

1. The vortical structures in the wake flow behind the sphere display different characteristics with the increasing $BR$. At $Re_p = 1250$, for the smallest $BR = 0.1$, the wake flow is steady and asymmetric with two streamwise vortices. For $BR = 0.2\sim 0.7$, there is large-scale vortex shedding. However, due to the interaction of the wake flow and the pipe flow boundary layer, induced secondary vortices are generated around the primary hairpin vortices. With the increasing $BR$, the secondary vortices become vortex rings around the wake region. For $BR \geq 0.4$ at $Re_s > 900$, there are time instants when multiple hairpin vortices shedding simultaneously and are entangled together. When the disturbances enter the pipe wall boundary layer, small-scale streamwise vortical ribs are formed downstream near the pipe wall. For large $BR = 0.8$ and 0.9, the large-scale shedding hairpin vortices disappear, and strong chaotic small-scale vortical structures are generated. For $BR = 0.4\sim 0.7$ at $Re_s = 500$, regular large-scale planar-symmetric hairpin vortices with a similar shape are shedding from the sphere compared with $BR = 0.2$ due to the stabilization of the pipe wall. However, for $BR = 0.8$, the vortex shedding still exists while the vortices are chaotic, and the planar symmetry disappears. For $BR = 0.9$, the vortex shedding is suppressed. At $Re_g = 500$, with the increasing $BR$, a gradually stabilized wake flow is observed.

2. The hydrodynamic quantities of the sphere such as drag coefficients $C_d$ and the lateral force coefficients $C_l$, $C_n$ parallel to and normal to the symmetry plane for different $BR$s at the same $Re_s$ and $Re_g$ are investigated. At $Re_s = 500$, for $BR = 0.4\sim 0.7$, due to the effects of $BR$ and the mean shear of the incoming flow, a regular periodicity is observed for the time histories of $C_d$ and a synchronous behavior is observed for the phase diagram of $(C_d, C_l)$ and the values of $C_n$ for these cases are close to zero. For $BR = 0.7$, a slight intermittency begins to appear for $(C_d, C_l)$ and the amplitudes of $C_d$ and $C_l$ are also increasing. For $BR = 0.8$ and 0.9, the phase diagrams of the forces appear to be strongly chaotic and a positive correlation is observed between $C_d$ and $C_l$. At $Re_g = 500$, for $BR = 0.4$, the time histories of instantaneous $C_d$ display chaotic behavior. For $BR = 0.5$, the variation of $C_d$ shows intermittency. For $BR = 0.6$ and 0.7, the time variations of $C_d$ display periodic wave-like behaviors and the synchronous behaviors are observed in the phase diagrams of $(C_d, C_l)$. For $BR = 0.8$ and 0.9,
steady behaviors are observed for the hydrodynamic quantities.

3. The power spectra analysis is performed for the velocity signals at different locations in the wake region. For $BR = 0.2 \sim 0.7$, the large-scale vortex shedding frequency is detected, and their values are in good agreement with the data reported in the previous studies at the similar $Re_s$. For $BR \geq 0.4$ at $Re_s > 800$, the KH instability mode is also observed with a broadband distribution in the radial velocity. For $BR = 0.8$ and 0.9, the vortex shedding frequency disappears, and an instability mode is captured with a higher frequency than that associated with the KH instability. In addition, a low frequency wake modulation mode is observed in these cases. For $BR < 0.8$ at $Re_s = 500$, only vortex shedding frequency is detected in the wake region and the frequency value increases with the increasing $BR$. This may be due to acceleration of the flow because of the blockage effect of the sphere to the pipe flow. For $BR = 0.8$ and 0.9, both the strong KH instability mode and the wake modulation mode are observed. The vortex shedding frequency disappears for $BR = 0.9$ at $Re_s = 500$. At $Re_s = 500$, the vortex shedding mode, the KH instability mode and the low-frequency mode are displayed for $BR = 0.4$ and 0.5 while only vortex shedding frequency appears for $BR = 0.6$ and 0.7. The stabilization of the wake flow is also observed with the increasing $BR$ at this Reynolds number.

4. In order to further investigate the coherent structures in the wake region, a data-driven method, Dynamic Mode Decomposition (DMD) is used to analyze the flow data for $BR = 0.4, 0.6$ and 0.8 at $Re_p = 1250$ and a sparsity-promoted algorithm is applied to extract the dominant modes. All of the important modes associated with the vortex-shedding, KH instability as well as the wake modulation can be captured by the sparsity-promoted DMD. The vortex shedding mode and the KH instability mode display wave-packet form traveling downstream. The wake modulation mode is more obvious in the streamwise velocity and shows that the modulation of the wake region is also coherent with the downstream flow structures near the pipe wall. Furthermore, from the effect of the low-frequency wake modulation mode on the time-averaged flow, the slow deformation motions of the wake region and the flapping of the downstream flow are observed.
Appendix A

Convergence studies

The time-averaged drag coefficient $\overline{C_d}$ and the time-averaged recirculation length $L_w$ behind the sphere obtained by using different meshes numbers are shown in Table 7. The value of $\overline{C_d}$ is calculated using Eq. (3). All the cases are run for at least 20 vortex shedding cycles to obtain time-averaged values. The Courant–Friedrichs–Lewy (CFL) numbers for all cases are kept below 0.4 to ensure the stability of the simulations. For each $BR$, the relative differences of $\overline{C_d}$ between different meshes are all below 1%. For $L_w$, the relative differences between different meshes for $BR < 0.7$ are below 1%. For $BR = 0.7$, 0.8 and 0.9, due to the fluctuation of the separation bubbles, there is variance in the value of $L_w$ between different meshes. However, for the two finest meshes of the two $BR$s, the relative differences lower than 5% of $L_w$ can be achieved. Further comparisons are made for the azimuthal- and time-averaged streamwise velocity $\bar{u}$ at six different streamwise locations at $x/d = 0.2, 1, 2, 3, 4, 5$ behind the sphere for each $BR$ as shown in Figure 36. For each $BR$, the velocity profiles for the two finest meshes agree well with each other. Therefore, it can be seen that sufficient grid resolutions have been achieved for Cases A4, B3, C3, D3, E3, F3, G4 and H3 and all the results presented in following sections are obtained based on these cases. A time-step sensitivity study has been done with a CFL number below 0.2 for $BR = 0.2$ using Case B3. Both the relative differences of $\overline{C_d}$ and $L_w$ are below 1%. Finally, based on Tiwari et al.\textsuperscript{61}, a time span of at least 30 vortex shedding cycles are then simulated for each $BR$ to capture the low modulation frequency of $St_m$ in the present study.

Similar to what were done in Rodríguez et al.\textsuperscript{44} and Tiwari et al.\textsuperscript{61}, the quality of the meshes can be further checked in a posteriori analysis based on the ratio between the grid size $h$ and Kolmogorov length scale $\eta$ (where $h$ is defined as $\sqrt[3]{\Delta x \Delta y \Delta z}$ of each cell). The value of $\eta$ is calculated as $\eta = (\nu^3 / \varepsilon)^{1/4}$ even though the flow is not fully developed turbulent flow. The averaged ratios for the finest meshes in Table 7 for $BR > 0.4$ in the wake region of $0 < x/d < 5$ are presented in Table 8 and the grid size of $h \sim O(\eta)$ can be achieved for each case. It is noted that the averaged value of $h/\eta$ is 0.91 for the grid in the wake region in Rodriguez et al.\textsuperscript{44}. The value of $h/\eta$ is 0.177 for the grid of the first layer near the sphere surface in Tiwari et al.\textsuperscript{61} and this value for the present study is approximately 0.03–0.1 near the sphere surface and the pipe wall. Also, it is worth mentioning that according to Pope\textsuperscript{42}, the dissipation length scales are in the range of $8 < h/\eta < 60$ with the dissipation peak at $h/\eta \sim 24$ and the grid size in the present study should fulfill the requirement to capture the dissipation spectrum. Therefore, based on these considerations, it can be concluded that the present simulations can provide satisfactory spatial resolutions for each $BR$. 

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$BR$ & $C_d$ & $L_w$ & \\
\hline
0.2 & 0.1 & 0.9 & \\
0.3 & 0.2 & 1.0 & \\
0.4 & 0.3 & 1.1 & \\
0.5 & 0.4 & 1.2 & \\
0.6 & 0.5 & 1.3 & \\
0.7 & 0.6 & 1.4 & \\
0.8 & 0.7 & 1.5 & \\
0.9 & 0.8 & 1.6 & \\
\hline
\end{tabular}
\caption{Convergence study results.}
\end{table}
Table 7 Results for grid resolution studies

<table>
<thead>
<tr>
<th>BR</th>
<th>Cases</th>
<th>No. of cells (million)</th>
<th>N_{plane}</th>
<th>N_{BL}</th>
<th>\bar{C}_d</th>
<th>L_w</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>A1</td>
<td>0.84</td>
<td>80</td>
<td>5</td>
<td>0.6969</td>
<td>1.791</td>
</tr>
<tr>
<td></td>
<td>A2</td>
<td>1.2</td>
<td>80</td>
<td>9</td>
<td>0.6932</td>
<td>1.782</td>
</tr>
<tr>
<td></td>
<td>A3</td>
<td>1.9</td>
<td>100</td>
<td>11</td>
<td>0.6917</td>
<td>1.787</td>
</tr>
<tr>
<td></td>
<td>A4</td>
<td>3</td>
<td>100</td>
<td>11</td>
<td>0.6910</td>
<td>1.798</td>
</tr>
<tr>
<td>0.2</td>
<td>B1</td>
<td>0.83</td>
<td>80</td>
<td>9</td>
<td>0.5204</td>
<td>1.73</td>
</tr>
<tr>
<td></td>
<td>B2</td>
<td>1.2</td>
<td>80</td>
<td>11</td>
<td>0.5189</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>B3</td>
<td>2.3</td>
<td>100</td>
<td>11</td>
<td>0.5192</td>
<td>1.81</td>
</tr>
<tr>
<td>0.4</td>
<td>C1</td>
<td>1.1</td>
<td>80</td>
<td>9</td>
<td>0.4140</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>2.1</td>
<td>80</td>
<td>12</td>
<td>0.4126</td>
<td>1.77</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>3.0</td>
<td>100</td>
<td>12</td>
<td>0.4131</td>
<td>1.77</td>
</tr>
<tr>
<td>0.5</td>
<td>D1</td>
<td>1.0</td>
<td>80</td>
<td>9</td>
<td>0.4294</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>1.8</td>
<td>80</td>
<td>12</td>
<td>0.4311</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>3</td>
<td>100</td>
<td>12</td>
<td>0.4303</td>
<td>1.67</td>
</tr>
<tr>
<td>0.6</td>
<td>E1</td>
<td>0.89</td>
<td>80</td>
<td>9</td>
<td>0.5331</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>E2</td>
<td>1.8</td>
<td>80</td>
<td>12</td>
<td>0.5342</td>
<td>1.66</td>
</tr>
<tr>
<td></td>
<td>E3</td>
<td>2.5</td>
<td>100</td>
<td>12</td>
<td>0.5341</td>
<td>1.66</td>
</tr>
<tr>
<td>0.7</td>
<td>F1</td>
<td>8.7</td>
<td>80</td>
<td>9</td>
<td>0.8592</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>F2</td>
<td>1.9</td>
<td>80</td>
<td>12</td>
<td>0.8673</td>
<td>1.42</td>
</tr>
<tr>
<td></td>
<td>F3</td>
<td>3.0</td>
<td>100</td>
<td>12</td>
<td>0.8687</td>
<td>1.42</td>
</tr>
<tr>
<td>0.8</td>
<td>G1</td>
<td>0.78</td>
<td>80</td>
<td>9</td>
<td>2.02</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>G2</td>
<td>1.5</td>
<td>80</td>
<td>12</td>
<td>2.0097</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>G3</td>
<td>2.2</td>
<td>100</td>
<td>12</td>
<td>2.0086</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>G4</td>
<td>3.3</td>
<td>120</td>
<td>12</td>
<td>2.006</td>
<td>1.34</td>
</tr>
<tr>
<td>0.9</td>
<td>H1</td>
<td>0.65</td>
<td>80</td>
<td>9</td>
<td>8.937</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>H2</td>
<td>1.2</td>
<td>100</td>
<td>12</td>
<td>8.89</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>H3</td>
<td>2.8</td>
<td>120</td>
<td>12</td>
<td>8.86</td>
<td>1.34</td>
</tr>
</tbody>
</table>

Figure 36 Azimuthal- and time-averaged streamwise profiles at the streamwise locations of \(x/d = 0.2, 1, 2, 3, 4, 5\) in the wake flow behind the sphere for different grid resolutions: Case 1: Solid lines; Case 2: Dashed; Case 3: Dash-dotted; Case 4: Black circles with \(BR = (a) 0.1; (b) 0.2; (c) 0.4; (d) 0.5; (e) 0.6; (f) 0.7; (g) 0.8; (h) 0.9\)

Table 8 The averaged ratios between the grids size and the Kolmogorov length scale in the wake region for the finest cases in Table 7 with \(BR = 0.4\sim0.9\)

<table>
<thead>
<tr>
<th>BR</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>(h/\eta)</td>
<td>0.445</td>
<td>0.503</td>
<td>0.667</td>
<td>0.870</td>
<td>1.087</td>
<td>1.7</td>
</tr>
</tbody>
</table>
Influence of the computational domains

The distance between the inlet and the sphere center is set to be $L_u = 5D$ in the present study. This length is larger than $5d$, which is adopted in Rodríguez et al.$^{43,44}$ and Tiwari et al.$^{61}$. Therefore, the length of $Lu = 5D$ can be sufficient even for the two largest $BR = 0.8$ and 0.9. Additional simulations for $BR = 0.8$ and 0.9 at $Re_p = 1250$ have been carried out to investigate the influence of the domain sizes. The same grid resolutions as Cases G3 and H1 in Table 7 are used because sufficiently convergent results in terms of $C_d$ can be obtained using the grid resolutions as shown in Table 7. The values of $C_d$ for different cases are shown in Table 9. The value of $Ld$ is set to be $20d$ which corresponds to $16D$ and $18D$ for $BR = 0.8$ and 0.9, respectively. It can be seen that when increasing $Lu$ from $5D$ to $10D$ and $Ld$ from $7.5D$ to $20d$, the differences of $C_d$ are within 1% and the differences of $Lw$ are within 5%. Furthermore, the centerline time-averaged streamwise velocity profiles of Cases H3 and H3L are shown in Figure 37. It can be seen that the difference in the two profiles within $r < x < 7.5D$ is negligible. As a result, it is suggested that the time-averaged hydrodynamic quantities and wake flow features are independent when further increasing the inlet and outlet lengths in Section 2.2.1 and rest of the present study. The values of $Lu = 5D$ and $Ld = 7.5D$ are sufficient to investigate the hydrodynamic forces on the sphere.

<table>
<thead>
<tr>
<th>$BR$</th>
<th>Cases</th>
<th>No. of cells (million)</th>
<th>$Lu$</th>
<th>$Ld$</th>
<th>$C_d$</th>
<th>$Lw$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>H3</td>
<td>1.9</td>
<td>$5D(6.25d)$</td>
<td>$7.5D(9.38d)$</td>
<td>2.0086</td>
<td>1.30</td>
</tr>
<tr>
<td></td>
<td>H3L</td>
<td>3</td>
<td>$10D(12.5d)$</td>
<td>$16D(20d)$</td>
<td>2.0087</td>
<td>1.297</td>
</tr>
<tr>
<td>0.9</td>
<td>G1</td>
<td>0.83</td>
<td>$5D(5.6d)$</td>
<td>$7.5D(8.33d)$</td>
<td>8.937</td>
<td>1.31</td>
</tr>
<tr>
<td></td>
<td>G1L</td>
<td>1.2</td>
<td>$10D(11.1d)$</td>
<td>$18D(20d)$</td>
<td>8.949</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Figure 37 The time-averaged streamwise velocity along the centerline of the pipe (Solid lines: H3; Dashed: H3L)
Appendix B

Sparsity-promoted dynamic mode decomposition

A brief description of the sparsity-promoted dynamic mode decomposition (SPDMD) algorithm proposed in Jovanovic et al. \cite{17} is presented here.

The aim of the algorithm is to select a subset of dynamically important DMD modes that make large contribution to the dynamical evolution of the flow. Given the DMD modes and their eigenvalues obtained by using standard DMD analysis, the reduced order representation of snapshots (8) in Section 3.4 can be reformulated in a matrix form as

\[
\mathbf{V}_1^N \approx \Phi \mathbf{D}_\alpha \mathbf{V}_{\text{and}} = [\phi_1, \phi_2, \phi_3, \ldots, \phi_N] \begin{bmatrix} \alpha_1 & \ldots & \alpha_1 \\ \vdots & \ddots & \vdots \\ \alpha_N & \ldots & \alpha_N \end{bmatrix} \begin{bmatrix} \mu_1^0 & \ldots & \mu_{K-1}^0 \\ \vdots & \ddots & \vdots \\ \mu_1^K & \ldots & \mu_{K-1}^K \end{bmatrix}
\]

where \( \mathbf{u}_i = [u(x_l,y_m,z_n,t_i)]_{L \times M \times N} \) denote a column vector gathering three velocities components at all spatial grid points \((1 \leq l \leq L, 1 \leq m \leq M, 1 \leq n \leq N)\) in the flow field at the time step of time step of \( t = t_i \) \((t_i = i \Delta t, i = 1 \sim K)\). In Eq (B1), \( \mathbf{D}_\alpha = \text{diag}(\alpha_1, \ldots, \alpha_N) \) denote the amplitudes of their corresponding DMD modes within the time span of \( T = (K - 1)\Delta t \). The amplitude of each DMD mode \( \alpha_i \) \((i = 1, 2, 3 \ldots N)\) is regarded as the measurement of its contribution to the dynamic system. \( \mathbf{V}_{\text{and}} \) denotes the Vandermonde matrix contained the temporal variations of each mode during the time span. In the sparsity-promoted dynamic mode decomposition algorithm, a penalty function \( \gamma \) is introduced and an optimization problem is solved to determine the unknown amplitudes matrix \( \mathbf{D}_\alpha \)

\[
\min_{\alpha} \|\mathbf{V}_1^N - \Phi \mathbf{D}_\alpha \mathbf{V}_{\text{and}}\|_F^2 + \gamma \sum_{i=1}^{N} |\alpha_i|
\]

\( \| \cdot \|_F \) is the Frobenius norm of a matrix. The positive parameter \( \gamma \) is a user-specified regularization parameter chosen to achieve a balance between the quality of the approximation (B1) and the number of efficient DMD modes \( N \) used in the approximation. For a large \( \gamma \), most of the element in \([\alpha_1, \ldots, \alpha_N]\) becomes 0. It means that the SPDMD algorithm removes both the modes which only influence the early stages of the time evolution and decay quickly, and the modes with small amplitudes. As a result, the DMD modes with non-zero elements in \([\alpha_1, \ldots, \alpha_N]\) which contribute the most to the dynamical evolution are kept. The convex optimization problem (B2) are solved by using the alternating direction method of multipliers (ADMM, Ghadimi et al. \cite{10}), a state-of-the-art method for solving large-scale and distributed optimization problems according to Jovanović et al. \cite{17}.

The SPDMD analysis results are presented in detail here for \( BR = 0.8 \). Similar results are also obtained for \( BR = 0.4 \) and 0.6 which are not presented in detail. The approximation loss

\[
\Pi_{\text{loss}} = 100 \sqrt{\|\mathbf{V}_1^N - \Phi \mathbf{D}_\alpha \mathbf{V}_{\text{and}}\|_F^2 / \|\mathbf{V}_1^N\|^2}
\]

for the optimal vector of amplitudes \( \alpha \) and the number of modes \( N \) retain in the approximation (B1) by applying the sparsity-promoting DMD algorithm are shown in Figure 38 (a) as a function of the user-specified penalty parameter \( \gamma \). Similar to the results reported in Jovanović et al. \cite{17}, with the increasing values of \( \gamma \), the approximation error increases and the number \( N \) decreases. Figure 38 (b) shows how the dynamical important modes are selected in the DMD frequency spectra. It can be seen that the SPDMD algorithm removes the modes with
large amplitudes.

Figure 38 (a) The approximation loss $\Pi_{\text{loss}}$ with $\gamma$; (b) the number of modes $N$ retain in Eq (B1) with $\gamma$

As suggested in Section 3.4, for $BR = 0.8$, the flow is close to turbulent state and the SPDMD method concentrates on some clusters of modes. The modes in each cluster may correspond to similar flow structures. For $N = 57$ in Figure 38 (a), the clusters of modes related the KH instability, the typical modes representing the periodically shedding small-scale flow structures and the low-frequency events as shown in Figure 29 of Section 3.4 are identified. For $N = 13$ in Figure 38 (b), the KH instability modes are removed due to their high frequency and lower contribution to the dynamics compared with the other two types of modes. For $N = 9$ in Figure 38 (c), only the low-frequency mode is kept. It worth mentioning that the finally left modes by using large $\gamma$ concentrate on extremely low frequencies, which is in consistent with the frequency spectra shown in Figure 26 (c) and may be characteristic of turbulent flow.

Figure 39 The frequency spectra of the DMD modes obtained by using the original standard DMD method (Blue circles) and the SPDMD (red crossings) with different number of modes (a) $N = 57$; (b) $N = 13$; (c) $N = 9$
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Figure 1 Computational domain and an example view of the sphere with $BR = 0.4$ and $BR = 0.8$. 
Figure 2 Computational grids. (a) YZ view at the inlet; (b) XZ view around the sphere for $BR = 0.2$ and (c) XZ view around the sphere and near the pipe wall for $BR = 0.8$
Figure 3 Time-averaged streamlines on two constant $x/d$ planes at (a) $x/d = 1$ and (b) $x/d = 7$ for $BR = 0.1$ at $Re = 250$ for the sphere subjected to a uniform flow of the present study (Left. The blue dashed lines indicate the sphere) compared with those in Tiwari et al. 61 (Right) at the same streamwise locations. The color contours denote the value of the time-averaged streamwise velocity.
Figure 4 (a) The time-averaged streamwise velocity along the centerline of the pipe at $Re_s = 300$; the pressure distributions on the sphere at (b) $Re_s = 250$; (c) $Re_s = 300$; (d) $Re_s = 350$ (solid lines: present study; red circles: experimental data in Wu and Faeth\textsuperscript{67} at $Re_s = 280$; dashed: DNS data in Tomboulides and Orszag\textsuperscript{62} at $Re_s = 200$; red diamond: Le Clair et al.\textsuperscript{25} at $Re_s = 300$; blue square: Magnaudet et al.\textsuperscript{29} at $Re_s = 300$; Dash-dotted: Bagchi et al.\textsuperscript{2} at $Re_s = 350$)
Figure 5 Instantaneous iso-surfaces of $Q = 2$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ for (a) $BR = 0.1$; (b) $BR = 0.2$; (c) $BR = 0.4$; (d) $BR = 0.5$; (e) $BR = 0.6$; (f) $BR = 0.7$; (g) $BR = 0.8$; (h) $BR = 0.9$; (i) $Re_x = 500$ reprint of Tiwari et al. 
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Figure 6 Instantaneous iso-surfaces of $Q^* = 1$ colored by the time-averaged streamwise velocity at $Re_x = 500$ for (a) $BR = 0.2$; (b) $BR = 0.4$; (c) $BR = 0.5$; (d) $BR = 0.6$; (e) $BR = 0.7$; (f) $BR = 0.8$; (g) $BR = 0.9$
Figure 7 Instantaneous iso-surfaces of $Q^* = 10$ colored by the time-averaged streamwise velocity at $Re_x = 500$ for (a) $BR = 0.8$ and (b) $BR = 0.9$. 
Figure 8 Instantaneous iso-surfaces of $Q' = 1$ colored by the time-averaged streamwise velocity at $Re_x = 500$ for (a) $BR = 0.4$; (b) $BR = 0.5$; (c) $BR = 0.6$; (d) $BR = 0.7$; (e) $BR = 0.8$; (f) $BR = 0.9$
Figure 9 Instantaneous iso-surfaces of $Q = 2$ for $BR = 0.2$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 150$; (b) $tU_s/d = 154$; (c) $tU_s/d = 158$; (d) $tU_s/d = 162$; (e) $tU_s/d = 166$; (f) $tU_s/d = 170$.
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Figure 10 Instantaneous iso-surfaces of $Q = 10$ for $BR = 0.4$ colored by the time-averaged streamwise velocity at $Re_D = 1250$ at (a) $tU_s/d = 649.52$; (b) $tU_s/d = 651.36$; (c) $tU_s/d = 653.2$; (d) $tU_s/d = 655.04$; (e) $tU_s/d = 656.88$; (f) $tU_s/d = 659.64$; (g) $tU_s/d = 661.48$; (h) $tU_s/d = 663.32$; (i) $tU_s/d = 665.16$; (j) $tU_s/d = 667$
This is the author's peer reviewed, accepted manuscript. However, the online version of record will be different from this version once it has been copyedited and typeset.

Please cite this article as DOI: 10.1063/5.0017349
Figure 11 Instantaneous iso-surfaces of $Q = 10$ for $BR = 0.6$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 508.4$; (b) $tU_s/d = 509.5$; (c) $tU_s/d = 510.6$; (d) $tU_s/d = 511.7$; (e) $tU_s/d = 512.8$; (f) $tU_s/d = 513.9$; (g) $tU_s/d = 515$; (h) $tU_s/d = 516.1$; (i) $tU_s/d = 517.2$; (j) $tU_s/d = 518.3$
Figure 12: Instantaneous iso-surfaces of $Q = 10$ for $BR = 0.8$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 258.4$; (b) $tU_s/d = 258.74$; (c) $tU_s/d = 259.08$; (d) $tU_s/d = 259.42$; (e) $tU_s/d = 259.76$; (f) $tU_s/d = 260.1$; (g) $tU_s/d = 260.44$; (h) $tU_s/d = 260.78$
Figure 13 Instantaneous iso-surfaces of $Q = 100$ for $BR = 0.8$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 258.4$; (b) $tU_s/d = 258.74$; (c) $tU_s/d = 259.08$; (d) $tU_s/d = 259.42$ in Figure 12
Figure 14 The time histories of $C_d$ for (a) $BR = 0.2$; (b) $BR = 0.4$; (c) $BR = 0.5$; (d) $BR = 0.6$; (e) $BR = 0.7$; (f) $BR = 0.8$; (g) $BR = 0.9$
Figure 15 Phase diagram $(C_d, C_l)$ for the sphere at $Re_s = 500$
Figure 16 Phase diagram \((C_n, C_l)\) for the sphere at \(Re_s = 500\)
Figure 17 Phase diagram (a) $\left(C_d, C_l \right)$ and (b) $\left(C_n, C_l \right)$ for the sphere at $Re_s = 500$ for $BR = 0.9$
Figure 18 The time histories of $C_d$ for (a) $BR = 0.4$; (b) $BR = 0.6$; (c) $BR = 0.6$; (d) $BR = 0.7$; (e) $BR = 0.8$
Figure 19 Phase diagram \((C_d, C_l)\) for the sphere at \(Re_g = 500\).
Figure 20 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.2$ at $Re_s = 490$. (black solid: $(x/d, r/d) = (1, 0.6)$; blue: $(x/d, r/d) = (2.4, 0.6)$; red: $(x/d, r/d) = (3, 0.6)$; green: $(x/d, r/d) = (5, 0.6)$; black dashed: $(x/d, r/d) = (1, 0.5)$)
Figure 21 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for \( BR = 0.4 \) at \( Re_s = 920 \). (black solid: \( (x/d, r/d) = (1,0.6) \); blue: \( (x/d, r/d) = (2.4,0.6) \); red: \( (x/d, r/d) = (3,0.6) \); green: \( (x/d, r/d) = (5,0.6) \); black dashed: \( (x/d, r/d) = (1,0.5) \))
Figure 22 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for \( BR = 0.5 \) at \( Re_s = 1093.8 \). (black solid: \((x/d, r/d) = (1, 0.6)\); blue: \((x/d, r/d) = (2.4, 0.6)\); red: \((x/d, r/d) = (3, 0.6)\); green: \((x/d, r/d) = (5, 0.6)\); black dashed: \((x/d, r/d) = (1, 0.5)\))
Figure 23 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.6$ at $Re_s = 1230$. (black solid: $(x/d, r/d) = (1, 0.6)$; blue: $(x/d, r/d) = (2.4, 0.6)$; red: $(x/d, r/d) = (3, 0.6)$; green: $(x/d, r/d) = (5, 0.6)$; black dashed: $(x/d, r/d) = (1, 0.5)$)
Figure 24 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.7$ at $Re_s = 1321$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 25 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.8$ at $Re_x = 1360$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 26 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.9$ at $Re_s = 1338.75$. (black solid: $(x/d, r/d) = (1, 0.6)$; blue: $(x/d, r/d) = (2.4, 0.6)$; red: $(x/d, r/d) = (3, 0.6)$; green: $(x/d, r/d) = (5, 0.6)$; black dashed: $(x/d, r/d) = (1, 0.5)$)
Figure 27 The spectra of the radial velocities at the streamwise locations of $x/d = 0.2 \sim 2$ spaced by $x/d = 0.2$ for $BR = 0.4$ (red); 0.5 (blue); 0.6 (green); 0.7 (black) at $Re_s = 500$
Figure 28 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.8$ at $Re_s = 500$ at the streamwise locations of $x/d = 0.2$--$5$ spaced by $x/d = 0.2$
Figure 29 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.9$ at $Re_s = 500$ at the streamwise locations of $x/D = 0.2\sim5$ spaced by $x/d = 0.2$. 
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Figure 30 The spectra of the radial velocities at the streamwise locations of $x/d = 0.2\sim 2$ spaced by $x/d = 0.2$ for $BR = 0.4$ (red); 0.5 (blue); 0.6 (green); 0.7 (black) at $Re_g = 500$
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Figure 31 The frequency spectra of the DMD modes for (a) $BR = 0.4$; (b) 0.6 and (c) 0.8 with the dominant modes denoted by the arrows (Blue circles: the modes obtained by using the original DMD method; red crossings: the modes obtained by applying sparsity-promoted algorithm)
Figure 32 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f) of the three dominant DMD modes of $BR = 0.4$: (a, b) vortex shedding mode; (c, d) KH instability mode; (e, f) low-frequency mode
Figure 33 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f) of the three dominant DMD modes of $BR = 0.6$: (a, b) vortex shedding mode; (c, d) KH instability mode; (e, f) low-frequency mode.
Figure 34 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e, g) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f, h) of the four dominant DMD modes of $BR = 0.8$: (a, b) DMD modes at $St_{DMD} = 0.74$; (c, d) DMD modes at $St_{DMD} = 0.835$; (e, f) KH instability mode; (g, h) low-frequency mode
Figure 35 The streamwise velocity of the mean flow with the superposition of the low frequency DMD mode at eight instants on the XY slice at (a) $tU_\infty/d = 579.47$; (b) $tU_\infty/d = 582.2$; (c) $tU_\infty/d = 584.93$; (d) $tU_\infty/d = 587.66$; (e) $tU_\infty/d = 590.39$; (f) $tU_\infty/d = 593.12$; (g) $tU_\infty/d = 595.85$; (h) $tU_\infty/d = 595.58$
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Figure 36 Azimuthal- and time-averaged streamwise profiles at the streamwise locations of \( x/d = 0.2, 1, 2, 3, 4, 5 \) in the wake flow behind the sphere for different grid resolutions: Case 1: Solid lines; Case 2: Dashed; Case 3: Dash-dotted; Case 4: Black circles with \( BR = (a) \ 0.1; (b) \ 0.2; (c) \ 0.4; (d) \ 0.5; (e) \ 0.6; (f) \ 0.7; (g) \ 0.8; (h) \ 0.9 \).
Figure 37 The time-averaged streamwise velocity along the centerline of the pipe (Solid lines: H3; Dashed: H3L)
Figure 38 (a) The approximation loss $\Pi_{\text{loss}}$ with $\gamma$; (b) the number of modes $N$ retain in Eq (B1) with $\gamma$
Figure 39 The frequency spectra of the DMD modes obtained by using the original standard DMD method (Blue circles) and the SPDMD (red crossings) with different number of modes (a) $N = 57$; (b) $N = 13$; (c) $N = 9$.
Figure 1 Computational domain and an example view of the sphere with $BR = 0.4$ and $BR = 0.8$. 
Figure 2 Computational grids. (a) YZ view at the inlet; (b) XZ view around the sphere for $BR = 0.2$ and (c) XZ view around the sphere and near the pipe wall for $BR = 0.8$
Figure 3 Time-averaged streamlines on two constant $x/d$ planes at (a) $x/d = 1$ and (b) $x/d = 7$ for $BR = 0.1$ at $Re_s = 250$ for the sphere subjected to a uniform flow of the present study (Left. The blue dashed lines indicate the sphere) compared with those in Tiwari et al. 61 (Right) at the same streamwise locations. The color contours denote the value of the time-averaged streamwise velocity.
Figure 4 (a) The time-averaged streamwise velocity along the centerline of the pipe at $Re_s = 300$; the pressure distributions on the sphere at (b) $Re_s = 250$; (c) $Re_s = 300$; (d) $Re_s = 350$ (solid lines: present study; red circles: experimental data in Wu and Faeth\textsuperscript{67} at $Re_s = 280$; dashed: DNS data in Tomboulides and Orszag\textsuperscript{62} at $Re_s = 200$; red diamond: Le Clair et al.\textsuperscript{25} at $Re_s = 300$; blue square: Magnaudet et al.\textsuperscript{29} at $Re_s = 300$; Dash-dotted: Bagchi et al.\textsuperscript{2} at $Re_s = 350$)
Figure 5 Instantaneous iso-surfaces of $Q = 2$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ for (a) $BR = 0.1$; (b) $BR = 0.2$; (c) $BR = 0.4$; (d) $BR = 0.5$; (e) $BR = 0.6$; (f) $BR = 0.7$; (g) $BR = 0.8$; (h) $BR = 0.9$; (i) $Re_z = 500$ reprint of Tiwari et al. \textsuperscript{61}
Figure 6 Instantaneous iso-surfaces of $Q^* = 1$ colored by the time-averaged streamwise velocity at $Re_z = 500$ for (a) $BR = 0.2$; (b) $BR = 0.4$; (c) $BR = 0.5$; (d) $BR = 0.6$; (e) $BR = 0.7$; (f) $BR = 0.8$; (g) $BR = 0.9$
Figure 7 Instantaneous iso-surfaces of $Q^* = 10$ colored by the time-averaged streamwise velocity at $Re_x = 500$ for (a) $BR = 0.8$ and (b) $BR = 0.9$
Figure 8 Instantaneous iso-surfaces of $Q^* = 1$ colored by the time-averaged streamwise velocity at $Re_{b} = 500$ for (a) $BR = 0.4$; (b) $BR = 0.5$; (c) $BR = 0.6$; (d) $BR = 0.7$; (e) $BR = 0.8$; (f) $BR = 0.9$
Figure 9 Instantaneous iso-surfaces of $Q = 2$ for $BR = 0.2$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 150$; (b) $tU_s/d = 154$; (c) $tU_s/d = 158$; (d) $tU_s/d = 162$; (e) $tU_s/d = 166$; (f) $tU_s/d = 170$
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Figure 10 Instantaneous iso-surfaces of $Q = 10$ for $BR = 0.4$ colored by the time-averaged streamwise velocity at $Re_D = 1250$ at (a) $tU_s/d = 649.52$; (b) $tU_s/d = 651.36$; (c) $tU_s/d = 653.2$; (d) $tU_s/d = 655.04$; (e) $tU_s/d = 656.88$; (f) $tU_s/d = 659.64$; (g) $tU_s/d = 661.48$; (h) $tU_s/d = 663.32$; (i) $tU_s/d = 665.16$; (j) $tU_s/d = 667$
Figure 11 Instantaneous iso-surfaces of $Q = 10$ for $BR = 0.6$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 508.4$; (b) $tU_s/d = 509.5$; (c) $tU_s/d = 510.6$; (d) $tU_s/d = 511.7$; (e) $tU_s/d = 512.8$; (f) $tU_s/d = 513.9$; (g) $tU_s/d = 515$; (h) $tU_s/d = 516.1$; (i) $tU_s/d = 517.2$; (j) $tU_s/d = 518.3$
Figure 12 Instantaneous iso-surfaces of $Q = 10$ for $BR = 0.8$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 258.4$; (b) $tU_s/d = 258.74$; (c) $tU_s/d = 259.08$; (d) $tU_s/d = 259.42$; (e) $tU_s/d = 259.76$; (f) $tU_s/d = 260.1$; (g) $tU_s/d = 260.44$; (h) $tU_s/d = 260.78$
Figure 13 Instantaneous iso-surfaces of $Q = 100$ for $BR = 0.8$ colored by the time-averaged streamwise velocity at $Re_p = 1250$ at (a) $tU_s/d = 258.4$; (b) $tU_s/d = 258.74$; (c) $tU_s/d = 259.08$; (d) $tU_s/d = 259.42$ in Figure 12
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Figure 14 The time histories of $C_d$ for (a) $BR = 0.2$; (b) $BR = 0.4$; (c) $BR = 0.5$; (d) $BR = 0.6$; (e) $BR = 0.7$; (f) $BR = 0.8$; (g) $BR = 0.9$
Figure 15 Phase diagram $(C_d, C_l)$ for the sphere at $Re_s = 500$
Figure 16 Phase diagram \((C_n, C_l)\) for the sphere at \(Re_s = 500\)
Figure 17 Phase diagram (a) $(C_d, C_l)$ and (b) $(C_n, C_l)$ for the sphere at $Re_s = 500$ for $BR = 0.9$
Figure 18 The time histories of $C_d$ for (a) $BR = 0.4$; (b) $BR = 0.6$; (c) $BR = 0.6$; (d) $BR = 0.7$; (e) $BR = 0.8$
Figure 19 Phase diagram \((C_d, C_l)\) for the sphere at \(Re_g = 500\)
Figure 20 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.2$ at $Re_s = 490$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 21 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.4$ at $Re_s = 920$. (black solid: $(x/d,r/d) = (1,0.6)$; blue: $(x/d,r/d) = (2.4,0.6)$; red: $(x/d,r/d) = (3,0.6)$; green: $(x/d,r/d) = (5,0.6)$; black dashed: $(x/d,r/d) = (1,0.5)$)
Figure 22 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.5$ at $Re_s = 1093.8$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 23 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.6$ at $Re_s = 1230$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 24 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.7$ at $Re_\theta = 1321$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 25 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.8$ at $Re_{x} = 1360$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 26 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.9$ at $Re_\theta = 1338.75$. (black solid: $(x/d, r/d) = (1,0.6)$; blue: $(x/d, r/d) = (2.4,0.6)$; red: $(x/d, r/d) = (3,0.6)$; green: $(x/d, r/d) = (5,0.6)$; black dashed: $(x/d, r/d) = (1,0.5)$)
Figure 27 The spectra of the radial velocities at the streamwise locations of $x/d = 0.2 \sim 2$ spaced by $x/d = 0.2$ for $BR = 0.4$ (red); 0.5 (blue); 0.6 (green); 0.7 (black) at $Re_s = 500$
Figure 28 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.8$ at $Re_s = 500$ at the streamwise locations of $x/d = 0.2$ to $x/d = 5$ spaced by $x/d = 0.2$. 
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Figure 29 The spectra of the (a) radial velocity; (b) azimuthal velocity and (c) streamwise velocity for $BR = 0.9$ at $Re_s = 500$ at the streamwise locations of $x/d = 0.2$–5 spaced by $x/d = 0.2$.
Figure 30 The spectra of the radial velocities at the streamwise locations of $x/d = 0.2$~$2$ spaced by $x/d = 0.2$ for $BR = 0.4$ (red); 0.5 (blue); 0.6 (green); 0.7 (black) at $Re_g = 500$
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Figure 31 The frequency spectra of the DMD modes for (a) $BR = 0.4$; (b) 0.6 and (c) 0.8 with the dominant modes denoted by the arrows (Blue circles: the modes obtained by using the original DMD method; red crossings: the modes obtained by applying sparsity-promoted algorithm)
Figure 32 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f) of the three dominant DMD modes of $BR = 0.4$: (a, b) vortex shedding mode; (c, d) KH instability mode; (e, f) low-frequency mode.
Figure 33 Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f) of the three dominant DMD modes of $BR = 0.6$: (a, b) vortex shedding mode; (c, d) KH instability mode; (e, f) low-frequency mode
Figure 34: Iso-surfaces of $u_r/U_m = \pm 0.0002$ for the radial velocity (a, c, e, g) and $u/U_m = \pm 0.0005$ for the streamwise velocity (b, d, f, h) of the four dominant DMD modes of $BR = 0.8$: (a, b) DMD modes at $St_{DMD} = 0.74$; (c, d) DMD modes at $St_{DMD} = 0.835$; (e, f) KH instability mode; (g, h) low-frequency mode.
Figure 35 The streamwise velocity of the mean flow with the superposition of the low frequency DMD mode at eight instants on the XY slice at (a) $tU_\infty/d = 579.47$; (b) $tU_\infty/d = 582.2$; (c) $tU_\infty/d = 584.93$; (d) $tU_\infty/d = 587.66$; (e) $tU_\infty/d = 590.39$; (f) $tU_\infty/d = 593.12$; (g) $tU_\infty/d = 595.85$; (h) $tU_\infty/d = 595.58$
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Figure 36 Azimuthal- and time-averaged streamwise profiles at the streamwise locations of $x/d = 0.2, 1, 2, 3, 4, 5$ in the wake flow behind the sphere for different grid resolutions: Case 1: Solid lines; Case 2: Dashed; Case 3: Dash-dotted; Case 4: Black circles with $BR = (a) 0.1; (b) 0.2; (c) 0.4; (d) 0.5; (e) 0.6; (f) 0.7; (g) 0.8; (h) 0.9$
Figure 37 The time-averaged streamwise velocity along the centerline of the pipe (Solid lines: H3; Dashed: H3L)
Figure 38 (a) The approximation loss $\Pi_{\text{loss}}$ with $\gamma$; (b) the number of modes $N$ retain in Eq (B1) with $\gamma$
Figure 39 The frequency spectra of the DMD modes obtained by using the original standard DMD method (Blue circles) and the SPDM (red crossings) with different number of modes (a) $N = 57$; (b) $N = 13$; (c) $N = 9$