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ABSTRACT

A total of six techniques are developed to model ROP for a new well. The techniques attain
coefficients or specific values from a close-by already drilled well. Using these and drilling
parameters, the proposed method predicts ROP for the new well. The techniques are mainly
developed and influenced by Bourgoyne & Young’s model, d-exponent model and MSE model.

The techniques are tested by comparison with six wells; three close-by wells from the Ormen
Lange field, and three close-by wells from the Morvin field. Thereby each well may be tested
with each technique with coefficients or values from two different close-by wells. The results
display both the actual ROP and modelled ROP plots for comparison. In order to thoroughly

assess the validity of the techniques an analysis of the results is also performed.
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1 INTRODUCTION

1.1 Background

Drilling after hydrocarbon resources generally occur deep down in the ground through various
layers of rocks. The essentials in drilling are breakage, crushing and cutting of fragments out
of the rock surface to reach deeper into the ground. Rotary drilling is the standard penetration
method for oil and gas wells. Teale [1] described rotary drilling as a combination of two actions:
cutting and indention. The rotating movement cuts the rock, simultaneously as it pushes into
the rock to indent. The work done or required energy to excavate a unit volume of rock was
introduced by Teale as specific energy or mechanical specific energy (MSE) [1]. The speed of
the drilling process is given in rate of penetration (ROP), presenting the drilling in feet drilled

per hour.

The petroleum industry is a high grossing industry, but also a high cost industry. Therefore,
there has always been a focus on cutting costs and increasing efficiency. Given the recent
unexpected drop in oil prices and the subsequent rise in uncertainty related to future price levels,
the focus on cost reduction and efficiency considerations have increased dramatically. One of
the most costly aspect of the industry is exploration and drilling, and therefore has a lot of
potential for optimization and reducing costs. Planning and predicting future drilling operations
based on controllable variables will be essential in order to realize these efficiency gains. This

may be aided by ROP modelling and analysis.

1.2 Problem formulation

Drilling operations have significant potential for optimizing and reducing costs. This thesis
aims to develop new techniques in modelling ROP more accurately, and to improve the
prediction of ROP for new wells. These techniques can be utilized to better plan and optimize

drilling expenses. This thesis is going to address issues such as:

e How field data may be used to analyze and develop ROP models for new nearby wells
e How literature documented models can be modified with the idea of coupling

operational parameters



e How d-exponent and MSE data obtained from an old well can be utilized for a new

nearby well

1.3 Objective

The objective of this thesis comprises the following:

e Literature study on bits and ROP models and methods

e Develop new techniques to model the ROP

e Test the new techniques on three wells from 6305/7 and three wells from 6506/11
e Analyze the results to identify the validity and performance of the techniques.

e Analyze the results to identify the best technique to model ROP



2 LITERATURE STUDY

2.1 Drill bits

The drill bit is the main tool of the drilling process, positioned at the end of the drill string. Its
rotation cuts and the weight on bit indents, resulting in penetration of the formation. Drilling
fluid circulates through the bit to decrease bit wear by cooling, and to help the penetration rate
by removing cuttings. There is a great selection of bits available, where rotary drilling has two
main groups of bits in which we find numerous varieties of bit designs. These are roller-cone

bits and fixed-cutter or diamond bits.

2.1.1 Bit optimization

The most important factor affecting the drilling rate is considered by the industry to be the bit
selection [6]. Importance of the drill bit in the overall drilling cost is seen in the cost equation
2.1, which expresses the significance of drill bit optimization. During the planning phase, the
primary analysis is drill bit optimization [2].

N AD

Cr (2.1)

Where Cs is drilling cost [$/ft], t: the drilling time [hr], t:: the trip time [hr], tc: the connection
time [hr], C:: the rig cost [$/hr], Cm: the downhole motor cost [$/hr], Cy: the cost of bit [hr], and
AD is the formation drilled, in [ft].

Drill bits have been continuously developed and improved since the introduction of the drill
bit. They are designed and optimized to produce low cost drilling, increase operational time of
the bit to minimize tripping, and to provide stable and safe operations. All these aspects result

in lower drilling costs, in accordance with cost equation 2.1 and minimizing drilling risks.

The selection of bit is foremost dependent on the formation type being drilled [5]. There are
many operating factors affecting the performance of the drill bit, mainly the WOB, RPM, mud

properties, hydraulic efficiency and formation properties [3][7]. The drill bit elements affecting



the drilling rate are bit diameter, bit weight, bit wear and bit hydraulic [4]. Bit selection for
specific conditions are often based on mathematical predictions from models, rule of thumb,
trial and error, or a combination of these [8]. While roller-cone bits have a more complex
geometry than diamond bits, the diamond bits have a very wide selection in bit and cutter design

[17]. The result is a much greater variation of bit performance for diamond bits [9].

2.1.2 Roller-Cone Bits

Roller-cone bits can be categorized by insert or milled tooth. Insert bits have a cutting structure
consisting of a sequence of inserts pressed into the cone. Milled tooth bits have a cutting
structure of teeth milled out of the cone. Tooth design and bearing types vary greatly for roller-
cone bits, making them applicable for several formation types. Milled tooth bits are usually
used in soft formations. Insert bits are appropriate for a wider variety of formations, including

hard formations.

Three cones and legs of similar size, connected to a pin, normally make up roller-cone bits. The
cones are mounted on each of their bearings, and able to rotate with respect to the bit body.
Connection to the drill string is provided by the pin section. Drilling fluid is pumped down the
drill string and through the nozzles of the bit. Openings by the legs provide fluid circulation,
and give the possibility to achieve high pressure jetting through the nozzles of the bit. A

representation of a typical roller-cone bit is provided below in Figure 1 [10] (with alterations).
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Nozzle
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cutter/tooth

Figure 1: Roller-cone bit (inserts) [10]

Roller-cone bits are made of steel, which requires sufficient hardenability, yield strength, heat
treatment, machinability, and impact resistance. Design of the bit has generally four focus areas:
geometry and type of cutting structure, hydraulic requirements, material selection, and
mechanical operating requirements. The bit design is chosen based on how it will operate and
in what conditions it will operate in. Operating factors influencing the bit design are primarily
weight on bit, rotary speed and hydraulics. Operating conditions such as formation, depth,
drilling fluid, and hole deviation are also important parts considered when designing a bit. The
geometry and type of cutting structure is the significant design area of the bit for providing an
efficient penetration. Wear-resistance is also important during the selection of geometry and
type of cutting structure. Cutter shape and grade is normally differentiated by its placement on
the cone for insert teeth. There is a number of available geometries, sizes and grades for cutters

to be optimized depending on the cutters location and conditions.



2.1.3 Diamond Bits

Diamond bits can be regarded as fixed-cutter bits, as the bits have no separately moving parts.
Diamond is the hardest readily available material, thus using it as material provides superior
hardness. Both rotating as one piece and using diamond material gives a long bit life. The
diamond bits are mainly used in soft to moderate formation. In hard formations, the bit has
limitations regardless of recent developments [15]. Limitations such as low ROP and high wear
is also a result for deep continental gas developments [16]. Two categories of diamond bits are
currently on the marked: Polycrystalline Diamond Compact Bits and Natural Diamond Bits.
The Polycrystalline Diamond Compact (PDC) Bit is the most common diamond bit, relatively
equal in popularity as the roller-cone bit. PDC bits uses inexpensive, fabricated diamonds. Their
long bit life and capability of maintaining a high ROP has resulted in wide popularity. Fixed-
cutters induce a shearing action more effective than the crushing of the inserts or teeth on the
cones of the roller-cone bit [11-14]. A PDC bit is designed based on four considerations:
materials, formation properties, hydraulic conditions, and mechanical parameters. There are

four different types of blade profiles for a PDC bit:

Flat profile — for hard and non-abrasive formations
Short parabolic — for hard and medium abrasive formations

Medium parabolic — for medium/hard and abrasive formations

el

Long parabolic — for soft and abrasive formations

GAUGE U GAUGE
~ SHOULDER SHOULDER

| TAPER | CONE l TAPER

CONE NOSE

< @GAUGE
SHOULDER
SHi R
OULDE \ CONE ,
NOSE
TAPER

CONE NOSE

Figure 2: PDC bit profiles [18]



Figure 2 [18] shows various PDC bit profiles, broken into five zones: cone, nose, taper,
shoulder, gauge (from center). The profile or shape of the bit is dependent on cutter placements,
cutter geometry, cutter density, hydraulics, well geometry, and formation. All elements need to
be considered to design a bit capable of high ROP and low bit wear. The shape will have a

direct influence on steerability, stability, ROP, durability, fluid circulation, and cutter density.

2.2 ROP models

The two leading drilling optimization methods are rate of penetration (ROP) and mechanical
specific energy (MSE) models. Both models optimize by considering the important variables
during the drilling operation. These variables can affect the models in a complex way. Many
ROP and MSE models have been developed and modified, with mathematically or

experimentally derived relationships among the variables. [19]

ROP models may be used to calculate formation drillability including the effects of drilling
variables. Optimizing the drilling operation by use of ROP models is managed by varying the
drilling variables to achieve the ideal drilling situation during the entire bit run. Mechanical
specific energy models may detect changes in drilling efficiency during drilling operations,
providing a tool to enhance instantaneous ROP by optimizing the drilling variables similarly as
the ROP model. [19]

2.2.1 MSE

In “The Concept of Specific Energy in Rock Drilling” [1] from 1965, Teale discusses the
fundamental problems and implications in rock working or mining operations. We can relate
this work on rock excavation to drilling. The paper focuses on the applied energy for crushing,
as this was accepted as a significant factor and there had been several attempts to relate it to
drilling [20]. Besides the work of Walker and Shaw [21], no identified work has been done on
the relationship between energy and crushing by drilling and indention. Walker and Shaw
managed to calculate the energy needed to grind different sizes of steel and rock.



Teale was certain such a relationship had to have a vital part in understanding the rock
excavating processes. The factor introduced was ‘specific energy’, work done to excavate a unit
volume of rock. In other words, the work/energy required to drill a certain amount of rock. In
order to drill a certain amount of rock, it was obvious to Teale that there had to be a theoretical

minimum energy required.

For a rotary non-percussive drilling process, Teale proposed that work is done by the thrust (F)
and torque (T) because of the indention and rotation actions. Then the total work performed
within one minute could be derived by including the rotation speed (N) and the rate of
penetration (u) to give F u + 2aN T (in.Ib). With the area of excavation or hole (A) the amount

of rock drilled is Au (in®). By dividing work with volume (Au), specific energy (e) is given as:

N

T NT
A u

e= -+

2.2)

N e

or

WOB | 120nNT

These equations are the original formulas of what has become mechanical specific energy
(MSE), a concept introduced and formulated by Teale originally as ‘specific energy’. Since
then MSE has been further researched and the model has been modified several times. MSE
can be monitored to ensure drilling efficiency by detecting when it changes [22]. An increase
in MSE results in a higher demand of work to drill and thereby a lower drilling efficiency.
Pessier and Fear [23] introduced a formulation of torque into the MSE equation in 1992.
Measurements-while-drilling (MWD) measured torque; however, the majority of field data was
given in the form of WOB, RPM and ROP measurements. Therefore a method to compute more
reliable torque values, by using a bit specific coefficient of sliding friction (L), bit diameter and
WOB was added to give:

dg WOB

T = ” (2.9)
By use of this formulation of torque, Pessier and Fear modelled MSE as:
_ 1, 1333uN
MSE = WOB (AB e ) (2.5)



2.2.2 Bourgoyne & Young

Initial drilling models proposed for drilling optimization were largely established upon limited
data and imprecise results. Bourgoyne & Young [4] introduced an ROP model that is considered
the most suitable for real-time drilling optimization and an essential optimization method as it
is based on statistical past drilling values [24]. The modeling is done by a multiple regression
analysis of the past drilling data, including effects of variables, to produce the rate of
penetration. Effects on ROP included in the model are formation strength, formation depth,
formation compaction, pressure differential (bottom hole), bit weight and diameter, rotary

speed, bit wear, and bit hydraulics.
This rate of penetration model predicts the effect of the included eight drilling variables (x;) on

the penetration rate (dD/dt). In a given formation, the modeling is done by determining the eight

constants (a;). The model is mathematically given by:
dD 8
— = exp(a; + zj:z a;x;) (2.6)

The model can also be expressed clearer, with the exponential function integrated:

ROP = fi* fo* fax fax fo* fox f7* fg (2.7)

where f;_g represents the various normalized effects on ROP [19].

Effect of formation strength or rock drillability is represented by the a; constant and x1, or

f1 = exp(2.303 a,). Constant az is proportional to the inversed natural logarithm of the squared
drillability strength parameter mentioned by Maurer [25].

Effect of formation depth (D [ft]) is denoted by the a, constant, where X2 is given by:

X, = 10000,0 — D (2.8)
f> = exp(2.303 a, (10000 — D)). Therefore in a normal compacted formation, the ROP

decreases exponentially with depth. This trend was found in Murray’s [26] micro-bit and field
data, as well as Combs’ [27] field data.



Effect of formation compaction or pore pressure is represented by the as constant and xs. The
ROP is assumed to exponentially increase with the pore pressure gradient of the formation (gp

[Ib/gal]). The effect of under-compaction on ROP was suggested by compaction theory, thus x3

is defined by equation 2.9 and f; = e2303 @2**°(9p=9),

xs = DO (g, — 9,0) (2.9)

Effect of differential pressure is represented by constant a4 and x4. It is assumed an exponential
decrease in ROP with increasing bottom-hole-pressure, based on indications from field data
[27] [28] and laboratory data [29] [30]. Therefore, the xa is given by:

X4 = D(gp - pc) (2.10)
Here p. is the ECD at the bottom of the hole [Ib/gal]. Whereas f, = e?303 34D@p=Fc),

Effect of bit diameter (d [in]) and bit weight (w [Ib]) (w/d) is expressed by constant as and Xs.

Indications from several sources [27] [31-35] assume the ROP as directly proportional to the
term (%)35. The normalized e?s*s term is equal to 1.0 for 4000 Ib/in bit. Consequently, Xs is

determined by:

a(3)
x5 = In(——mwv) (2.11)
4.0—(3)t
Drill-off tests are used to estimate threshold bit weight (%) . Bit weight exponent values
t
%_(%)t

have been reported ranging from 0.6 — 2.0. f5 = (4’0 (w) )% .

Effect of rotary speed (N) is represented by constant as and Xs. Sources [27] [31-35] indicate
that the ROP should be assumed directly proportional to N®. The normalized e?¢*s term is

equal to 1.0 for 100 RPM, giving Xs as:
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N
xe = In(55) (2.12)
Rotary speed exponent values have been reported ranging from 0.4 — 0.9 (from very hard

formations to very soft formations) [35]. The fs term is: f; = (év—o)“fi.

Effect of tooth wear (h) is represented by constant a; and x7. Tooth wear has been modeled by
various sources [31] [32] with complex terms. However, for multiple regression a simpler
approach is more suitable. Fractional worn away tooth height (h) is used to determine X7 in
equation 2.13. While f, = e~ %7*,

X, = —h (2.13)

Effect of bit hydraulics is denoted by the constant as and Xg, and based on Eckel’s [36] microbit

experiments. Eckel discovered that the ROP was proportional to Reynolds number group

(I—dq)°'5. Here p is mud density [Ib/gal], q is flow rate [gal/min], p is the apparent viscosity

[cpl, and d,, is the bit nozzle diameter [in]. Giving xs by equation 2.14.

__Pq
8 = T50 . (2.14)

Apparent viscosity is not measured regularly and therefore estimated by: p = p, + ;—’(’) .

Fj

The fs term with jet impact force (F; [Klbr]) is fg = (1000)"‘8.

2.2.3 Warren

Warren developed models to predict the rate of penetration for soft formation bits. The models
are generated from laboratory work, by combining rotary speed, bit type, bit size, rock strength
and weight on bit to calculate the rate of penetration. A large-scale drilling rig was used to
obtain experimental data. The main intention of the models is to describe the relationship
between the variables that control the rate of penetration. The initial model assumes perfect
cleaning conditions. Warren then modified his own model to account for more realistic,

imperfect cleaning conditions.
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Development of new models for soft formations was needed, as there was a lack of an adequate
existing model. Galle and Woods [37] had at the time the most commonly used model for soft
formation drilling. However, Randall and Estes [38] explains the inadequacy of that model,
where applying the model in real conditions violates an assumption of the model. Maurer’s [25]
‘perfect cleaning’ model was found not applicable in general for soft formation bits. Deviation
occurred constantly in the results from experimental data in soft-formation conditions used with

the Maurer model.

Warren presented the perfect-cleaning model in 1981 [39]. In the “Drilling Model for Soft-
Formation Bits” paper, it is described that developing the drilling model was done with
dimensional analysis and generalized response curves. A model by Wardlaw [40] was modified
to better comply with experimental data acquired from a laboratory test. The model modified

to best comply with the experimental data is given by equation 2.15.

aS?d3
NbwOB?2

ROP = ( + ) (2.15)

as?d; )
NbwoB2’®

The first term describes the maximum rate that a bit can crush rock into cuttings by (

The second term considers the applied WOB to more teeth, and as the WOB increases, the teeth
penetrate deeper into the rock. Here a, b and c are bit constants in the penetration model. The
bit constants do not need to change when the variables alter to retain adequate ROP prediction.
Extensive field tests were performed, where the model’s prediction ability was investigated by
drilling with several variable changes. The relatively small difference between predicted and
measured ROP in the tests are perhaps a result of changes in hydraulics, as there is no correction

for this in the model.

In 1987, Warren presented the imperfect cleaning model [8]. To simplify the complex modeling
required to give a good ROP prediction, Warren understood that a basic model had to be
developed first. The perfect cleaning model is this basic model, the starting point. Refining the
basic model is done by adding new terms. If the physics of the process is controlled correctly,

the new terms will not dismiss the initial model.

12



Warren explained that under steady state conditions, the cuttings removal rate from the bit is
equivalent to the rate new chips forms. This infers that the rate of penetration is affected by
cuttings generation process or cuttings removal process, or a combination of them both. As the
basic model does not account for cuttings removal, this term had to be added. To account for
cuttings removal, Warren used dimensional analysis to isolate variables consisting of the impact
force and mud properties. These were incorporated into equation 2.15 to express the imperfect
cleaning model by:

_ (2%dp’ | b cdpyery_g
ROP = (Tiopz T g + o ) (2.16)

Here Fjm is the modified impact force that removes variation in impact pressure and is given by

vy _ 0,15d}
vy - 3d$l

Fm = (1= A,”""*?)F; where 4, = and F; = 0,000516pqv,.

2.2.4 Modified Warren

Work continued in modifying Warren’s model, by adding new conditions that affect the ROP.
There are numerous actions and processes going on during drilling and resulting in penetration.
It is not likely that it would be possible to completely model the penetration process, at least
not with all inputs known. However, work continued to build on the basic model Warren started

to strengthen the model’s precision, as more quantifiable conditions are included. [8]

In 1993, Hareland and Hoberock [41] introduced a modified Warren model. It was known that
“chip hold down effects” has an important impact on the rate of penetration [42] [43]. However,
it was not included in Warren’s models. Hareland and Hoberock defined the effect with f.(P,),

given by:

f.(P,) = c. + a.(P. — 120)Pc (2.17)

Here ac, be and ¢ constants are dependent on the lithology and Pe is differential pressure [44].

This equation gave the most reasonable fit to the data tested using a varied bottom hole pressure,
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and for different lithologies. The modified equation including “chip hold down effect” resulted

as:

_ aS?dp;’ b cdpitpH
ROP = [fC(pe) (RPM*WOBZ + RPM*dbit) + Im ] (2.18)

Another essential effect missing in this equation is bit wear. It was known that bit wear impaired
the rate of penetration; however, there were no available published rate of penetration models
for dull bits. Hareland and Hoberock [41] noticed equation 2.18 experienced problems when
the bit was dull, by wear or missing teeth. Therefore, a wear term was introduced and

represented by Wys, given by equation 2.19.

Wr=1- % (2.19)

Where ABG represent the bit wear change and is given as ABG = W, Y2, WOB; * RPM *

Argpyj * Si. Here S is rock compressive strength which is a function of lithology and confining

pressure, calculated by S = S, (1 + aSPebS).

Bit wear Ws included in the ROP model gives the following final equation:

_ aS?dpi’ b cdpitppt
ROP = Wy [fC(Pe) (RPM*WOBZ + RPM*dbit) L ] (2.20)

2.2.5 Diamond bit model

Unlike the Warren and Warren modified models produced for roller-cone bits, the following
model is designed to be applied when drilling with diamond bits. The model relates the ROP to
the quantity removed by the scraping action of a diamond bit [45]. Bit types that can use the
model includes Polycrystalline Diamond Compact Bits, Natural Diamond Bits and any Geoset
Bits [9]. Useful application areas for the model are in planning drilling operations, during

drilling, drilling optimization and post drilling analysis.
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Several models have previously been developed for diamond bits. Appl and Rowley [46]
introduced one of the initial models, assuming “a plastic coulomb rock failure with Mohr circle
failure criteria” [9] back in 1968. In 1976, Peterson [47] used the equivalent blade concept and
a static loading condition to produce a model. Neither of the models were applicable in normal
drilling scenarios. A time consuming and often inaccurate model was developed by Warren and
Sinor [48] [17] in 1986-1987. The model required detailed information and was not considered

practical. No models were developed on the performance of geoset bits.

Hareland and Rampersad’s [9] diamond bit model presented here uses cutter geometries, cutter
wear, bit design parameters, formation properties and operating conditions. The principle of the
model is based on that a weight applied on the bit will cause each cutter (diamond) to penetrate
a certain depth depending on the number of cutters, cutter size and rock strength. Rotating the

bit will additionally scrape the rock away. The model developed for a Natural Diamond Bit is:

1
2

ROP = 14,14 NsRPM [(%)2 COS_l (1 _ 4’vaech) _ (Zwmech _ 4'Wrznech ) (% _ 2Wmech)]
2

Dg Ngd?mo, NgTo, (Ngdgmo)? 2 Ngmocdg

(2.21)

For a Natural Diamond Core Bit model is:

1
2

ROP = 14,14 N,RPM (VD?’”%) I(d—S)Z cos™ (1 — {tmeeh) _ (Zmech _ Wimech ) (S Pmea)|(2.22)

D3+D? 2 NgdZmo NgToc (NgdgTo)?2 2 Ngmocdg

Anomalies from the complexity in the rock bit interaction gave the need for a lithology
correction factor, COR. The factor can be calculated with lab data or a drill-off test [49], and is
given by COR = a/(RPMP x WOB®). Where a, b, and ¢ are cutter geometry correction factors.
With this correction factor the ROP can be calculated by equation 2.23 [46].

14,14 Ng RPM (Ay—Avyy,) COR
Dpit

ROP = (2.23)
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Where Av is the projected front area of each cutter and Avw is the projected worn area of a

cutter, given by 4, = (%)2 cos™t (1 — %) —Jds P — P2 (% — P) and A, =
() cos (1= ) - VAR =R (3 R).

Here P is the penetration of each cutter and Py is penetration loss due to wear of cutter, given
_ 2 (WOBmech _ TPyds _ |2Vp
by P_n:ds( SN, . )and P, = /nds

n
rotation, Vp, is calculated by V,, = C, E WOB’”“’;V R:MSM‘”’T . Where Re is introduced, the
i=1 s e

. The volume each cutter has worn down per

equivalent bit radius given by R, = % . WOBmech is mechanical WOB and is defined by

WOBmecn = WOBgppiiea — ApA, . Here WOBgppiied is the applied WOB and ApA,, is the

GPM?p

pump-off force on the bit face, where Ap is calculated by Ap = T2031(KA)?

. KA is the apparent

nozzle area of the bit.
2.2.6 Real-Time Bit Wear Model

Rashidi, Hareland and Nygaard [19] based a model on two past approaches for drilling
optimization: Mechanical specific energy (MSE) and Borgouyne and Young’s inverted ROP
model. As mentioned earlier in this paper, MSE can be used to optimize drilling variables and
ROP instantaneously during drilling. ROP models vary drilling parameters to optimize for an
entire bit run. The advantage of the ROP model is that drillability, bit wear and the effect of
changing mud weight is included, while the advantage of the MSE model is that it is applicable
in real-time. A combination of these two approaches was modified to be used for real-time bit

wear estimation.

A new model for MSE was proposed to give a relationship between drillability from the ROP

model and MSE, introduced by equation 2.24.

MSE = K, (711)1(2 (2.24)

16



Here f; is the formation drillability term in the Burgouyne and Young ROP model, and is related

to the model by equation 2.25.

. ROP
T o e farfstfor frxfa

fi (2.25)

(Depthcyrrent—Depthin) % E

Where the bit wear h in function f is altered, and given by h = .
(Depthoyt—Depthn) 8

Here DG is the dull grade value between 0-8 (IADC).

The Kj constant from equation 2.24 is used for real-time estimation of the wear function. A
normalized inversion of K is introduced to compensate for trends of Ki and bit wear against
depth, given as equation 2.26.

Norm (Ki) =1—A*hB (2.26)

1

Constant B here was obtained most accurately by regressive software. Equation for the constant
iS B =15,6392*h+ 0,4212 . The proposed model showed encouraging results with data, and

has become an important initial model for further real-time analysis [50].

2.3 Factors affecting ROP

The drilling factors can be divided into two groups as dependent and independent variables
(Barr and Brown 1983) (Ambrose 1987) (Shah 1992). The dependent variables are determined
by the drilling conditions and independent variables. Whereas the independent variables may
be controlled and changed before and during drilling [51]. A similar dividing can be to classify

by controllable and environmental variables, where also formation related factors are included

[4].
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The controllable variables are like the independent variables directly and instantly adjustable.
These include:

- Weight on bit (WOB)

- Rotations per minute (RPM)

- Bittype

- Hydraulics

The environmental variables are similarly to the dependent variables not controllable; however
also include the formation factors. Although the drilling fluid may be directly changed, it is
included as an environmental variable as it is dependent on the drilling conditions and there is

a certain fluid required for the drilling operation [4]. The environmental variables include:

- Drilling fluid
- Torque

- Formation properties

Additionally Equivalent Circulating Density (ECD) and cuttings transport affects the ROP [24].
Observations indicate that the ROP increases with decreased ECD. Ozbayoglu et al. [52]
analyzed effects of cuttings transport on drilling parameters. Efficient hole cleaning is essential

during drilling, this is controlled by a number of factors:

e Hole angle

e Fluid velocity

e Fluid properties (rheological properties and density)
e Cuttings size, shape, and concentration

e Annular size

e Rate of pipe rotation and pipe eccentricity

e Fluid flow regime (laminar or turbulent)

2.4 Principles of multiple regression

A multiple regression model is a regression model with two or more regression variables [53].
Multivariate analysis characterizes an observation factor by several variables [54]. This method

takes into account changes of several properties simultaneously. The multiple regression
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equation of Y on Xz, Xz... is commonly given by Y =bg + b1 X1 + by Xo + ... [55]. Where bo
is the intercept and by, b>... are analogues to the slope in linear regression equation, also called
regression coefficients [55]. This flexible method of data analysis can be applicable when a

quantitative variable is to be examined in relation to other factors [56].

2.5 Least square parameter

The least squares method minimizes the square sum of residual between observed output and
predicted output [57]. The least square sum is minimized to attain parameter estimates,

mathematically expressed by equation 2.27.

Q = Xitaly: — f(xi; b)]? (2.27)

Where unknown parameters of b is in the regression function f(x; ) estimated by minimizing
the squared sum deviation [57]. The x values are coefficients. Observed output is represented
by y; here, while predicted output is f(x;; b). Q is then the sum of the error squared.

2.6 Dillability d-exponent

The drillability d-exponent normalizes the ROP by removing effects of external drilling
parameters such as pressure and rock strength. This exponent increases with depth in normally
pressured formations, proportionally to the rock strength. When drilling into abnormally
pressured shale however, the exponent will decreases with depth. Here the drilling experiences
an under-compacted section, where the decreased density and increased porosity results in a
more drillable formation. If all other drilling parameters stay unchanged, the rate of penetration
will increase in this section. ROP also increases by having less pressure differential between
drilling fluid and pore pressure. These abnormal pressure zones are detected far earlier by a bit
with no wear, than a worn down bit. A dull bit may be far into the abnormally pressured zone
before the transition is detected. A projected plot of the d-exponent is in figure 3. [58] [59]
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Figure 3: D-exponent plot example [59]

Using changes of ROP values by themselves as indicator of abnormal pressure is not ideal.
Therefore, the drillability exponent is used to normalize or correct the drilling rate. This gives
a more effective indicator of pore pressure and abnormally pressured zones. The basic
drillability exponent (d) originates from work by Bingham (1965) and Jordan and Shirley
(1967) [60], and the mathematical formulation of the d-exponent is given as equation 2.28.

d — lOg(G:IngM) (228)

12 WOB
log 100 dpg

This equation tries to correct the rate of penetration for changes in WOB, RPM and hole size.
In 1971, Rehm et al. [61] produced a corrected d-exponent for changes in mud weight. The

corrected d-exponent (dc) is given by equation 2.29.

d.=d(3>) (2.29)
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Here NPP is normal pore pressure gradient, and ECD is equivalent circulating density. This
correction is universally used as it makes the exponent more sensitive to mud weight changes

and increasing pore pressure, yet it is without a thorough theoretical basis [58].

Three limitation of the drillability exponent have been expressed [58]:

- The drillability exponent requires clean shale or clean argillaceous limestone

- Large increase in mud weight results in lower values of the corrected drillability
exponent (dc)

- The corrected drillability exponent (dc) is affected by lithology, type of bit, bit wear,

poor hydraulics, unconformities, and motor or turbine runs.

2.7 Well-to-well correlation

It is already a policy to use survey data from nearby drilled wells or exploration wells in the
planning of other adjacent wells [62], although well-to-well correlation is not exact. The reason
we may do so is because the formation properties within an area generally changes only with
depth, not horizontally [63]. Most sediments deposit in layers [64]. Thereby when drilling two
vertical holes close-by, they will most likely go through the same formation properties and
pressure regimes at approximately the same depths. Correlating formations can help engineers
in designing close-by wells and help identifying drilling risks [65]. The pressure regime is

especially of importance, with respect to selecting drilling fluid design and equipment [66].
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3 ROP MODELLING

Rate of penetration modelling in this thesis is done by using multiple formulas and techniques
on relevant drilling data in order to give a good estimate of the ROP. Drilling data from the
Norwegian Sea is used to ensure realistic testing of the models. The data is processed to be
compatible with the use of Microsoft Excel. In this thesis, the modelling of ROP is based on
using coefficients or certain values from neighboring wells to predict the ROP and comparing
these with actual data. Thereby attempting to improve the ability to predict the ROP for wells
to be drilled close-by an already drilled well. These coefficients and values are attained by use

of the models and/or techniques described in this paper.

Drilling data from two fields in the Norwegian Sea is used to verify the accuracy of the models
presented in this thesis. Each field is represented by three close-by wells. The drilling data was
provided by the Norwegian Petroleum Directorate in the form of “Final Well Report” mud log
reports for each well in portable document format (PDF). With the exception of ECD, all the
pertinent data are listed for every 5-meter depth. ECD data are derived from its plotted values.
The data is processed with Nitro Pro 9 software to Microsoft Excel format. Further structural

editing of the data was required to make it compatible for processing with in Microsoft Excel.

Three of the wells are from block 6305/7, better known as part of the Ormen Lange field.
Located 120 kilometers north-west of Kristiansund, Ormen Lange is Europe’s third largest gas
field [67]. The three wells used in this thesis are from the D-template of the Shell operated
development, wells 6305/7-D-1 H, 6305/7-D-2 H and 6305/7-D-3 H. These wells were drilled
in 2010/2011 at a water depth of 853.8 m MSL, the total depth varied from 2889.8 m to 2896.1
m TVD.

The Statoil operated Morvin field is the location of the other three wells, in block 6506/11.
Morvin is a subsea satellite located 200 kilometers offshore from the approximately middle of
Norway [68]. The wells used in this thesis are 6506/11-A-1 H, 6506/11-A-2 H and 6506/11-A-
3 H, from Template A. These wells were drilled in 2009-2011 with a total depth varying 4466.3
m —4696.7 m TVD.
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Having two areas with three neighboring wells each provides several possibilities for testing
the presented methods of predicting ROP. Six wells may each undergo an ROP prediction by
each presented method with two separate sets of data by close-by wells. Including two separate

locations of well data that will increase the legitimacy of the results.

The method of implementing the techniques and models to predict rates of penetration in this
thesis is largely based on the well-to-well correlation procedure. Together with drilling data,
coefficients are used to obtain the ROP for a well. These same coefficients are then used
together with “planned” drilling data for a close-by well to predict the ROP of this well. It is
assumed the neighbor well will experience similar effects from drilling parameters on the ROP.
Several techniques are tested in this thesis to determine these coefficients. Multiple regression
technique and least square technique are both presented in this thesis to obtain coefficients (3.1
and 3.2). Both the techniques are also tested with the Bourgoyne & Young model (3.3 and 3.4).
Two models have been altered to similarly be used to correlate well-to-well. Instead of using a
selection of coefficients, a specific value is calculated based on well data and ROP. This value
is then used in the same model for a close-by well to calculate the ROP. This procedure is done
with a drillability d-exponent model (3.5) and a MSE model (3.6).

3.1 Multiple regression

Multivariate analysis characterizes an observation factor by several variables, taking into
account changes of several properties simultaneously. In this thesis, the observation factor ()
is the rate of penetration. Relevant drilling factors make up the regression variables (X1.7).
These data are processed with a regression data analysis in Microsoft Excel. From this analysis,
the required coefficients (bo-7) are computed. With these coefficients, it is possible to compute

values for the observation factor.

Relevant drilling data for each well is uploaded in each their Microsoft Excel file. The data used
for the multiple regression analysis in this thesis is RPM, flow rate, mud weight, formation
pressure, bit diameter, WOB and torque, together with the observation factor ROP. Performing
the regression data analysis in Microsoft Excel (Figure 4), ROP is input as the Y-area. The

remaining data is selected as the X-area. Depth is included only as a reference and is not selected
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as part of the analysis. The analysis then provides output data it has computed, where the

coefficients are of interest. The first value of coefficients is the intercept (bo). The following

coefficients (bi7 or “X-variable 1-7”) are to be multiplied with the regression variables

according to their order (Figure 5). ROP is modelled by equation 3.1.

Y=by+b; Xy +by Xy +b3X5+byX,+bsXs+ bgXg +b; Xy (3.1)

Where the equation becomes as equation 3.2 with Y and X1.7 assigned.

ROP = by + by RPM + b, Flowrate + bz Mudweight + b, FormationPressure +

bs BitDiameter + b WOB + b, Torque (3.2)
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Figure 4: Multiple regression data analysis (Microsoft Excel)
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Figure 5: Equation 3.1 applied in Microsoft Excel

In Microsoft Excel, equation 3.3 is used for row two of drilling data. The coefficients are listed
from cell Q18 to Q25 and are denoted by a $ sign to keep their value constant for the whole
procedure. Cell columns B, C, D, E, F, G and H contain the regression variables, varying with
depth intervals by rows. The equation computes the modelled ROP for each row by changing

the row reference number.

= $M$18 + $M$19 = B2 + $M$20 * C2 + $M$21 * D2 + $M$22 * E2 + $M$23 * F2 + $M$24
G2 + $M$25 * H2 (3.3)

This multiple regression procedure (Figure 6) is done for each well, providing each with a set
of coefficients. Each set of well coefficients is then applied in the model to produce ROP values
for the two neighboring wells. With this method, it is possible to predict ROP values of the
neighboring wells. All wells are tested with two sets of coefficients, from the two close-by
wells. This is accomplished simply by replacing the well’s own coefficients with coefficients
of a neighbor well. Equation 3.2 can be used with the replaced coefficients to predict the ROP

values for the well.
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Figure 6: Multiple regression procedure flowchart

3.2 Least square

Least square analysis minimizes the sum of error between an observed factor and a predicted
factor by estimating parameters. In this thesis the parameters are the relevant drilling variables
available while coefficients are altered to minimize the sum of error between observed and
predicted factor. The observed factor (yi) and the factor to be predicted is the rate of penetration.

With the altered coefficients, it is possible to compute the predicted ROP.

The same data used for multiple regression analysis is used in the least square analysis. Error
squared between the actual ROP and predicted ROP is conducted for each row of the set of data

(figure 7). These are then summed up to give the sum of error squared (figure 8), given by
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equation 3.4. The predicted ROP is computed by the equation 3.6, where the coefficients (bo-7)
are designed to minimize the sum of error squared. This is done by using Solver Add-inn in
Microsoft Excel, to minimize the calculated sum of error squared value, by changing the

coefficients.

Q = Xiz1[yi — f(xi; b)]? (3.4)

The equation can be expressed as equation 3.5 with yi and f(xi;b) assigned.

2
Sum of error squared = 2?:1[R0P0bserved — ROPpredicted] (3.5

Where ROPy;cqicteq 1S Modelled by equation 3.6.

ROPyredictea = bo + by RPM + b, Flowrate + bs Mudweight + b, FormationPressure +

bs BitDiameter + b WOB + b, Torque (3.6)
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Figure 7: Error squared of least square method
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Figure 9: Solver Add-inn in Microsoft Excel

When the new coefficients are computed with the Solver Add-inn (figure 9) to minimize the

sum of error squared, they are implemented in equation 3.6 to compute the ROP. This procedure

(figure 10) is tested for each of the six well data sets, with the belonging two neighboring wells’

least square coefficients.
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Figure 10: Least square procedure flowchart

3.3 Multiple Regression and Least Square with Bourgoyne & Young model

This rate of penetration model predicts the influence of seven drilling effects (x2-g) on the ROP.
In a given formation, this is done by determining eight coefficients (ai-s). The seven drilling
effects are given by equations 2.8 through 2.14. These drilling effects together with the
coefficients make up the model as equation 2.6. By computing the seven drilling effects and
then performing a multiple regression analysis, eight coefficients are achieved with one as an

intercept. Bourgoyne & Young’s model is given by equation 2.6, used with multiple regression
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technique. In the least square technique, the coefficients used in equation 2.6 are designed to

minimize the error squared between observed ROP and predicted ROP.

The drilling data available and used for the particular modelling in this thesis is depth, RPM,
flow rate, mud weight, formation pressure, bit diameter, WOB, ECD, torque and observed ROP.
Depth is converted to feet and flow rate into gallons per minute. Mud weight, formation
pressure and ECD are converted to pounds per gallon. These converted values are then ready
to be implemented in the equations to determine drilling effects x1.g, as seen in figure 11. The

natural logarithm is applied on both sides of the equation to give equation 3.7.

InROP = ay + a, * X, + az * X3+ a4 * X4+ A5 * X5+ Qg * Xg + A7 * X7+ Qg * Xg (3.7)
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Figure 11: Bourgoyne & Young's model drilling effects calculated in Microsoft Excel

With drilling data obtained from the wells it is possible to compute most of the drilling effects
(x1-8). However, alterations are necessary as not all data required was available. Drilling effects
X1-3 and Xe are calculated without alterations. Only one of the two groups of wells has sufficient
ECD values available needed to compute x4. The other group of wells have to simply discard
this effect. Effect of bit diameter and bit weight (xs) was altered to only be an effect of bit
diameter with equation 3.8. The effect of tooth wear (x7) was not available. Xg is simplified to
equation 3.9, removing the apparent viscosity and bit nozzle diameter as the data was not
available.
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Xs = dp;t (3.8)
xg = pq (3.9)

With the drilling effects computed as accurately as possible, the belonging coefficients can be
calculated. For the multiple regression method, this is done by regression data analysis, where
the X-area input is the drilling effects x1.g. Y-area is the natural logarithm of observed ROP.
The coefficients are then applied to the drilling effects of neighboring wells with equation 3.7
to predict the natural logarithm of ROP (figure 12). By applying the exponential on the natural
logarithm of ROP, the ROP is found. For the least square method, the coefficients are designed
by use of Solver Add-inn to minimize the sum of error squared found by equation 3.5. These
coefficients are also so implemented in equation 3.7 for neighboring well data, to predict the

ROP. Both overall procedures are shown in figure 13.
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885 % | pes2 132 nowe mezes|  1er27| 167,9024| 460302 -57,855 -11710,4 18 0,18232 1 13758  375,11B4687 a7l X-variabel 6 0
943 18 wee 132 N0 ses02s| 1esasz| 170,7833| 4586,61 162,133 -B583,61 18 0,19062 1 13758 2282847576 a8 X-variabel 7 0
1

13758 295,2775788

A% ey 13z noe semse| wsoor| 167,8220] 4570,21 492234 -10875,3 18 017395

Figure 12: Applying coefficients to the drilling effects to produce ROP with equation 3.7
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! BOURGOYME & YOUNG LEAST

[ BOURGOYME & YOUNG MULTIPLE SOUARE PROCESS
\ REGRESSION

A

Calculate drilling effects

.

Caleulate deilling elfecks

¢ Caleulate In ROP with
Bourgoyne & Young model
Calculate In ROP with
Bourgoyne & Young model ¢
¢ Calculate the error squared
[rata analysis: regression ¢
‘ Sum of error squarad
Input Y-area = In ROP *
Input X-area = Drilling effects
Solver Add-inn 1o minimize
¢ the sum of error squarad
Coefficients computed *
¢ Coefficients computed
Implement coefficients ina *

nieighbor well
Implement coeflicients in s
‘ neighizor well

Compute In ROF for whole

data set Compute In ROP for whele
data set

v ¢

Exp of In ROP to compute ROP

Exp of In ROP to compute ROP

Figure 13: Multiple regression and least square with Bourgoyne & Young's model procedure flowcharts
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3.4 D-exponent

The d-exponent normalizes the ROP by taking into account the effects of drillability on the
drilling parameters. This drillability d-exponent is given by equation 2.28. A corrected d-
exponent value can also be utilized, established by equation 2.29. This corrected d-exponent
requires ECD values, which are not available for all wells analyzed in this thesis. Additionally
the correction is allegedly without a thorough theoretical basis [58]. Therefore, the normal d-

exponent is further developed in this thesis to predict ROP values.

With equation 2.28 as the basis, a technique is developed in this thesis to use the d-exponents
of a close-by well to compute ROP. It is assumed that the drillability is correlative within close-
by wells. D-exponent values are calculated for a well, with the use of equation 2.28 (figure 14).
These d-exponent values are then implemented and used in the close-by wells. Equation 2.28
is developed into equation 3.10, to be able to produce ROP values from d-exponent values from

neighboring wells (figure 15). The procedure for this technique is shown in figure 16.

Equation2.28 > log (%) — d *log (IZWOB)

1000dp

> logR —1log60N =d * log (12WOB) 2> logR=d=*log (IZWOB) + log(60N) >
1000dp 1000dp
12WOB
R = 1Od*log(1000d8)+log(60N) (310)
HVIS - X & fr | =(LOG(G2/(60%C2)])/(LOG|(12%((E2/1000)/({1000%D2)})])
A B C D E F G k| J K
Depth MW SURF Bitd | WOB

1 IN  rpm in 1bf

2 [P [ % | 13430,74| | 99,73753 ={LOG(G2/(60°C2)))/(LOG{{12*({E2/1000)/(1000°D2))})

5 [BB [l i 75 11578,22 | s9,7769|| | 1,008891579

4 |BE0 |1z ] 175 18745,69 | 20,53808| | 1,365903887

L L L 13717,44 |59,74400(| | 1,045664894

e L L 13364,58 | 67,91339|| | 1,012545049

L L L 13342,52 |63,77953|| | 1,025567512

g [®B00 |1z 13 175 20223,3 | 103,248/ | 1,012667292

Figure 14: D-exponents calculated in Microsoft Excel
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Jx

=107((E2*LOG( (12*(12/1000}}/(1000%H2) | |+LOG(60%G2)

R s

a A

e

mann Arar

E F G H | J K

p |DExp MW |surf |Bitd| WOB ROP (2)

Calculated IN |[RPM | in Ibf (2) FROM D Exp Calculated (3)

(3) ke/l [(2) | (2)

(2)

0,64444912| 1,03l 39| 26l/5204,6867] |=104((E2*LOG({{12*(12/1000))/{1000*H2))}+LOG([60*G2))
_ | 100885158 1,03 40 26 6064,7833 6,375796230
| 1,385%038%9 1,03 40 26 18084081 0,149720771
| L04566485 1,03 40 26 2161,2682 1,74615845
| L,01254505 1,03 40 26 992415908 0,998217339
| L02556751 1,03 40 26 4124,0526 3,892133633

R R

Figure 15: ROP calculated by d-exponents in Microsoft Excel

| D-EXPONENT MODEL PROCESS

l'-__
i

oty

Calculate d-exponents

Implement d-exponents in a

v

neighbor well

v

Use developed maodel to
produce predicted ROP

Figure 16: D-exponent model procedure flowchart
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3.5 MSE

MSE is the work or energy required to drill a certain amount of rock. This factor was introduced
by Teale and can be expressed by equation 3.11. The MSE model is further developed in this

thesis to be able to produce ROP values.

MSE = 4 WOB + 480 RPMT (311)

1000 7 D2 1000 ROP D?

Where MSE: Mechanical specific energy [Kpsi], WOB: Weight on bit [Ibs], D: Bit diameter
[in] and T: Torque [ft-1b].

Equation 3.11 is used as the basis to develop a technique in this thesis to use MSE values from
a close-by well to compute ROP. It is assumed that the work or energy required to drill a certain
amount of rock is correlative within close-by wells. The MSE values are calculated for a well,
with the use of equation 3.11 as shown in figure 17. These MSE values are then implemented
and used in the close-by wells. Equation 3.11 is developed into equation 3.12, to be able to
produce ROP values from MSE computed values from neighboring wells as shown in figure

18. The MSE technique procedure is shown in figure 19.

4WOB + 480 RPM'T

Equation3.11 = MSE 1000 D? = o

4 WOB
480 RPMT 4 WOB 1 MSE 1000 D2 ———=
> ——— = MSE 1000 D? - —= -> — = T >
ROP b3 ROP 480 RPMT
-1
MSE 1000 p2-+W9B
ROP = Z (3.12)
480 RPMT
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HVIS - X v ﬁ; =((4*D2)/(1000%P1{)*C242))+((480%B2*E2) /(1000*F2*C2/2))
A B C D E F G
Depth r SURF Bitd WOB TRQ ;{03 MISE calculated
1 rpm in Ibf ft-1bf 1 ft/hr 1
P 3 i * 33631,98] 9580,932] 166,5682|=((4*D2)/(1000*PI()*C22))+{(480°B2*E2)/(1000*F2*C2°2))
3 |10 4 e 18878,016 9846,455| 132,5131] 2,304292724
4 [B70 + 2 13430,738 9079,39| 99,73753 2,869399343
5 |15 = 1758 11578,223 8039,427| 59,7769 27,66206189
T = 1" 18745,694 7065,845| 20,53806] 70,71639108
7 1586 Ll 175 13717 A27 7102 an7l 54 7aanal 74 FarATIAR
Figure 17: MSE calculated in Microsoft Excel
HVIS - X fr | =((480%B27E2)/(G2-((4*D2)/(1000%P1(}*C272))))/(1000*C2%2)
A B c D E F G H
Depth n SURF Bit d woe  TRQ MSE
rpm in Ibf ft-Ibf calculated
1 3 3 3 3 (1) ROP(3) from MSE(1)
2 [me dl = 33631,9799| 9580,93233_1 T 0,98158959| =((480*B2*E2)/(G2-((4*D2)/(1000*PI() *C272)}))/(1000*C2"2)
3 [ |® % 18878,0163  9846,4547] | 124125857 230,2495626
4 |&0 i = 13430,7382 9079,39007 1,7700503 162,5809968
5 |B% = 175 11578,2226 8039,42744) 2,51593732 668,8350341
5 |80 E 175 18745,6937  7065,8454 0,72806592
E A 8 13717,4371 7198,60658 2,30589862 657,2353031

Figure 18: ROP calculated by MSE in Microsoft Excel

MSE MODEL PROCESS

Calculate MSE values

v

Implement MSE values in a

neighbor well

.

Use developed model to
produce predicted ROP

Figure 19: MSE model procedure flowchart
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4 ROP MODELLING ANALYSIS

Analysis of the rate of penetration modelling done is conducted in this thesis to better evaluate
the results. Using methods within Microsoft Excel, a valid analysis of the results has been
successfully produced. The analysis focuses on how well the modelling of ROP correlates with
the actual ROP. Two analytical methods are developed in this thesis. With the collaboration of
these, it may be possible to select the preferable modelling of the ROP.

The data used in this analysis originates only from the results in this thesis. Only the values of
observed and predicted ROP, in addition to the measured depth is implemented in the analysis.
By use of statistical essentials such as average and percentages, the analysis provides a clear
overview of the results. Comparable overall results are presented, where each method has one
average result from all the wells for statistical purposes. This organization is shown in figure
20. Every well has different sets of two neighboring well coefficients applied for the different
implemented methods. These results are therefore sorted by the specific method used, and are
the analysis of that method with coefficients. In figure 20, “Multiple Regression Coefficients”
is the average analysis result of multiple regression technique with the use of coefficients from
neighboring wells applied for all wells. “Least Square Coefficients” is the same for least square
technique. Both are also presented with the inclusion of Bourgoyne and Young model as “Least
Square B&Y Coefficients” and “Multiple Regression B&Y Coefficients”. These methods are
also included where the coefficients are used on the originating well. For these results, they are
only denoted with the method name and are color-coded yellow. The remaining “D-EXP”” and
“MSE” are averaged results of drillability d-exponent model technique and MSE model

technique implemented in all wells.
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X v S| =rasssa

E F G H | J K L ] N o] P o} R 5
Multiple
Multiple Least Least Regression |Multiple
Multiple Regression |Least Sguare Least Sguare B&Y B&Y Regression
Regression |Coefficients|Square Coefficients|Square B&Y |Coefficients|D-EXP MSE Coefficients|B&Y

[ — —n
zdevia‘tion:l. U_U3143882.| 941694129 0,19702731 1,16554984 0,82982064 1,47678006 3,63173413 1,73813529 2,67140672 0,545313936 Averagedrillihg‘timel13,3145.|

% deviation]=F4/5554 0,70724%45 0,01479753 0,0875373% 0,0623228 0,11091201 0,27275756 0,13054082 0,20063318 0,04095564

Multiple
Multiple Least Least Regression |Multiple
Multiple Regression |Least Sguare Least Sguare B&Y B&Y Regression
Regression |Coefficients|Square Coefficients|Square B&Y |Coefficients|D-EXP MSE Coefficients|B&Y

:deviation: 0,786219033 6,26998571 0,4433712 5,81315276 3,03229135 8,36766666 12,3012475 5,12201525 3,08188924 1,43795292 Average drilling time = 37,6786
% deviation: 0,020866451 0,166407 0,01176718 0,15428253 0,08047779 0,22207997 0,3264782 0,13593357 0,08179411 0,03945064

»deviation  0,408828527  7,8434635 0,32019925 3,4893513 1,93105629 4,92222336 7,96649081 3,43007527 2,87664798 1,01663614 Average drilling time = 25,4967

% deviation; 0,016034535 0,30762602 0,01255843 0,13685475 0,07573735 0,193052%8 0,31245124 (,13452991 0,11282411 0,03987317

Figure 20: Analysis organization (by field)

4.1 Plot comparison

The analysis by plot comparison aims to identify how well the predicted ROP plot corresponds
to the plot of observed ROP. Producing identical plots is highly unlikely, however within a
specific margin is achievable. A method is therefore implemented to identify how much of the
predicted ROP plot retains within certain margins of the observed plot. Two appropriate

margins are selected and used to give a practical analysis.

The selected margins in this thesis are 5 % and 10 % deviation of the observed ROP plot. A
margin of 5 % is chosen as it may be considered as very close and a statistical insignificant
difference. Values within a deviation of 0 to +/- 5 % are included in this margin. A second
margin is introduced to identify plots that are still comparable, but may lack the utmost similar
values. This margin is stretched to include 0 to +/- 10 % deviation of the observed ROP plot.
Figure (21) presents an example of 5 % and 10 % deviation margins around a target plot.
Although the “ROP modelled” plot stays near the “ROP” plot, only limited parts of it manages

to plot within the margins. This demonstrates how demanding the margins selected are.
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AN SIDEQPPSETT FORMLER DATA SE GIENNOM VISNING NITRO PRO 9

slibri i sa s ==E - Septtest Stendard 1 % | Normal Darlig = Ex El 3 putosumm
= 7 B H TRl
KU- “- H-pA- === &+ Eslisammencgmidsstill ~ & - 9 o 43 £ Betinget  Formater | God Noytral ~ Sett  Slett Format .
formatering - som tabell ~ inn~ - - £ Fjern~
Skrift ) Justering IFl Tall IFl Stiler Celler
J
AY AZ BA BB BC ED BE BF BG BH BI BJ BK BL BM

— 0P —ROP -5 —ROP +5% ROP -10% ROP +10% =————ROP modeled

Figure 21: Plot showing 5% and 10% deviation limits

In order to identify the amount of a plot that is within a margin, a method is introduced. This
method gives the percentages of the plot within the margin. An increase in the percent of a plot
within the margins increases the validity of the method used to generate that plot. To attain the
percentages of the plot within the margins, equation 4.1 is created. The equation is applied on
all ROP modelled data plots. The equation generates “1” values if the ROP predicted plot is
within the given boundaries, and “0” values if not. Finding the average of the resulting values
will generate the percentage of plot within the margins, as shown in figure 23. Figure 22 shows
how equation 4.1 may be implemented for boundaries of 5 %. Equation 4.1 simply states that
if the predicted ROP is between —X % ROP and +X % ROP a value of “1” is generated, if not
“0” is generated. In figure 22 “HVIS” is used as this is the Norwegian equivalent to “IF”.

IF((ROPyreqictea) = MEDIAN ((ROP_x9,): (ROP1x01)); 150 oo (4.1)
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HVIS - X« fr | =HvIs(E2=MEDIAN(C2:E2); 1; 0)|
A B C D E F
ROP -5% ROP +5%
Mult.Reg. I
1 ft/hr 2
2 [1530 104,0354332] =B2°0,95 =B21,05 140,7875012| =HVIS{E2=MEDIAN{C2:E2); 1; 0)
3 1835 2055118113 1852382208 2157ETa0ds|  139,5119307 0
4 1540 165,026247| 1567749348 173 277sso3| 119,4466292 0
5 1545 102,9855645| o7.23828824] 108134B427]  110,7024249 0
g |1550 369,8818903| 35138779ss| 3ss37ssess|  125,3524827 0
7 1555 108,4645671]  103.0813387] 113.8877ese|  127,2050696 0
g 1580 gs,37007288| B490157483| 93838sezezl  108,3342583 0
g 1383 go,58503048  ss200787s| 7318829145|  108,1302333 0
10 |1570 6184383212 s875184051| 8483802372  115,0610628 0
11 1575 n7 nocecanel  ne cocnocanl  nnsoscancel 195 QOEAITNT il
Figure 22: Equation 4.1 applied in Microsoft Excel
HYIS - X ﬁ =GJENNOMSNITT(H2:H323)
A B C D E F G H
ROP-5%  ROP+5% IF(([rROP]_predicted
Mult.Reg. Mult.Reg. }=MEDIAN(([ROP]_(-X%) |m
1 ft/hr IF({[ROP] predi|2_H coeff. ):([ROP]_(+X%) ));1;0 3
373 63,45300535| 70,13779538|  91,69692923 ol 79,09964503 0
374/(3390 59,86719168| 66.27852788]  86,47500992 o] 69,85074282 0
375/3385 71,87335068| 7943seves|  82,01270909 o| 4874978829 0
375 2400 7058430457  77.9921261|  74,91051643 1|  41,81165447 0
377(3405 523622048 57.ETa0s34|  71,21964054 ol 70,26255209 0
373[3410 92,69356969|  102,4507576 100,347331] 1 43,8306402 of ¢
379|3415 6750334656 747184383  69,15665378 1]  3s,83316074 o| -
380 3420 28,01837284| 97.28348471|  63,35384952 ol 36,36827225 o| *
381[3425 58,81889774| 76,08289224]  66,43865751 o] 31,20426156 of ¢
352| 3430 87,20019698| 9704232288  60,13351224 ol 3552257693 o| -
383 435 86,21083005| 9528543322  62,18988333 ol  46,08050693 ol ¢
384
385 0,133507853 =GJENNOMSNITT{H2:H383)
386
387 13,35078534 % .=H385*100 %
388

Figure 23: Finding the average percentage of plot within 5/10 % of ROP in Microsoft Excel

This process is applied for all generated plots of the ROP in each well. The data is first grouped

by each well, and then wells are grouped by their field. Figure 24 presents the organization of
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data with the wells grouped together within a field. Here it is easy to view the performance of
each set of coefficients on each neighboring well. Additionally, the combined performance of
each set of coefficients and methods can be organized as shown in figure 25.

C DE F G H J K L M M Q
Wells 6305
1
|: 0,1335079 0,0706806 0,0209424 0,1649215 0,10209424 0,12565445 0,16492147
2
|: 0,1308901 0,0850052 0,0287958 0,1361257 0,11518325 0,11780105 0,13874346 0,12303¢
3
|: 0,117801 0,0680628 0,0628272 0,078534 0,07853403 0,05759162 0,08115183 0,11518:
Figure 24: Plot analysis organization (by well)
C D E F G H J K L M M o} P Q R
METHODS
COMPARED MULT.REG. LEAST SQR LS B&Y
o 0 o
0,352139 0,3795812 0,35432
0,382159 0,3795812 0,38482
Least
COEFF. 1H Mult.Reg. Square LS-B&Y D Exp
COMPARED 1_H coeff. 1 _H coeff. 1_H coeff. 1 HD-Exp
o o o] ]
0,157068 0,1937173 0,2382199 0,11518325
0,157068 0,1937173 0,2382199 0,11518325
Average: 0,078534 0,0968586 0,1151099 0,05759162
Least
COEFF. 2H Mult.Reg. Square LS-B&Y D Ex|
COMPARED 2_H coeff. 2_H coeff. 2_H coeff. 2 HI
0 o o
0,1335079 0,1536859 0,2041885 0,1
0,1335073 0,1596859 0,2041885 0,1
Average: 0,0667539 0,0798429 0,1020942 0,0
Least
COEFF. 3H Mult.Reg. Square LS-B&Y
COMPARED 3_H coeff. 3_H coeff. 3_H coeff.
o o 0
0,0457382 0,243455 0,2303665
0,0457382 0,243455 0,2303665
Average: 0,0248691 0,121728 0,1151832

Figure 25: Plot analysis organization (by coefficient set)
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Finally, all results with corresponding margins are organized by the method. Where the results
of coefficients applied in neighboring wells from the same method are combined. First within
each field as in figure 26, then all wells together as in figure 27.

HVIS - X/ Jr || S{LeeHKI0+M10+ 124K 1) /6
B C D E F G H | 1 K L M N o]
Least LeastSqua | LeastSqua | LeastSqual
1 Mult.Reg. | Mult.Reg. |Mult.Reg. |Mult.Reg. Squared |rel H red2 H |re3 H LSB&Y |LS-B&Y |I
4 ft/hr 1_H coeff.|2_H coeff.|3_H coeff. ft/hr coeff. coeff. coeff. ft/hr 1_H coeft.|:
5 [
6 |: 0,1335079 0,0706306 0,020942408 0,1649215 0,1020942| 0,125654] 0,16492
7
Least LeastSqua |LeastSqua |LeastSqual
2 Mult.Reg. | Mult.Reg. | Mult.Reg. |Mult.Reg. Squared |rel H re2 H re3_H LS BRY |LS-B&Y |
] ft/hr 1_H coeff.|2_H coeff.|3_H coeff. ft/hr coeff. coeff. coeff. ft/hr 1_H coeff. |:
]
10 |: 0,1208501 0,0890052 0,028795812 0,1361257] 0,1151832 0,1178011 0,13874 0,1230366
1
Least LeastSqua | LeastSqua | LeastSqual
3 Mult.Reg. | Mult.Reg. |[Mult.Reg. [Mult.Reg. Squared [rel H re2_ H re3 H LSB&Y |LS-B&Y |I
12 ft/hr 1_H coeff.|2_H coeff.|3_H coeff. ft/hr coeff. coeff. coeff. ft/hr 1_H coeft.|:
13
14 I: 0,117301 0,0680628 0,0628272 0,078534| 0,073534| 0,0575916 0,08115 0,1151832
15
16
COEFF. LEAST SQR MULT.RE
METHODS MULT.REG LEAST B&Y GB&Y MULT.REG
17 COMPARED MULT.REG COEFF. LEAST SQR LEAST SQR COEFF. SQR B&Y COEFF. D-EXP MSE COEFF. B&Y
18
19 Total a 0,1273997 0,056719 D.J.ZESZ?J.'={L5+M6+K10+M10+L14+K14}/5|D.J.282?23 0,1121291 0,0475567 0,079843 0,06545 0,1500873

Figure 26: Plot nalysis organization (by each field)
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C o} E F G H 1 K L M N
LEAST SQR MULT.REG
MULT.REG LEASTSQR LEASTSQR B&Y B&Y MULT.REG
6305 MULT.REG  COEFF. LEASTSQR COEFF. B&Y COEFF. D-EXP MSE COEFF. B&Y
W ——
Total average within 5%: 8,127399651 0,056719021 0,12652705 0,09947644 0,12827225 0,11212914 0,04755672 0,07984293 0,06544503 0,15008726
LEAST SQR MULT.REG
MULT.REG LEASTSOR LEASTSQR BE&Y B&Y MULT.REG
6506 MULT.REG  COEFF. LEASTSQR COEFF. B&Y COEFF. D-EXP MSE COEFF. B&Y
W —
Total average within 5%: 0,0881226J.1 0,0595?8541 0,06551724 0,07873563 0,10179667 0,05361895 0,0422993 0,0594005 0,06570881 0,11954023
TOTAL AVERAGE (5%): 0,10??6113|:(F6+F10]/2 0,09602215 0,08910604 0,11503446 0,08287405 0,04492801 0,06962171 0,06557692 0,13481374
10,78 .=F12*100 9,60 8,91 11,50 8,29 4,45 6,96 6,56 13,48 %
LEAST SQR MULT.REG
MULT.REG LEASTSOR LEASTSQR BEY BEY MULT.REG
6305 MULT.REG ~ COEFF. LEASTSQR COEFF. B&Y COEFF. D-EXP MSE COEFF. BEY

Total average within 10%: 0,26527051 0,11431065 0,2408377 0,19502618 0,2425829 0,20069808 0,09075044 0,15575916 0,12478185 0,30628272

LEAST SQR MULT.REG
MULT.REG LEASTSQR LEASTSQR B&Y B&Y MULT.REG
6506 MULT.REG ~ COEFF. LEASTSQR COEFF. B&Y COEFF. D-EXP MSE COEFF. B&Y

Total average within 10%: 0,17203065 0,12318008 0,12590342 0,15498084 0,21516277 0,10747729 0,09445938 0,11453655 0,13563218 0,23601533

TOTAL AVERAGE (10%): 0,21865058 0,11874536 0,18337056 0,17500351 0,22887233 0,15408768 0,09260491 0,13514786 0,13020702 0,27114902

Figure 27: Plot analysis organization (overall)

4.2 Time comparison

The analysis by time comparison aims to investigate how well the total drilling time of the
estimated ROP compares with the actual drilling time derived from the observed ROP. This
analysis promotes methods that might not estimate ROP plots well, but can still determine a
good overall drilling time estimate. Results of this analysis simply state the amount and
percentages of time deviation of the predicted ROP time.

ROP modelling results are given as rate of penetration in feet per hour. As the amount of feet
or depth drilled is also available, it is simple to derive the time or hours drilled by equation 4.2.
Initially all predicted ROP results are averaged for each method tested on each well, as in figure
28. These ROP values are then used in the equation 4.2 together with the depth interval for the
ROP values. As a result, predicted time for each method is revealed (figure 29).

depthgrilled (4'2)

timeariiea = — o, p
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HVIS - X & Jr =GIENNOMSNITT(E2:E323)
A B C D F G
Depth Depth
m ft Mult.Reg. Multiple Regression Mult.Reg. LeastSquar
1 ft/hr 2_H coeff. 3 H coeff. ft/hr

371|335 11072,835| 3133202105]  91,87156531 117,2427448| 381,4281195| 114,6963
372 3380 11089,2392| 557086515 102,229589 95,28272964| 311,9616059] 114,4569;
373|3385 11105,6434] 6679790036]  91,69692923 79,09964503| 230,3976693| 114,9929!
374/3390 11122,0476] 63.1233597] 86.47500992 69.85074282| 1888652718 11494701
375/3395 11138,4518] 756361681 82.01270509 4674978829 | 1244802999 1147172
3763400 11154,856| 742782153 7491051643 41 81165447| 1088538099 1147172
377/3405 11171,2602] 55.1181103]  71.21964054 70.26255209| 183.7859337| 1139208
378/3410 11187,6644] 97,5721786 100,347331 48 8806402| 97,88374201| 1188845
373/3415 11204,0686] 71.1614174] 6915665378 36.83316074| 73.18955381] 112174
380(3420 112204728 92.6509188] 6335384952 3636627225 58.82807634] 1121895
381(3425 11236,877| 72440945 6643865751 3120426156 6390101345 1121895
382(3430 11253,2812 52.42126] 60,13351224 3552257693 | 72.92728842] 1121895
383(3435 .=A383*3,28084 907480316 6218288333 46.08050693| 9893565613 1121835
384
3851905 =SUMMER(B383-B2) | 154,822405| 155.4078207|=GJENNOMSNITT(E2:E383) | 4998418515 153,51
386
387
388
388

Figure 28: Predicted ROP averaged in Microsoft Excel
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HVIS - >( v f;_ =5U52fv2

EZED,EI'DDZ. 154,8224055| 1554073207 142.?33?555. 49 95418515 155,51138] 133,3488546] 1355F
40,3688354 40,2167675 43,7878214|=5U52/¥2 40,1800861 46,8605410 46,10!

W g =
— o

i D= T ¥ B =N

=Rl

fo L Pa

Figure 29: Equation 4.2 applied in Microsoft Excel

These data are then organized with the wells grouped by their field as shown in figure 30. Here
the deviation from the actual drilling time is also computed. Further to this the combined
estimates of each method and sets of coefficients within the wells of each field are organized
as presented in figure 31. By organizing the data in such ways, it is easier to determine if the
method’s results are consistent. One method may have six results giving just a satisfactory
average result, when in fact it has five very good results and one unfortunate weak. Further

investigation may strengthen the reliability of such a method.
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HVIS X « Je| =seseis
C D E F G H 1 J K L
1
2 |wells 6305
3
LeastSquare
1 Mult.Reg. Mult.Reg. |Mult.Reg. |Mult.Reg |d LeastSquare|LeastSqu
4 Total ft ft/hr 1 _Hcoeff. |2 Hcoeff. [3_Hcoeff. |ft/hr 1 Hcoeff. |d2 Hcoe
5 6250,0002 154,8224055, 155 4078207 142,7337555] 4998418515 15551138 133,3488
& DRILLING TIME | 40,3688354| 40,21676753 43,7878214] 125,039554| 40,1899861 46,8695
7 Deviation = 0,152067853 -3,41898605| =5ES$6-16 0,17884929 -6,50070
&8
2 Mult.Reg. |Mult.Reg. |Mult.Reg |LeastSquare|LeastSquare|LeastSqu
g Total ft 1_Hcoeff. |2 Hcoeff. [3_Hcoeff. |ft/hr 1 _Hcoeff. |2_Hcoefi
10 6217,1918 141,628232| 140,7067722| 163,384368| 51,2223449| 135,636335| 158,443896
1 HOURSTO DRILL 43,8079695 44,18544824 38,0525499 121,376556 45,8372147 39,2350743
12 -0,287478708 5,84541963 -77,4785861 -1,9392452 4,65889524
13
3 Mult.Reg. |Mult.Reg. |Mult.Reg LeastSquare|LeastSquare|LeastSqu
14 1 Hcoeff. |2 Hcoeff. |3 Hcoeff. |ft/hr 1 Hcoeff. |2_Hcoefl
15 133,589359| 1344787797 169,775433| 173,804885 135,373807| 156,820003| 139,560
16 HOURS TO DRILI 46,7851649 46,47573553 36,8133369 35,9598649 46,16846 39,8546094 44,7835
17 0,309429345  9,971828 10,8252999 0,61670486 6,93055546 2,00164°
18
Figure 30: Time analysis organization (by well)
C D E F G H J K L M
METHODS
20 |COMPARED TOTALROP MULT.REG. LEAST SAR
21 430,039996 430,5933727 426,521522
22 131,05197 130,8779513 132,195661
23 0,17401849 -1,14369105
24
COEFF. 1H TOTALIH Mult.Reg. LeastSquare
25 |COMPARED ROP 1 H coeff. 1 H coeff.
26 275,217591 333,1598 315,263905
27 090,6831344 74,8658868 79,0936837
28 15,8172476 11,5894507
29 Average: 7,90862381 5,79472535
COEFF. 2H TOTAL 2H Mult.Reg. LeastSquare
30 |[COMPARED ROP 2_H coeff. 2_H coeff.
31 288,411765 316,538641 272,909143
32 87,1540003 79,7476864 91,6530596
33 7,40631388 -4,49905932
34 Average: 3,70315694 -2,24952966
COEFF. 3H TOTAL 3H Mult.Reg. LeastSquare
35 |[COMPARED ROP 3_H coeff. 3_H coeff.
36 206,450637 101,20653 273,667283
37 84,2668049 246,416109 91,1221902
38 -162,149304 -6,85538527
39 Average: -81,0746522 -3,42769263

Figure 31: Time analysis organization (by coefficient set)

46



Finally, all results are averaged by the method. Where the results of coefficients applied in
neighboring wells are combined to one average for each method. First within each field as in
figure 32, then all wells together as in figure 33. In the final results also the percentages
deviation from the actual drilling time is calculated. This gives a more realistic and comparable

evaluation of the results.

HVIS - X fr | =SH7I7+G12-1124617+H17)/6

C D E F G H J K L M N
LeastSquare
1 Mult.Reg. Mult.Reg. |Mult.Reg. [Mult.Reg d LeastSquare|LeastSquare|LeastSquare|LS B&Y
4 Total ft ft/hr 1_Hcoeff. |2_Hcoeff. |3_Hcoeff. |ft/hr 1_Hcoeff. |d2_H coeff.|3_H coeff. |ft/hr
5 6250,0002 154,8224055 155,4078207 142,7337555' 49,93413515' 155,51138 133,3488646| 1355582038 148 8(
& DRILLING TIME | 40,3688354 40,21676753 43,7878214 125,0395536  40,1839861 46,8695419  46,1056582 42,05
T Deviation = 0,152067853 | -3,41898605| -84,6707183| 0,17884929 -6,50070652 -5,7368228 -1,680!
8
2 Mult.Reg. Mult.Reg. [Mult.Reg. |Mult.Reg LeastSquare|LeastSquare|LeastSquare|LeastSquare|LS B&Y
g Total ft ft/hr 1_Hcoeff. |2_Hcoeff. |3_Hcoeff. |ft/hr 1 _Hcoeff. |2_Hcoeff. |3_Hcoeff. |ft/hr
10 6217,1918 141,628232| 140,7067722| 163,384368) 51,22234493| 135,636335] 158,443896) 138,10908| 135,11
1 HOURSTO DRILL 43,8079695 44,18544824 38,0525499 ,121,3765556 45,8372147 39,2390743 45,016532 45,99
12 -0,28?4?8?081 5,84541‘3631 1 —77,47858611 -1,9392452  4,65889524 -1,11856247 -2,097:
13
3 Mult.Reg. Mult.Reg. [Mult.Reg. |Mult.Reg LeastSquare|LeastSquare|LeastSquare|LeastSquare|LS B&Y
14 Total ft ft/hr 1_Hcoeff. |2_Hcoeff. |3_Hcoeff. |ft/hr 1_Hcoeff. |2_Hcoeff. |3_Hcoeff. |ft/hr
15 6250,0002 133,589359| 134,4737797] 169,775433| 173,804885 135,373807| 156,820009| 139,560279 122,1!
16 HOURSTO DRILL 46,7851649 46,47573553  36,8133369 35,9598649 46,16846 39,8546094 44,7835177 51,16!
17 0,309429345] 9,971828| 10,8252993| 0,61670486 6,93055546 2,00164721 -4,380
18
COEFF. LEAST SQR MULT.F
METHODS MULT.REG LEASTSQR LEASTSQR B&Y B&Y
18 |COMPARED MULT.REG COEFF. LEASTSQR COEFF. B&Y COEFF. D-EXP MSE COEFF.
20
21 Total average deviation: D.249658635|=(-H?-I?+Gla 0,91159979 4,491198284 2,72250874  4,8450791 13,0864647 4,60698631 8,764

Figure 32: Time analysis organization (by field)

47



HVIS - X v Jx

C D E F G H J K L M M 0 P Q R 5
Multiple
COEFF. Multiple Least Least |Least Regression |Multiple

6305 METHODS Multiple Regression |Least |Square Square |Square B&Y B&Y Regression
5 COMPARED Regression |Coefficients|Square [Coefficients|B&Y Coefficients|D-EXP |MSE |Coefficients|B&Y
4 6305 average deviation: ED,245653641 32,0351397 0,5116 4,49119828 2,7225 4,8450791 13,086 4,61 8,76445803 1,7891056 Average actual drilling hrs 43,6¢
5
6 % deviation: .=F4/$5%4  0,73333823 0,0209 0,10281108 0,0623 0,11091201 0,2996 0,11 0,20063318 0,0409556

Multiple
COEFF. Multiple Least Least |Least Regression |Multiple

6308 METHODS Multiple Regression |Least [Square Square |Sguare B&Y B&Y Regression
5 COMPARED Regression |Coefficients|Square [Coefficients|B&Y Coefficients|D-EXP |MSE |Coefficients|B&Y
9 6506 average deviation: E2.581554421 21,8574419 1,4546 20,325637 19,5485 27,4529755 40,358 25,4 10,2813329 4,8817354 Average actual drilling hrs .=G20
10
1 % deviation: .=F9/$559  .=G9/5559 .=H9/$5.=19/45$9  .=J9/$5$.=K9/$589  .=L9/$S.=M9/ .=N9/$588 .=09/$559
12
13 |ALL Total average deviation |=(F4+F5]f2 26,9462908 1,1831 12,4084176 6,3355 16,1490273 26,722 15 9,52289546 3,3354205 Total average 83,65
14
15 % deviation: .=F13/$5$13 0,32212848 0,0141 0,14833599 0,0757 0,19305298 0,3195 0,18 0,11384112 0,0398732
16 % =F15*100 32,21 1,41 14,83 757 19,31 31,95 17,92 11,38 3,99 %
17
18 Actual drilling hrs well 6506-1: 135,076229
19 well 6506-2: 107,136787|Average 6506 wells drilling hrs
20 well 8508-3:  128,639542|.=GJENNOMSNITT(F18:F20) Total average drilling hrs
21 well 6305-1:  40,3688354 83,651
22 well 6305-2:  43,8979695|Average 6305 wells drilling hrs
23 well 8305-3:  46,7851649( 43,6839899

Figure 33: Time analysis organization (overall)
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5 RESULTS & DISCUSSION

This part presents the results and discussion. The results are presented by plots of the modelled
ROP. The plots of the modelled ROP by use of neighboring well coefficients or values are
colored grey. In all the plots, the actual ROP plot accompanies the modelled ROP plot. This
actual ROP is considered the reference plot and colored blue. For all plots in this thesis, the y-
axis has ROP values in feet per hour and the x-axis represents depth in meters. Interpreting the
coefficients by themselves is determined unnecessary, because there is limited correlation
between the sets of coefficients within the same field area. If anything, the coefficient sets differ
vastly from each other. The hypothesis is however that the coefficient sets will be applicable in
the close-by wells.

Sections 5.1-5.4 are results derived from obtaining and implementing coefficients from
neighboring wells to determine a prediction for the ROP. The resulting ROP prediction by use
of these coefficients are available on the following pages. The first resulting plots are from
testing the coefficients in their originating well. These modelled ROP plots are colored orange.
Further on the main results are displayed, where the coefficients are implemented for their

neighboring wells.

Sections 5.5 and 5.6 are the results from application of specific values from neighboring wells
to determine a prediction for the ROP. These specific values are first compared with the
corresponding values in the well they are to be used in. The hypothesis is that these close-by
wells will have correlating values. The resulting ROP predictions by use of the specific
neighboring values are then calculated. Also here the modelled ROP plot is colored grey, while

the actual ROP is colored blue.

Outcomes from the analysis of the results are presented in sections 5.7 and 5.8. Both plot
compared and time compared analysis of the results are displayed in percentages. This provides
relatable and comparable results for determining the validity of the different methods. Analysis
of the results from each method from each well applied on each of its neighboring wells is

provided.
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5.1 Multiple Regression

The results from using the multiple regression technique are available in this section. Calculated

coefficients of each of the six wells are presented in tables 1 to 6.

6305-7-D-1 |Coefficients 6305-7-D-2 |Coefficients 6305-7-D-3 |Coefficients
Intercept -87,8750911] |Intercept 18,2763422| |Intercept 2288,2085
X-variabel 1| -0,2997981| (X-variabel 1(-0,65968705| (X-variabel 1|-3,23373879|
X-variabel 2| 0,02531424| |X-variabel 2|-0,00296188| |X-variabel 2| 0,05697566
X-variabel 3| -82,0078713| |X-variabel 3| 168,446659| |X-variabel 3|-1095,01162
X-variabel 4| 315,856596| |X-variabel 4| 86,3563993| |X-variabel 4| 448,861118
X-variabel 5| -5,0084196| |X-variabel 5| 0,38438467| |X-variabel5|-52,8164771
X-variabel 6| 0,00121308| |X-variabel 6| 0,00205784] |X-variabel 6| 0,00323162
X-variabel 7| -0,00305867| |X-variabel 7| -0,01081484| |X-variabel 7| -0,03220143
1 2 3
6506-11-A-1 |Coefficients| |6506-11-A-2 |Coeffiscents| |6506-11-A-3 |Coefficients
Intercept 670,362834] |Intercept -789,452774] |Intercept -6,35211543
X-variabel 1| 0,76194104| |X-variabel 1| 0,31511465| |X-variabel 1| 0,02780985
X-variabel 2| -0,00792429| |X-variabel 2| 0,10800635| |X-variabel 2| 0,06638021
X-variabel 3| -241,033258| |X-variabel 3| 71,970428| |X-variabel 3|-212,639471
X-variabel 4 110,6011| |X-variabel 4| 272,192212| |X-variabel 4| 278,840407
X-variabel 5| -14,1680233| |X-variabel 5| 3,45475488| |X-variabel 5 |-7,76867542
X-variabel 6| -0,00147219] |X-variabel 6| -0,00254154| |X-variabel 6| -0,00140094
X-variabel 7| -0,0096805| |X-variabel 7| 0,00341641] |X-variabel 7| 0,00183274
4 5 6
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Figures 34 to 39 show the resulting ROP plots from implementing the coefficients in their

originating well. The Ormen Lange wells are presented in figures 34 through 36. Overall the

method seems to compute the ROP well. Well 6305/7-D-1 is clearly the most accurate, while

well 6305/7-D-3 appear to poorly compare in several sections of its plot.

-7-D-1

6305

SSPE
ocre
SBEE
0SEE
STEE
08ZE
StZe
oTee
SLTE
orTE
S0TE
0L0€
SE0E
000€
S96¢C
0E6T
S68¢C
098¢
S8BT
06LC
SSLT
0¢Le
S89¢T
059¢
ST19¢
08S¢T
SPSE
L1} Ay
SLvE
ovre
Sore
0LET
SEET
00€T
S9¢¢
0gee
S6TC
09TZ
SCTC
060¢
S50¢T
020¢
S86T
0sS6T
ST6T
088T
SP8T
018T
SLLT
orLT
SOLT
0/9T
SE9T
009T
S9ST
0eST

s ROP s ROP modlelled

ft/hr

ft/hr

Figure 34: Multiple regression method in well 6305/7-D-1
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Figure 35: Multiple regression method in well 6305/7-D-2
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Figure 36: Multiple regression method in well 6305/7-D-3
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Figures 37 to 39 are the Morvin field wells. Like the Ormen Lange wells, the method models
the ROP fairly well. Results vary also here between the wells. Wells 6506/11-A-1 and 6506/11-
A-3 appear as the most accurate, and do very well in computing the ROP. Well 6506/11-A-2

result is noticeably poorer, but the plots seem to correlate well in some sections.

A-1

6506-11-

e ROP s ROP modlelled

ft/nr

Figure 37: Multiple regression method in well 6506/11-A-1

-11-A-2
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Figure 38: Multiple regression method in well 6506/11-A-2

6506-11-A-3

e ROP s ROP modlelled

ft/hr

Figure 39: Multiple regression method in well 6506/11-A-3
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The following plots are those of most interest for this thesis. Shown here is the plotted results
of ROP predicted by coefficients applied from close-by wells. The Ormen Lange wells are first
presented. Well 6305/7-D-1 plots are shown in figures 40 and 41. Figure 40 has the predicted
ROP by use of coefficients from well 6305/7-D-2. The predicted ROP here seems relatively
well modelled, although it deviates in a few sections. In figure 41, the ROP is modelled by
coefficients from well 6305/7-D-3. Here the ROP clearly looks poorly modelled. The predicted
plot is parallel with the actual ROP in most of the plot, but deviates significantly.

6305-7-D-1 with coefficients from 6305-7-D-2
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e ROP  =====ROP modelled
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Figure 40: Multiple regression - 6305/7-D-1 with coefficients from 6305/7-D-2

6305-7-D-1 with coefficients from 6305-7-D-3

e ROP s ROP modlelled
ft/hr 3_H coeff.

Figure 41: Multiple regression - 6305/7-D-1 with coefficients from 6305/7-D-3
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Well 6305/7-D-2 with coefficients applied from neighboring wells is presented in figures 42
and 43. Figure 42 show the plot of ROP predicted by well 6305/7-D-1 coefficients. Well
6305/7-D-1 coefficients appear to produce a good ROP prediction plot. The modelled ROP plot
deviates to some degree over large parts, but appears to stay parallel with the actual ROP. ROP
modelled by well 6305/7-D-3 coefficients is displayed in figure 43. Again, coefficients from
well 6305/7-D-3 produces a clearly deviating ROP prediction. Similar is the large deviation
over the same area, as well as managing to maintain parallel with the actual ROP in large

sections.

6305-7-D-2 with coefficients from 6305-7-D-1

=== ROP  ===ROP modelled
fi/hr 1 H coeff.

Figure 42: Multiple regression - 6305/7-D-2 with coefficients from 6305/7-D-1

6305-7-D-2 with coefficients from 6305-7-D-3
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Figure 43: Multiple regression - 6305/7-D-2 with coefficients from 6305/7-D-3
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Figures 44 and 45 presents well 6305/7-D-3 with coefficients applied from neighboring wells.
Coefficients from well 6305/7-D-1 is used to model the ROP in figure 44. In figure 45, the ROP
is modelled with coefficients from well 6305/7-D-2. In both figures, the ROP looks poorly

modelled and they deviate similarly.

6305-7-D-3 with coefficients from 6305-7-D-1

500

300

100

WMWONoVNOoONoOMOoONoNoNoNOoVNONONONONONOWONOWOWOWOWOWYOoY

EENATX NN O NOTAARANRL2RN T RANNYEI NI aNRARI0QDQ
N OOWORNKMIUEONDDNO O oA =N T NN OOMMMRRONOOOOOQOdednNMNMM T
H e EH AT A A A A A N NANANNANNANANANNAN NN SN oMM oM

s ROP s ROP Mol
ftfhr 1 Hcoeff.
Figure 44: Multiple regression - 6305/7-D-3 with coefficients from 6305/7-D-1
6305-7-D-3 with coefficients from 6305-7-D-2
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Figure 45: Multiple regression - 6305/7-D-3 with coefficients from 6305/7-D-2
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The following figures show plots from the Morvin field wells. ROP plots of well 6506/11-A-1
with neighboring coefficients applied are displayed in figures 46 and 47. Figure 46 plots ROP
modelled by well 6506/11-A-2 coefficients. In figure 47, the ROP is modelled by well 6506/11-
A-3 coefficients. The results appear similar for both sets of coefficients, both in deviation and
form. However, the coefficients from well 6506/11-A-3 seem to give better results. The

predicting plots show weakness particularly around 2200 to 3200 meters depth.

6506-11-A-1 with coefficients from 6506-11-A-2

e ROP  ====ROP modelled
ft/hr 2_H coeff.

Figure 46: Multiple regression - 6506/11-A-1 with coefficients from 6506/11-A-2

6506-11-A-1 with coefficients from 6506-11-A-3

e ROP e ROP modielled
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Figure 47: Multiple regression - 6506/11-A-1 with coefficients from 6506/11-A-3
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Well 6305/7-D-2 with coefficients applied from neighboring wells is presented in figures 48
and 49. Figure 48 shows the plot of the ROP predicted by well 6506/11-A-1 coefficients. The
plot of the ROP predicted by well 6506/11-A-3 coefficients is displayed in figure 49. Both plots
provide similar looking results. The vast deviations are around 2300 to 3600 meters and from
5200 meters depths. ROP prediction by coefficients from well 6506/11-A-3 provides seemingly
better results than from well 6506/11-A-1. The deviation from the reference plot looks lesser,

and parts of the plots appear impressively correlative.
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Figure 48: Multiple regression - 6506/11-A-2 with coefficients from 6506/11-A-1
6506-11-A-2 with coefficients from 6506-11-A-3
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Figure 49: Multiple regression - 6506/11-A-2 with coefficients from 6506/11-A-3

57



To complete the results of the multiple regression technique in this thesis are the 6506/11-A-3
plots of modelled ROP from coefficients of close-by wells shown below. Figure 50 shows the
ROP predicted from well 6506/11-A-1 coefficients. The overall plot appears very good and
only has a few places where the plot deviates noticeably. Impressively, the plot of ROP
predicted by well 6506/11-A-2 coefficients in figure 51 seems even better. This plot looks
correlative to the actual ROP, with very small areas of minor deviation.

6506-11-A-3 with coefficients from 6506-11-A-1
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Figure 50: Multiple regression - 6506/11-A-3 with coefficients from 6506/11-A-1
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Figure 51: Multiple regression - 6506/11-A-3 with coefficients from 6506/11-A-2
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5.2 Least Square

The results from using the least square technique are available in this section. Calculated

coefficients of each of the six wells are presented in tables 7 to 12.

6305-7-D-1 Coefficients 6305-7-D-2 Coefficients 6305-7-D-3 Coefficients
Intercept 0| [|Intercept 0| Intercept 0
X-variabel 1 0| |X-variabel 1 0| |X-variabel 1 0
X-variabel 2 0,01531515| |X-variabel2 0,02782357| |X-variabel 2 0
X-variabel 3 0| |X-variabel 3 0| X-variabel 3 0
X-variabel 4 74,55941| |X-variabel 4 0| |X-variabel4 113,612045
X-variabel 5 0| |X-variabel 5 0,19918447| |X-variabel5 0
X-variabel 6 0| [X-variabel6 0,0006707| |X-variabel 6 0
X-variabel 7 0] |X-variabel 7 0| |X-variabel 7 0
9
6506-11-A-1 Coefficients| [6506-11-A-2 Coefficients| |6506-11-A-3 Coefficients
Intercept 1,12082582| |Intercept 0| |Intercept 0
X-variabel 1 0,25031291| |X-variabel 1 0| |X-variabel 1 0
X-variabel 2 4,3756E-05| |X-variabel 2 0| |X-variabel2 0,0119807
X-variabel 3 0| ([X-variabel 3 0| |X-variabel 3 0
X-variabel 4 35,3949705| |(X-variabel4 116,425757| |[X-variabel4 57,3868209
X-variabel 5 1,99406704| |X-variabel 5 0| |X-variabel 5 0
X-variabel 6 0| |X-variabel 6 0| [X-variabel 6 0
X-variabel 7 0| |X-variabel 7 0| |X-variabel 7 0
10 11 12
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Figures 52 to 57 show resulting ROP plots from implementing the coefficients in their
originating well. The Ormen Lange wells are presented in figures 52 to 54. Wells 6305/7-D-1
and 6305/7-D-2 appears to have good results, where maybe the most accurate results are found
with well 6305/7-D-1. Well 6305/7-D-3 results seems to suffer from having a large variation in
the actual ROP. As the least square attempts to minimize the difference between the actual and
predicted values, often a levelled prediction is computed. Especially when the actual values

varies vastly.
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Figure 52: Least square method in well 6305/7-D-1
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Figure 53: Least square method in well 6305/7-D-2
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Figure 54: Least square method in well 6305/7-D-3
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Figures 55 to 57 are the Morvin field wells. The results for the Morvin field wells appears not

as good as in the Ormen Lange field wells. All the wells here compute good-looking results for

most of the first 2000 meters. Well 6506/11-A-1 seems to correlates particularly well with its

modelled ROP in this area. As all the predicted plots then maintain fairly levelled, the varying

actual ROP values results in clear deviations.
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Figure 55: Least square method in well 6506/11-A-1
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Figure 56: Least square method in well 6506/11-A-2
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Figure 57: Least square method in well 6506/11-A-3
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On the following pages, the plotted results of ROP predicted by coefficients applied from close-
by wells are shown. The Ormen Lange wells are first presented. Well 6305/7-D-1 plots are
shown in figures 58 and 59. Figure 58 has the predicted ROP by use of coefficients from well
6305/7-D-2. In figure 59, the ROP is modelled by coefficients from well 6305/7-D-3. Both
modelled plots appear like adequate results. Well 6305/7-D-3 plots better around the middle of
the plot, while well 6305/7-D-2 coefficients correlates better to the actual ROP at the end.

6305-7-D-1 with coefficients from 6305-7-D-2
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Figure 58: Least square - 6305/7-D-1 with coefficients from 6305/7-D-2
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Figure 59: Least square - 6305/7-D-1 with coefficients from 6305/7-D-3
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Well 6305/7-D-2 with coefficients applied from neighboring wells is presented in figures 60
and 61. Figure 60 shows the plot of ROP predicted by well 6305/7-D-1 coefficients. This plot
manages to stay in proximity of the actual values, but does not look ideal. ROP modelled by
well 6305/7-D-3 coefficients is displayed in figure 61. This plot appears to correlate very well

for the most parts.
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Figure 60: Least square - 6305/7-D-2 with coefficients from 6305/7-D-1
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Figure 61: Least square - 6305/7-D-2 with coefficients from 6305/7-D-3
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Figures 62 and 63 presents well 6305/7-D-3 with coefficients applied from neighboring wells.
Coefficients from well 6305/7-D-1 are used to model ROP as shown in figure 62. In figure 63,
ROP is modelled with coefficients from well 6305/7-D-2. In both figures, the ROP does not
look well modelled and they deviate similarly. The coefficients from the neighboring wells
produce similar results as the coefficients from the well, seen in figure 54. They are not very

different from the results from the multiple regression technique in figures 62 and 63.

6305-7-D-3 with coefficients from 6305-7-D-1
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Figure 62: Least square - 6305/7-D-3 with coefficients from 6305/7-D-1

6305-7-D-3 with coefficients from 6305-7-D-2
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Figure 63: Least square - 6305/7-D-3 with coefficients from 6305/7-D-2
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The following figures are plots from the Morvin field wells. ROP plots of well 6506/11-A-1
with neighboring coefficients applied are displayed in figures 64 and 65. Figure 64 plots the
ROP modelled by well 6506/11-A-2 coefficients. This plot appears initially good, but deviates
more with depth. In figure 65, the ROP is modelled by well 6506/11-A-3 coefficients. The
modelled ROP plot by the well’s own coefficients is also included here. It shows how closely
the predicted ROP plots are, and thereby how correlative the use of coefficients can be. Even
though the coefficients by themselves are not comparable.

6506-11-A-1 with coefficients from 6506-11-A-2

Figure 64: Least square - 6506/11-A-1 with coefficients from 6506/11-A-2
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Figure 65: Least square - 6506/11-A-1 with coefficients from 6506/11-A-3
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Well 6506/11-A-2 with coefficients applied from neighboring wells is presented in figures 66
and 67. Figure 66 show the plot of ROP predicted by well 6506/11-A-1 coefficients. Plot of
ROP predicted by well 6506/11-A-3 coefficients is displayed in figure 67. Both of these wells
also have the plot by coefficients originating from the actual wells. In these wells, the coefficient
sets appear to produce almost identical plots. The result of the plots seems on the other hand
only adequate. There is an especially large deviation in the middle of the plot, where the actual
ROP experienced high values.

6506-11-A-2 with coefficients from 6506-11-A-1
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Figure 66: Least square - 6506/11-A-2 with coefficients from 6506/11-A-1
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Figure 67: Least square - 6506/11-A-2 with coefficients from 6506/11-A-3
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To complete the results from the least square technique in this thesis is the 6506/11-A-3 plots
of modelled ROP from coefficients of close-by wells. Figure 68 shows the ROP predicted from
well 6506/11-A-1 coefficients. This plot looks fairly level and stays in proximity of the actual
plot in the first half of the plot. The last half of the plot has significant deviations of the results.
ROP predicted from well 6506/11-A-2 coefficients in figure 69 appears to show better results.
This plot manages to correlate quite well until it deviates vastly towards the end of the plot.
Actual ROP values vary frequently and by large values, making it challenging to evaluate the

predicted plot.
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Figure 68: Least square - 6506/11-A-3 with coefficients from 6506/11-A-1
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Figure 69: Least square - 6506/11-A-3 with coefficients from 6506/11-A-2
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5.3 Multiple Regression with Bourgoyne & Young’'s Model

The results from using the multiple regression technique with Bourgoyne and Young’s model
are available in this section. Calculated coefficients of each of the six wells are presented in
tables 13 to 18. These coefficients are the first sets to be close to comparable. Still, the main
reason why all sets within each field have zero for the same coefficients is that the values they

are to interact with are constant.

6305-7-D-1 |Coefficients 6305-7-D-2 |Coefficients 6305-7-D-3 |Coefficients
Intercept 1,04726151| |Intercept 4,69687645| |Intercept 8,01596241
X-variabel 1| 0,00040102| |X-variabel 1| 0,00020906| |X-variabel1l| 0,0004574
X-variabel 2| 0,00251851| |X-variabel 2| 0,00040947| |X-variabel2| 0,00047156
X-variabel 3| -0,00012836| |X-variabel 3| -1,6252E-05| |X-variabel 3| 4,857E-06
X-variabel 4| -0,03233096| |X-variabel 4| 0,00362551| |(X-variabel 4|-0,20741642
X-variabel 5 0,038008| |(X-variabel 5 0,519272| (X-variabel 5| -0,98914419|
X-variabel 6 0] ([X-variabel 6 0| [X-variabel 6 0
X-variabel 7| 6,4984E-05| |X-variabel 7| -6,7247E-05| |X-variabel 7| -7,3597E-05
13 14 15
6506-11-A-1 |Coefficients| |6506-11-A-2|Coefficients| |6506-11-A-3 |Coefficients
Intercept 7,66199056| |Intercept 5,70009583| |Intercept 6,79545902
X-variabel 1| 0,00032889| |X-variabel 1| 5,1787E-05| |X-variabel 1| 0,00034113
X-variabel 2| 0,00040226| |X-variabel2| 0,0002469| |X-variabel2| 0,00057759|
X-variabel 3 0] ([X-variabel 3 0] [X-variabel 3 0
X-variabel 4| -0,17022179| |X-variabel 4| -0,06616008| |X-variabel 4| -0,14899919|
X-variabel 5| 0,24352929| |X-variabel 5| 0,58949979| |(X-variabel 5| 1,17436476
X-variabel 6 0| |X-variabel 6 0| |X-variabel 6 0
X-variabel 7| -9,9799E-05| |X-variabel 7| -4,6391E-05| |X-variabel 7| -8,8636E-05
16 17 18
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Figures 70 to 75 show the resulting ROP plots from implementing the coefficients in their

originating well. The Ormen Lange wells are presented in figures 70 to 72. Wells 6305/7-D-1

and 6305/7-D-2 appear to give good results as in the plain multiple regression method. In well

6305/7-D -3 however, the coefficients seem to correlate far better with the actual ROP.
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Figure 70: Multiple regression with Bourgoyne & Young's model in well 6305/7-D-1
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Figure 71: Multiple regression with Bourgoyne & Young's model in well 6305/7-D-2
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Figure 72: Multiple regression with Bourgoyne & Young's model in well 6305/7-D-3
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Figures 73 to 75 are the Morvin field wells. Well 6506/11-A-2 is the only plot that noticeably

seem to improve compared to the plain multiple regression results. Still, all the results appear

to model the ROP very well.
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Figure 73: Multiple regression with Bourgoyne & Young's model in well 6506/11-A-1
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Figure 74: Multiple regression with Bourgoyne & Young's model in well 6506/11-A-2
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Figure 75: Multiple regression with Bourgoyne & Young's model in well 6506/11-A-3
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Shown here are the plotted results of the ROP predicted by coefficients applied from close-by
wells. The Ormen Lange wells are first presented. Well 6305/7-D-1 plots are shown in figures
76 and 77. Figure 76 has the predicted ROP by use of coefficients from well 6305/7-D-2. In
figure 77, the ROP is modelled by coefficients from well 6305/7-D-3. The ROP predicted by
coefficients from well 6305/7-D-3 appears to have massive improvements by using the
Bourgoyne & Young’s model in computing coefficients with multiple regression. See figure 41

for reference.

6305-7-D-1 with coefficients from 6305-7-D-2
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Figure 76: Multiple regression with Bourgoyne & Young's model - 6305/7-D-1 with coefficients from 6305/7-D-2

6305-7-D-1 with coefficients from 6305-7-D-3
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Figure 77: Multiple regression with Bourgoyne & Young's model - 6305/7-D-1 with coefficients from 6305/7-D-3

71



Well 6305/7-D-2 with coefficients applied from neighboring wells is presented in figures 78
and 79. Figure 78 shows the plot of ROP predicted by well 6305/7-D-1 coefficients. ROP
modelled by well 6305/7-D-3 coefficients is displayed in figure 79. The results vary with the
two sets of coefficients used in this well. Use of coefficients from well 6305/7-D-1 produce
largely deviating results, unlike in the plain multiple regression method for this well. However,

where the well 6305/7-D-3 coefficients are applied the results are significantly better.

6305-7-D-2 with coefficients from 6305-7-D-1
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Figure 78: Multiple regression with Bourgoyne & Young's model - 6305/7-D-2 with coefficients from 6305/7-D-1

6305-7-D-2 with coefficients from 6305-7-D-3
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Figure 79: Multiple regression with Bourgoyne & Young's model - 6305/7-D-2 with coefficients from 6305/7-D-3
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Figures 80 and 81 present well 6305/7-D-3 with coefficients applied from neighboring wells.
Coefficients from well 6305/7-D-1 are used to model ROP in figure 80. In figure 81, the ROP
is modelled with coefficients from well 6305/7-D-2. Similarly as in the plain multiple

regression, the modelled ROP does not provide good results for coefficients applied in this well.
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Figure 80: Multiple regression with Bourgoyne & Young's model - 6305/7-D-3 with coefficients from 6305/7-D-1
6305-7-D-3 with coefficients from 6305-7-D-2

400

200

0
QOOQ0OCOO0QOQCCQOQQCCOQ00QC0C0O0000000O00000000Q000000QQ00Q0QCQO0Q00
l.DOEH!JNK.DOEI‘MNEDOEI‘NNEDD?mN&DSggN&DD?mN&DD?OﬂN&DO#WN&DO#WN&Dgg@
NOVOOMPMOONONODOOODddNNNMM NNVOUOURNMOIODRNOOOOOddNANNMM
Al TN ANANNANANNNANANNNANNANNNANNNANANNANDON NN mm

e ROP  wmm ROP from c0eff. 2
ftfhr

Figure 81: Multiple regression with Bourgoyne & Young's model - 6305/7-D-3 with coefficients from 6305/7-D-2
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The following figures are plots from the Morvin field wells. ROP modelled plots of well
6506/11-A-1 with neighboring coefficients applied are displayed in figures 82 and 83. Figure
82 plots ROP modelled by well 6506/11-A-2 coefficients. In figure 83, the ROP is modelled by
well 6506/11-A-3 coefficients. Results from this well appear neither better nor worse than the
results by use of only multiple regression. Both sets of results seem adequate, with the results

from well 6506/11-A-3 coefficients looking more correlative to the actual ROP.

6506-11-A-1 with coefficients from 6506-11-A-2
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Figure 82: Multiple regression with Bourgoyne & Young's model - 6506/11-A-1 with coefficients from 6506/11-A-2
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Figure 83: Multiple regression with Bourgoyne & Young's model - 6506/11-A-1 with coefficients from 6506/11-A-3
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Well 6506/11-A-2 with coefficients applied from neighboring wells is presented in figures 84
and 85. Figure 84 shows the plot of the ROP predicted by well 6506/11-A-1 coefficients. The
plot of the ROP predicted by well 6506/11-A-3 coefficients is displayed in figure 85. These

plots appear by far as the most deviating results.
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Figure 84: Multiple regression with Bourgoyne & Young's model - 6506/11-A-2 with coefficients from 6506/11-A-1
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Figure 85: Multiple regression with Bourgoyne & Young's model - 6506/11-A-2 with coefficients from 6506/11-A-3
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To complete the results of the multiple regression technique with Bourgoyne & Young’s model
in this thesis the 6506/11-A-3 plots of ROP modelled from coefficients of close-by wells are
presented here. Figure 86 show the ROP predicted from well 6506/11-A-1 coefficients. This
plot correlates well with the actual ROP. Well 6506/11-A-2 coefficients are displayed in figure
87. This plot appear to have worsen from the use of plain multiple regressions, by noticeably

deviating over large parts of the plot.
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Figure 86: Multiple regression with Bourgoyne & Young's model - 6506/11-A-3 with coefficients from 6506/11-A-1
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Figure 87: Multiple regression with Bourgoyne & Young's model - 6506/11-A-3 with coefficients from 6506/11-A-2
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5.4 Least Square with Bourgoyne & Young’s Model

The results from using the least square technique with Bourgoyne and Young’s model are
available in this section. Calculated coefficients for each of the six wells are presented in tables
19 to 24.

6305-7-D-1 |Coefficients 6305-7-D-2 |Coefficients 6305-7-D-3 |Coefficients

Intercept 2,16186292| |Intercept 4,45334395| |Intercept 0,04883496
X-variabel 1| 9,4388E-05| |X-variabel1l| 0,0001293| |X-variabel 1| 0,00013349|
X-variabel 2| 0,00043157| |[X-variabel 2| 0,00012888| [X-variabel 2| 0,00037065
X-variabel 3 0| |X-variabel 3 0| |X-variabel 3 0
X-variabel 4 0| [X-variabel 4 0| [X-variabel 4 0|
X-variabel 5| 0,25840718| |X-variabel 5| 0,36318188| (X-variabel 5| 0,48274846
X-variabel 6| 2,25218612| |X-variabel 6 0| |X-variabel 6| 4,18560799
X-variabel 7| 8,0918E-06| |X-variabel 7 0| |X-variabel 7 0|

19 20 21

6506-11-A-1|Coefficients| |6506-11-A-2|Coefficients| |6506-11-A-3|Coefficients

Intercept 0,04289576] |Intercept 1,36523342| |Intercept 0,09219548
X-variabel 1| 0,00013918| (X-variabel1| 7,2948E-05| (X-variabel 1| 0,00019387
X-variabel 2| 0,00025041] |X-variabel 2| 0,00069895| |[X-variabel 2| 0,00080278
X-variabel 3| 0,00102158| |X-variabel 3| 0,00037711| (X-variabel 3| 0,00038018
X-variabel 4 0| [X-variabel 4 0| [X-variabel 4 0|
X-variabel 5| 0,30624914| |X-variabel 5| 0,24184414| |(X-variabel 5| 0,32045484
X-variabel 6| 3,11749218| |X-variabel 6| 1,36523637| |(X-variabel 6( 2,09057107
X-variabel 7| 7,7026E-05| (X-variabel 7| 0,00011708| |X-variabel 7| 0,00010949]

22 23 24
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Figures 88 to 93 show the resulting ROP plots from implementing the coefficients in their
originating well. The Ormen Lange wells are presented in figures 88 to 90. Wells 6305/7-D-1
and 6305/7-D-2 has good results, and as with the previous methods well 6305/7-D-3 has far
less accurate predicting results. Well 6305/7-D-1 prediction appears to correlates very well with
the actual ROP.
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Figure 88: Least square with Bourgoyne & Young's model in well 6305/7-D-1
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Figure 89: Least square with Bourgoyne & Young's model in well 6305/7-D-2
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Figure 90: Least square with Bourgoyne & Young's model in well 6305/7-D-3
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Figures 91 to 93 are the Morvin field wells. Well 6506/11-A-1 prediction does not differ much
from the plain least square prediction in figure 55. Wells 6506/11-A-2 and 6506/11-A-3
predictions however have a clear and impressive improvement with the Bourgoyne and

Young’s model. These plots are far more correlative with the actual ROP.
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Figure 91: Least square with Bourgoyne & Young's model in well 6506/11-A-1
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Figure 92: Least square with Bourgoyne & Young's model in well 6506/11-A-2
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Figure 93: Least square with Bourgoyne & Young's model in well 6506/11-A-3
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Shown here are the plotted results of ROP predicted by coefficients applied from close-by wells.
The Ormen Lange wells are first presented. Well 6305/7-D-1 plots are shown in figures 94 and
95. Figure 94 has the predicted ROP by use of coefficients from well 6305/7-D-2. In figure 95,
the ROP is modelled by coefficients from well 6305/7-D-3. Both predicted plots have fairly

low deviation from the actual ROP. Coefficients from well 6305/7-D-3 appear more correlating.
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Figure 94: Least square with Bourgoyne & Young's model - 6305/7-D-1 with coefficients from 6305/7-D-2
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Figure 95: Least square with Bourgoyne & Young's model - 6305/7-D-1 with coefficients from 6305/7-D-3
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Well 6305/7-D-2 with coefficients applied from neighboring wells are presented in figures 96
and 97. Figure 96 shows the plot of ROP predicted by well 6305/7-D-1 coefficients. The ROP
modelled by well 6305/7-D-3 coefficients is displayed in figure 97. Both plots seem to correlate

very well, though the one based on coefficients from well 6305/7-D-1 displays more deviation.
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Figure 96: Least square with Bourgoyne & Young's model - 6305/7-D-2 with coefficients from 6305/7-D-1
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Figure 97: Least square with Bourgoyne & Young's model - 6305/7-D-2 with coefficients from 6305/7-D-3
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Figures 98 and 99 presents well 6305/7-D-3 with coefficients applied from neighboring wells.
Coefficients from well 6305/7-D-1 are used to model ROP in figure 98. In figure 99, ROP is
modelled with coefficients from well 6305/7-D-2. These results are, as with the previous
method, the weakest. However, there seems to be slight improvements with this method.

Especially the coefficients from well 6305/7-D-1 are correlating far better.
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Figure 98: Least square with Bourgoyne & Young's model - 6305/7-D-3 with coefficients from 6305/7-D-1
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Figure 99: Least square with Bourgoyne & Young's model - 6305/7-D-3 with coefficients from 6305/7-D-2
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The following figures are plots from the Morvin field wells. ROP plots of well 6506/11-A-1
with neighboring coefficients applied are displayed in figures 100 and 101. Figure 100 plots
ROP modelled by well 6506/11-A-2 coefficients. In figure 101 the ROP is modelled by well
6506/11-A-3 coefficients. Although well 6506/11-A-2 coefficients give less deviation in the
middle, well 6506/11-A-3 coefficients correlate far better towards the end of the plot.
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Figure 100: Least square with Bourgoyne & Young's model - 6506/11-A-1 with coefficients from 6506/11-A-2

6506-11-A-1 with coefficients from 6506-11-A-3

Figure 101: Least square with Bourgoyne & Young's model - 6506/11-A-1 with coefficients from 6506/11-A-3
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Well 6506/11-A-2 with coefficients applied from neighboring wells is presented in figures 102
and 103. Figure 102 show the plot of ROP predicted by well 6506/11-A-1 coefficients. Plot of
ROP predicted by well 6506/11-A-3 coefficients is displayed in figure 103. Both predicted
plots seem to decline throughout to match the beginning and end of the actual plot. The Well
6506/11-A-3 coefficients plot additionally manages to correlate partly during the middle
elevated actual ROP values. This plot correlates well before the elevated part of the actual ROP.
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Figure 102: Least square with Bourgoyne & Young's model - 6506/11-A-2 with coefficients from 6506/11-A-1

6506-11-A-2 with coefficients from 6506-11-A-3
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Figure 103: Least square with Bourgoyne & Young's model - 6506/11-A-2 with coefficients from 6506/11-A-3
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To complete the testing results of the least square technique with Bourgoyne & Young’s model
in this thesis are the 6506/11-A-3 plots of modelled ROP from coefficients of close-by wells.
Figure 104 shows the ROP predicted from well 6506/11-A-1 coefficients. Well 6506/11-A-2
coefficients displayed in figure 105. The two sets of coefficients applied in well 6506/11-A-3
seem to produce vastly different results. Neither of the results are bad, but the coefficients from

well 6506/11-A-2 appear more accurate.
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Figure 104: Least square with Bourgoyne & Young's model - 6506/11-A-3 with coefficients from 6506/11-A-1
6506-11-A-3 with coefficients from 6506-11-A-2

500

300

100 [oame an et + =y
ot nnalRR S
8802238002000 000000000000000000000000000000000

Waareon mNHommhwm¢mNHommh$m¢mNHommhwm¢mNHommhwm$
MTNOFRNNOAANANMNMTN ORI AOAANMNTNORNNOOANMTNORBADNOHNM

AHArdAddddddANNNNNNANNMAIInmNmmmnns ST s

e===ROP mode|  ====ROP modelled 2_H coeff,
ffhr

Figure 105: Least square with Bourgoyne & Young's model - 6506/11-A-3 with coefficients from 6506/11-A-2
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5.5 D-Exponent

The results from using the D-Exponent method are available in this section. Results from using
the D-Exponent method between wells 6305/7-D-1 and 6305/7-D-2 are presented in figures
106 to 108. In figure 106 the D-Exponents from the wells are compared. The plots are similar
but several deviations occur. Results produced by the D-Exponent method in these wells are
partly adequate. The deviations in figures 107 and 108 appear correlative to the deviations
between the D-Exponents in figure 106. There is a clear difference of the magnitude between

these deviations. These observations are also detected for all other wells.
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Figure 106: 6305/7-D-1 and 6305/7-D-2 d-exponents compared
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Figure 107: 6305/7-D-1 with d-exponent from 6305/7-D-2
6305-7-D-2 with D-Exp from 6305-7-D-1
1000
500

0 < A N e a2
O W o WO O WO WwmOoWwOoWwoe WO WO WwoWwoWwo sy oWy o Wy oWy o wowo o oo
~ oW owmo T o meEao M~ Wwowmoa = MmN Wwod W oS oo o wn = 00 00 oy %
N W WM MOOONONDNNDDND OO O NSNS b OO~ OO0 A NN MM =
Y A A A A A A A A AN NN N NN NN NN N NN NSNSNNSNSNNSNSNNNDMNN MmN N MmN Mo mnom
——ROP ——ROP(2)
ft/hr FROM D Exp (1)

Figure 108: 6305/7-D-2 with d-exponent from 6305/7-D-1
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Results from using the D-Exponent method between wells 6305/7-D-1 and 6305/7-D-3 are

presented in figures 109 to 11. The compared D-Exponents correlate over large parts of the plot
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Figure 109: 6305/7-D-1 and 6305/7-D-3 d-exponents compared
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Figure 110: 6305/7-D-1 with d-exponent from 6305/7-D-3
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Figure 111: 6305/7-D-3 with d-exponent from 6305/7-D-1
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Figure 114: 6305/7-D-3 with d-exponent from 6305/7-D-2
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Results from using the D-Exponent method between wells 6506/11-A-1 and 6506/11-A-2 are

presented in figures 115 to 117. The D-Exponents compared show close similarity, though

deviation seems to slowly increase with increasing depth.
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Results from using the D-Exponent method between wells 6506/11-A-1 and 6506/11-A-3 are
presented in figures 118 to 120. The D-Exponents compared are quite similar, and only a few
visible deviations occur. Although there seems to be minimal deviation between the D-

Exponents, there is a massive deviation of the predicted ROP in figure 119.
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Figure 118: 6506/11-A-1 and 6506/11-A-3 d-exponents compared
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Figure 120: 6506/11-A-3 with d-exponent from 6506/11-A-1
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Results from using the D-Exponent method between wells 6506-11-A-2 and 6506-11-A-3 are
presented in figures 121 to 123. Again, the compared D-Exponents shows very little visible
deviation. Also well 6506-11-A-2 has a high elevation of predicted ROP from the D-Exponents
from well 6506-11-A-3. These elevations appear to be in the same location as in figure 119.

The predicted ROP plot in figure 123 seems to be impressively correlating with the actual ROP.
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Figure 121: 6506/11-A-2 and 6506/11-A-3 d-exponents compared
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Figure 122: 6506/11-A-2 with d-exponent from 6506/11-A-3

6506-11-A-3 with D-Exp from 6506-11-A-2

1000
200
600
400

QWO W QW owmounounoLwownounoLwoLwrounounoLnroLrounEOwnownouownon
OOCOG')G"DDHHNNrnrnd‘ﬁ‘l-nl-ﬁLDLDP\P\@WU&G’!DDHHNNmm#ﬁ‘mmmLﬁr\P‘\mm
M N0 0O AT N O ~0NC A Nm =T N = s e O o By s I ™ o = T o T = e B B o s I O T Y=}

L T T I T R T T T I o oA oV o A o O o A o O o o A o o T o o o O o o 0 IO T B T = S - S R

= ROP == ROP (3) FROM D Exp (2)

Figure 123: 6506/11-A-3 with d-exponent from 6506/11-A-2
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5.6 MSE

The results from using the MSE method are available in this section. Comparing MSE is
challenging, as the values may vary from one to over one thousand. This result in plots lacking
the detail needed to see the correlation between the lower MSE values. The pattern is that the
MSE compared values appear close for the lower depth lower MSE values, and then tend to

deviate more with depth.

Results from using the MSE method between wells 6305/7-D-1 and 6305/7-D-2 are presented
in figures 124 to 126. In figure 124 the MSE from the wells are compared. Results here correlate

well with the actual ROP, with some clear deviations.
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Results from using the MSE method between wells 6305/7-D-1 and 6305/7-D-3 are presented
in figures 127 to 129. The largest deviation between the MSE compared appear to be around
the deeper depths of the plot. However, the largest deviations of the modelled ROP plots from
these MSE values seem to be in the middle or beginning of the plots. This appears to be the
case for the other wells as well. If anything, the modelled ROP seems to correlate well with the
actual ROP in the deepest depths for the wells. Results for wells 6305/7-D-1 and 6305/7-D-3
are not terrible, but do have a lot of clear deviation from the actual ROP.
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Figure 128: 6305/7-D-1 with MSE from 6305/7-D-3
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Figure 129: 6305/7-D-3 with MSE from 6305/7-D-1
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in figures 130 to 132. Results here appear similar to the ones for wells 6305/7-D-1 and 6305/7-
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Results from using the MSE method between wells 6506/11-A-1 and 6506/11-A-2 are
presented in figures 133 to 135. In these wells the modelled ROP correlates better in the middle

section of the plot than for previous wells. The lower depths however show significant

deviation.
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Figure 133: 6506/11-A-1 and 6506/11-A-2 MSE compared
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Results from using the MSE method between wells 6506/11-A-1 and 6506/11-A-3 are
presented in figures 136 to 138. The results for these wells appear very promising. The plots

seem to correlate well, with only a few exceptions.
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Figure 137: 6506/11-A-1 with MSE from 6506/11-A-3
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Figure 138: 6506/11-A-3 with MSE from 6506/11-A-1
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Results from using the MSE method between wells 6506/11-A-2 and 6506/11-A-3 are
presented in figures 139 to 141. Here the results look similar to the ones from 6506/11-A-1 and
6506/11-A-2. The modelled ROP correlates quite well from the middle of the plots, but is poor
at the beginning of the plot.
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Figure 141: 6506/11-A-3 with MSE from 6506/11-A-2
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5.7 Analysis: Plot comparison

The results from the analysis by plot comparison is available in this section. These results are
presented by how much of the modelled ROP plot is within five or ten percent of the actual
ROP, for each field location. Results of plot percentage within five percent from the Ormen
Lange field wells is displayed in table 25. Percentage within ten percent of the actual ROP is
available in table 26 for the same field. Table 27 presents plot percentage within five percent
for the Morvin field wells. In table 28 the percentage of plot within ten percent is shown for the
Morvin field.

The methods’ results by use of coefficients in their originating well generally compares better
to the actual ROP, as is expected. However, coefficients applied from the neighboring wells
have occasionally produced results close to and even better than the original coefficients. The
results from each method differ vastly depending on the well the coefficients or values are
originated from, and the well they are implemented in. By organizing the results as in tables 25
to 28, it is possible to detect abnormalities. Abnormalities here may be that one of the several
results from each method, deviates significantly from the others of same method. An
abnormality found in table 25 is in the result of multiple regression with Bourgoyne & Young’s
model (“B&Y Mult. Regr”) coefficients. Here the results vary from 5.50 % to 11.26 %, with
one exception. For well -1 (6305/7-D-1) coefficients applied in well 6305/7-D-2, the result is a
mere 0.52 %. This result lowers the average result of that method drastically, and may need to
be investigated further. The same abnormality is visible in figure 143 where the result has only
increased to 1.05 %, compared to the other results that are from 9.95 % to 21.99 % within 10
% of the actual ROP. In tables 27 and 28, there are no clear abnormalities. However, results
within the methods frequently vary vastly. The best result of coefficients or values implemented
in neighboring wells is 26.96 % of the plot within 10 % of the actual ROP. The prediction is
computed by least square with Bourgoyne & Young’s model (“B&Y Least Square”)
coefficients from well 6305/7-D-3 in well 6305/7-D-2.
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Within 5% Well

Method 6305-7-D-1 | 6305-7-D-2 | 6305-7-D-3

13,35% 13,09 % 11,78 %

8,90 % 6,81 %
7,07 % 6,28 %
2,09 % 2,88 %
16,49 % 13,61% 7,85%
11,52 % 7,85%
10,21 % 5,76 %

12,57 % 11,78 %

17,28 % 11,26 % 16,49 %

0,52 % 6,02 %
7,33 % 11,26 %
5,50 % 8,64 %
16,49 % 13,87 % 8,12%

12,30% 11,52 %

10,21% 10,21 %

10,21 % 12,83 %

5,76 % 5,76 %
5,24 % 5,24%
3,14 % 3,40 %

10,73 % 6,28 %
10,47 % 7,07 %
6,28 % 7,07 %

25
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Within 10% Well
Method 6305-7-D-1 | 6305-7-D-2 | 6305-7-D-3
30,89 % 27,75 % 20,94 %
17,54 % 13,61 %
14,92 % 12,30 %
4,19% 6,02 %
31,94 % 25,92 % 14,40 %
21,47 % 16,49 %
18,06 % 14,66 %
25,65 % 20,68 %
33,51% 27,49 % 30,89 %
1,05 % 10,73 %
15,97 % 21,99 %
9,95 % 15,18 %
32,46 % 25,39 % 14,92 %
20,42 % 18,59 %
18,32 % 16,75 %
19,37 % 26,96 %
8,38 % 12,57 %
10,21 % 9,69 %
6,81 % 6,81 %
19,63 % 11,78 %
21,47 % 14,14 %
12,04 % 14,40 %
26
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Within 5% Well
Method 6506-11-A-1] 6506-11-A-2| 6506-11-A-3
9,31% 8,39 % 8,74 %
4,25 % 6,09 %
4,94 % 6,55 %
6,90 % 7,01 %
7,47 % 6,78 % 5,40 %
8,62 % 5,98 %
10,23 % 7,93 %
5,86 % 8,62 %
11,03 % 12,53 % 12,30 %
2,76 % 9,77 %
6,67 % 6,32 %
9,89 % 4,02 %
7,01 % 13,33 % 10,19 %
2,53% 7,15 %
4,25 % 5,94 %
7,01 % 5,29 %
0,94 % 9,19 %
2,87 % 4,18 %
4,56 % 3,64 %
4,49 % 8,41 %
3,63 % 5,94 %
8,52 % 4,65 %
27
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Within 10% Well
Method 6506-11-A-1| 6506-11-A-2| 6506-11-A-3
16,78 % 15,63 % 19,20 %
9,89 % 12,18 %
9,77 % 14,02 %
14,02 % 14,02 %
12,99 % 12,37 % 12,41 %
17,82 % 11,49 %
19,20 % 15,06 %
11,95 % 17,47 %
21,38 % 24,71 % 24,71 %
5,63 % 19,66 %
15,17 % 13,91 %
19,20 % 7,82 %
16,73 % 28,16 % 19,66 %
4,94 % 14,20 %
8,30 % 12,86 %
14,41 % 9,77 %
1,29 % 21,80 %
7,13 % 9,78 %
9,39 % 7,29 %
8,92 % 16,41 %
7,44 % 9,73 %
16,04 % 10,18 %
28
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5.8 Analysis: Time comparison

The results obtained from the analysis by time comparison is available in this section. These
results are presented by percent of estimated time deviating from the actual drilling time, for
each field location. The results of time comparison from the Ormen Lange field wells is

displayed in table 29. Table 30 presents the time comparison for the Morvin field wells.

The methods’ result by use of coefficients in their originating well is generally significantly
closer to the actual drilling time, compared to applying them in neighboring wells. Still, there
are results of coefficients or values applied in neighboring wells only deviating a few percent.
The variations of results within methods are very significant. In table 29 for multiple regression
(“Mult. Regression”) coefficients, the results vary from 8.47 % to 209.74 % predicted time
deviation. In table 30 for MSE values, results estimate times from 0.97 % to 33.30 % below
actual drilling time. It is visible in table 30 that the multiple regression method applied in well
6506/11-A-3 has managed to estimate a time prediction with a 0.00 % deviation. Closer
inspection reveals that the time estimate is off by 13 seconds for a 128.64-hour drilling
operation. The best resulting prediction of coefficients or values implemented in neighboring
wells is only 0.48 % below. This prediction is computed by multiple regression with Bourgoyne
& Young’s model (“B&Y Mult. Regr”) coefficients from well 6506/11-A-3 in well 6506/11-
A-2. Only 30.9 minutes below the correct 107.14-hour drilling operation.
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Well

Method 6305-7-D-1 | 6305-7-D-2 | 6305-7-D-3
-0,38 % 0,65 % -0,66 %
-13,32 % -21,31%
8,47 % -23,14 %
209,74% | 176,50 %
-0,44 % 4,42 % -1,32%
-10,61 % -14,81 %
16,10 % -4,28%
14,21 % 2,55%
3,92% 4,22 % 4,14 %
-40,50 % -32,28%
20,16 % 7,92 %
9,08 % 9,56 %
4,19% 4,78 % 9,36 %
-9,36 % -8,52 %
17,28 % 3,23%
23,27 % 7,05 %
-18,87 % -29,86 %
8,70 % -21,73 %
70,76 % 31,93 %
-21,43% -7,58 %
20,59 % 12,37 %
0,64 % -16,90 %
29
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Well

Method 6506-11-A-1| 6506-11-A-2| 6506-11-A-3
0,40 % 6,73 % 0,00 %
32,01% 9,56 %
14,07 % -3,00%
24,25 % 27,01 %
-0,01 % -1,50 % -2,13%
27,46 % 6,15 %
-21,38% -23,16 %
-2,78% 20,70 %
2,23% 5,37 % 4,57 %
-10,42 % 211,27 %
-5,34 % -15,24 %
6,44 % -0,48 %
10,48 % 6,48 % 6,80 %
24,67 % 10,40 %
-6,35 % -21,28%
30,73 % 44,29 %
-52,21% -6,40 %
-8,37% -17,57 %
57,74 % 61,68 %
-22,76 % 21,89 %
-0,97 % 26,35 %
-21,32 % -33,30%
30
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6 CONCLUSION

Similar lithology and conditions make it possible to correlate with respect to computing the
ROP with close-by wells. As formation properties has a major impact on drillability, MSE and
drilling variables effects, it also affects the ROP. The use of coefficients and values from close-
by wells with the techniques introduced in this thesis to give a predicted ROP has produced
promising results. Most of the modelled ROP plots appear to correlate close to the actual ROP.
That said these are still modelled predictions and in some cases deviate significantly from the

actual data.

Well 6305/7-D-3 results appear to have most frequently produced poor results. This is also
apparent in figure 146 showing the overall time deviation for the predicted ROP. Well 6305/7-
D-3 results have the three clearly most deviating results. For multiple regression, the time
deviation is no less than 209.74 % and 176.50 % when applying the neighboring well
coefficients. Additionally for the d-exponent method, the deviation is 70.76 % from one of the
close-by well coefficients. One possible reason for this has been remarked in the final well
report, from where the data for the tests were retrieved, where it states “To maintain template
orientation and level restrictions all 30” conductors and 20 surface casings on 3 wells were
installed. The wells were drilled in batch mode. The 3 wells where 20 surface casing were
installed include: 6305/7-D-3 H, 6305/7-D-6 H, 6305/7-D-7 H pilot hole and 6305/7-D-7 AH.”
This suggests that well 6305/7-D-3 drilling may have been conducted differently, providing
discrepancy in the data when they later returned to re-enter and complete the well. Another

reason may be that the actual ROP varies more than for other wells.

The other results that may be regarded as failing to predict ROP, due to significant deviation is
well 6506/11-A-2 with neighboring coefficients. For the Morvin field wells, wells 6506/11-A-
1 and 6506/11-A-3 seem to correspond the best. Also for these wells, a possible answer is in
the final well report. While both 6506/11-A-1 and 6506/11-A-3 wells were drilled with 367,
267,17 5” and 12 Y4 sections, the 6506/11-A-2 well was drilled with 36, 267, 17 15”x20”, 12
Ya’x17 Y2 and 12 4> sections. Therefore, also here it seems the differences may be a result of

conducting the drilling process differently.
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A conclusion over the validity and performance of the techniques may be derived from the
overall results displayed in tables 31 and 32. Within 5 % deviation of the actual ROP, the least
square technique with and without the Bourgoyne & Young’s model clearly performs the best.
The outcome is similar for within 10 % deviation of the actual ROP. Here the least square
method is noticeably the strongest performer. The least square technique has good results for
time deviation results, only the technique of multiple regression with Bourgoyne & Young’s

model has better results here.

MULTIPLE LEAST LEAST SQR MULT.REG MULT.

REGRESSION SQUARE  LEAST  B&Y B&Y REG.
6305/7-D wells MULT.RECCOEFF. LEAST SQ COEFF. SQR B&Y COEFF. D-EXP MSE COEFF. B&Y
6305/7 average within 5%: 0,1274 0,056719023 0,12653 0,0994764 0,12827 0,1121291 0,0475567 0,079843  0,065445 0,15009

6506/11-A wells

6506/11 average within 5%:  0,08812 0,059578544 0,06552 0,0787356 0,1018 0,0536189 0,0422993 0,0594 0,0657088 0,11954

TOTAL WELLS AVERAGE
10,78 % 5,81 % 960% 891% 11,50% 8,29% 4,49% 6,96 % 6,56 % 13,48%
WITHIN 5%:
MULTIPLE LEAST LEAST SQR MULT.REG MULT.
REGRESSION SQUARE  LEAST  B&Y B&Y REG.
6305/7-D wells MULT.RECCOEFF. LEAST SQ COEFF. SQR B&Y COEFF. D-EXP MSE COEFF. B&Y

6305/7 average within 10%:  0,26527 0,114310646 0,24084 0,1950262 0,24258 0,2006981 0,0907504 0,155759 0,1247818 0,30628

6506/11-A wells

6506/11 average within 10%: 0,17203 0,123180077 0,1259 0,1549808 0,21516 0,1074773 0,0944594 0,114537 0,1356322 0,23602

TOTAL WELLS AVERAGE
21,87% 11,87% 1834% 17,50% 22,89% 15,41% 9,26% 13,51% 13,02% 27,11%
WITHIN 10%:
31
Multiple
€305 Multiple Least Least [Least Regression |Multiple
Multiple  |Regression [Least [Square Square [Square B&Y B&Y Regression

Regression [Coefficients|Square [Coefficients|B&Y Coefficients|D-EXP  |MSE Coefficients|B&Y

6305 average deviation: |0,24965864| 32,0351397| 0,9116( 4,49119828| 2,7225| 4,8450791| 13,0865| 4,60699| 8,76445803( 1,7891056

% deviation:| 0,00571511| 0,73333823| 0,0209| 0,10281108| 0,0623| 0,11091201| 0,29957| 0,10546| 0,20063318| 0,0409556

6506
6506 average deviation: |[2,58155442| 21,8574419| 1,4546| 20,325637| 9,9485| 27,4529755| 40,3584( 25,3668| 10,2813329| 4,8817354

% deviation:| 0,0208834| 0,17681508| 0,0118| 0,1644236( 0,0805| 0,22207997| 0,32648| 0,2052| 0,08317052( 0,0394906

ALL Total average deviation | 1,41560653| 26,9462908 1,1831| 12,4084176( 6,3355| 16,1490273| 26,7224( 14,9869| 9,52289546| 3,3354205

% deviation] 169% | 3221% |1,41%| 14,83% |757%| 19,31% (31,95 %|17,92%| 11,38% | 3,99%

32
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The final conclusion is that the results in general appear to correlate closely with the actual
ROP, and many techniques show promise. The least square technique may be considered the
overall best technique to predict the ROP from the data sets used in this thesis. With more
available data and development of the techniques, it is believed that the results may improve
and become more accurate. The techniques may then possibly be used to optimize planning for
operations and expenses. From the experience in this thesis, it is recommended that the
techniques be implemented for wells that are to be drilled with a similar procedure as the

reference well, as this has been shown to be a possible cause of deviation.
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