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A B S T R A C T

The international standard ISO 14224 provides key guidance on how to achieve quality information about
equipment failures for decision-making in the oil and gas industry, including specific guidance on data collection
concepts and how to record and categorize failure causes. The third edition, issued in September 2016, is still
focusing mainly on equipment failures, but has a higher focus on human errors than previously. It provides a
‘human error’ definition, currently the only one in an ISO standard, and a link to several types of error used in
failure cause classification. In this article, the authors study the value of this added focus on human errors by
assessing the definition and effect on failure cause classification, discussing the benefits and challenges. It is
concluded that the standard has provided a clear distinction between the terms ‘error’ and ‘human error’ while
being consistent in the use of the term ‘error’. However, it gives limited guidance on how to separate and collect
different types of human error, such as mistakes, slips and lapses, making this largely an interpretation issue.
Nevertheless, applying ISO 14224 will provide data for learning about the role of human error in equipment
failure on a sound expandable basis.

1. Introduction

1.1. Background

Information about reliability performance normally receives sig-
nificant attention in design, operation and maintenance of equipment in
the oil and gas industry, particularly for safety critical systems. To
support decision-making in this industry it is common, and sometimes
required, to collect and analyse information about the underlying (root)
causes of failures that have occurred on similar systems in the past.
Information about failure causes is considered to be a key to the
modelling of how human and technological elements could threaten
reliability performance and safety. As stated in the classic book,
“Learning from accidents” [1], the underlying causes must be analysed in
order to identify recommendations on how to prevent reoccurrence of
the same or similar events. Recording reliability data offers a way to
achieve structured information regarding the causes in a format suited
to such analysis.

This article examines a main guidance document for how to achieve
quality reliability data in the oil and gas industry, the international
standard on data collection and exchange, ISO 14224 [2]. This stan-
dard, which was recently revised (third edition was issued in September

2016), provides guidance on how to record the failure causes of the
equipment failures occurring in the industry. Naturally, the focus is on
understanding the equipment behaviour in terms of reliability perfor-
mance, but inherently there is also a relation to the human factor.
Human errors could be seen as a subset of the failure causes (see [3]).
This may seem like a very old story for those involved in risk assessment
of hazardous systems (nuclear, oil and gas, chemical). However, this
relationship is largely ignored in previous editions of the standard.
Consequently, it has been difficult to establish a clear link between the
ISO 14224 [2] failure causes and possible human errors identified from
root cause analysis, RCA (see IEC 62740 [4]; see also 2.2). Finally, in
the third edition a step is taken to bridge the equipment reliability
performance with human factors.

The rationale is simple enough as there exists, for a variety of
equipment, some relationship between technological and human per-
formance (see e.g. [5]). To what extent the equipment reliability data
collection is an appropriate arena to capture such relationships is not
that simple as the data focus is strongly on equipment functionally.
Nevertheless, an examination of how successful the attempt is to cap-
ture also the human contribution is missing in current literature. Refer
to similar studies performed for e.g. air traffic management (ATM);
with reference to ‘human error in ATM taxonomy’ (HERA); see [6].
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Refer also to a second ‘HERA’, i.e. the ‘human event repository and
analysis’ system as a relevant database collecting human error data in
the nuclear industry (see [7,8]). As both the ATM and nuclear HERA
reports point out, there is a certain amount of stigma associated with
employing the term “human error”. Authors like Dekker [9] have
served to reinforce the stigma, suggesting a “new view” on error that
addresses the underlying contexts in which errors arise. The im-
portance, and difficulty, of collecting context related information that
influences human performance has in fact long been recognised as
critical to data collection and is also emphasised in both HERAs. If it
were a question of accountability, a different data framework would be
required. Here the interest is in human performance data in relation to
failure.

The inclusion of the definition of ‘human error’ in ISO 14224 [2]
and the linking of this to different failure cause categories raises several
unanswered questions. Firstly, on a conceptual basis how to understand
‘human error’ - what is the appropriate definition to use for this con-
text?

The definition used in ISO 14224 [2] is as follows:
human error: “discrepancy between the human action taken or omitted

and that intended”.
Other definitions in [2] for related terms used in this article are:
error: “discrepancy between a computed, observed or measured value or

condition and the true, specified or theoretically correct value or condition”
failure (of an item):” loss of ability to perform as required”
failure cause, root cause: “set of circumstances that leads to failure”
failure mechanism: “process that leads to failure”
It is not obvious that the human error definition is in line with other

reliability terminology. As the definitions provided by ISO 14224 are
widely adopted in the industry, there is a need to clarify whether the
‘human error’ definition is consistent with the general understanding of
the term ‘error’, and also whether it provides a consistent under-
standing when applied in a broader reliability engineering context. For
example, how does the definition compare with the ones applied in root
cause analysis (RCA) and in reliability modelling of safety systems? An
objective of this article is to examine this.

Given the definition, there is also a question regarding how to build
on this foundation, to add knowledge on how human performance in-
fluences equipment failures. This is basically a question of whether this
attempt to link failure causes and human errors is adding value; is it
appropriate in a standard focusing on equipment reliability perfor-
mance? It is another important issue to examine, although some ad-
vocates of ‘resilience engineering’ perspectives might claim that it is of
limited value to invest in any failure cause analysis and human error
data (refer to the different perspectives outlined in Section 3.3).

The research question examined in this article is:
Is the current ISO framework for reliability data collection, exchange

and analysis appropriate for capturing the information needed to achieve
high quality human error data for use in decision-making in the oil and gas
industry?

To examine this, a key is the strength of the human error founda-
tions and how these relate to a better understanding of equipment
performance. The findings of this examination are not only of interest
for the quality of the standard and future revisions of the standard,
regarding how to build on them and where to go next. It is also of
interest for possible standardisation initiatives in the future, as well as
already issued ones that may need adjustment, also outside the oil and
gas industry. Besides, the findings are of high interest regarding how to
use the ISO 14224 [2].

1.2. Structure of the article

The rest of the article is organised as follows. Before addressing the
definition in ISO 14224 [2], Section 2 describes the framework for re-
cording and analysing failure causes and human errors, including the
role of RCA as a possible source. This section clarifies the general link

between failure cause identification and the reliability data collection.
Section 3 describes further the process of identifying human errors and
different ways of expressing these. Section 4 addresses the ISO 14224
‘human error’ definition and its rationale by comparing it with use in
RCA and reliability modelling, including cross-referencing to the ISO/
TR 12489 [10] on reliability modelling. The section also provides a
discussion of the relationship between ‘human error’ and the different
types of ‘error’ used in the ISO 14224 standard. Section 5 then discusses
the data achieved by adopting the proposed definition. The section
addresses the effects of this increased attention on human errors, and
discusses the general ability of the ISO 14224 [2] to capture human
errors and the decision-making related to error management in general,
where both the current data quality and alternatives for human error
data collection and findings are discussed. Finally, Section 6 discusses
the findings and Section 7 gives some concluding remarks and re-
commendations.

2. Framework for collecting failure cause and human error data

2.1. ISO 14224 and error data collection

The ISO 14224 is an international standard prepared by the working
group Reliability Engineering and Technology (ISO TC67/WG4). It was
first issued in 1999, was strongly influenced by experiences from e.g.
the OREDA and WellMaster reliability data collection projects (see e.g.
[11]), and has become a key document for reliability management
within the oil and gas industry. For example, the Safety Authorities
Norway (PSA) specify in the “Guidelines regarding the Management
regulations” ([12]: Section VI) that the companies operating on the
Norwegian Continental Shelf should use the ISO 14224 standard to
achieve reliability and maintenance data for risk analyses in the health,
working environment and safety area.

The standard specifies a standardised format for the reporting of
reliability data associated with all equipment failures. As part of the
guidance, it provides definitions of key terms, and specifies the classi-
fication of failure causes for use in data collection, regardless of
equipment type or hierarchy level. In this third edition, compared with
the second edition [13], definitions of ‘human error’ and ‘human fa-
tigue’ are added. There are only small changes to the failure cause ca-
tegories. The word ‘error’ is replaced with ‘failure’ as is more appro-
priate for the fabrication-related failure causes: fabrication and
installation “failure”. In the standard these two causes are not con-
sidered to be errors and are not linked to human errors.

An overall level of five ‘failure cause’ categories are listed, i.e.
failure causes related to: design, fabrication, operations & maintenance,
management, and also a miscellaneous category is specified, which
includes the failure causes; ‘combined cause’ and ‘common cause’. The
standard also gives a further subdivision of each category, using dif-
ferent types of errors; for example, management error (refer to defini-
tion of ‘error’ in 4.1). Out of the subcategories, there are three specific
ones that are linked to human error:

• Operating error (operation/maintenance-related)
• Maintenance error (operation/maintenance-related)
• Documentation error (management-related)

However, one could also imagine human contributions beyond the
specified ones. For example, a failure could have been traced to a slip in
the design of the equipment for particular operating conditions.

Obviously, at the time when the data collection is performed, there
are the typical challenges that key information might be missing, the
failure cause might not be known, and there could be significant costs
associated with the acquisition of the information. Nevertheless, ISO
14224 [2] provides some guidance on which information must be ac-
quired. This is a realistic approach compared to attempting to create
some exhaustive list of context relevant factors.
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2.2. The link to root cause analysis (RCA)

According the ISO 14224, RCA is to be performed for failures of
high consequence, high repair or down time cost, or failures occurring
significantly more frequently than what is considered “normal” for this
equipment unit class (“worst actors”). As a key source, RCA is a natural
starting point and part of the foundation for the process of reaching
recommendations concerning reliability improvements and error man-
agement (see [4]). The principles of RCA have long been recognised in
fields such as engineering, quality control and environmental man-
agement, as well as in safety management [14].

In the RCA, a broad analysis of the failure causes is performed,
normally based on the information acquired from the failure in-
vestigation. The overall objective is to identify why the events have
occurred by using the full spectrum of human, organisational and
technological related failure causes. Every cause uncovered by RCA
must be backed up by factual evidence and these conclusions derive
from careful analysis of “what happened” and “why” [15, p.74]; see
also [16].

The dependability standard IEC 60050-192 [17] defines RCA as a:
“systematic process to identify the cause of a fault, failure or undesired
event, so that it can be removed by design, process or procedure
changes”. The key is to establish a complete picture of what occurred
and why, in a timeline, as a basis for understanding how the failure
event could have been prevented and whether there is a chance for this
happening again or frequently. For example, to conclude that ‘human
error’ (refer to definition used in the RCA context; see 3.2) is the main
failure cause is in principle not sufficient. As Noland and Anderson [15
p.75] point out, the RCA should go beyond this by asking what exactly
was the error committed and why it happened. To achieve the useful
RCA information, Tomlinson [18] suggests that the RCA analysis is
driven toward answering two main questions:

1) If the identified root causes are corrected, can this incident happen
again?

2) Will the countermeasures developed to correct the root causes really
correct them?

In the literature, RCA is sometimes labelled as human error identi-
fication, HEI. Stanton et al. [19] give an overview of different HEI
methods (see also [20]). Often some logic tree structure is used to de-
termine the relevant failure causes (see e.g. [21]). For example, a
fishbone/Ishikawa diagram [22] could be used to illustrate the re-
lationship between the different causes and the failure event (see e.g.
[23, p. 26]).

RCA processes often identify human error as a main failure cause.
Vinnem et al. [24] indicate that more than 50% of hydrocarbon leaks
on offshore installations in the Norwegian sector are caused by human
intervention. Studies of accidents and incidents in other sectors show
that this is not special to the Norwegian sector. For example, a study of
67 offshore incidents occurring in the British sector in the period 2004
to 2008 linked to earlier studies (see [25]) indicates a significant
fraction of failures associated with human error. According to a report
for the British HSE (Health and Safety Executive) [26], post-2001 more
than 60% of maintenance-related incidents were identified as human
factors related. Similar numbers are also found in other and more recent
studies. According to Boschee [27] and Aas [28], human error is
identified as a root cause in the majority (between 60% and 80%) of
industrial accidents and incidents. Kariuki and Lowe [29] provide even
higher numbers; suggesting that over 80% of failures in the chemical
and petro-chemical industries implicates human error (see also [30]).
Based on this, results from analysis of human performance using root
cause analysis should receive high attention (e.g. in the aftermath of
major accidents). However, despite the acknowledgement that the
human error contribution is usually significant and important to con-
sider, many textbooks and publications on system reliability fail to give

proper attention to human aspects and focus mainly on the equipment
hardware failures, e.g. [31,32].

To make the picture somewhat even more complicated, the analysis
in hindsight of major industrial accidents, such as e.g. Three Mile Island
(1979), Challenger (1986), Macondo/Deepwater Horizon (2010), often
explains the cause of failure as a combination of human and technical
aspects. Due to the dependencies between these aspects, it may not be
appropriate to point to one failure cause only. Such a combination
could be revealed through the RCA. According to the IEC 62740 [4],
RCA processes normally conclude with one of the following results:

(1) a single root cause (root cause is defined in [4] as a: “causal factor
with no predecessor that is relevant for the purpose of analysis”;
and where a casual factor is a: “condition, action, event or state that
was necessary or contributed to the occurrence of the focus event”
set of circumstances that leads to failure”), where elimination of
this will prevent the failure event from occurring;

(2) multiple root causes in which the elimination of any cause will
prevent the failure event from occurring;

(3) root causes which are contributory factors where elimination will
change the likelihood of the failure event occurring but not directly
prevent it. For example, poor monitoring design may influence
maintenance activities such that frequent testing must be per-
formed, which may indirectly be the cause of maintenance-induced
failures.

The ISO 14224 [2], which plays a key role in the collection and use
of the root cause information, does not distinguish between root cause
and failure cause and regards these two terms as synonymous. Both are
dealing with circumstances associated with design, manufacture, in-
stallation, use and maintenance. The two terms are defined in this
standard as:

failure cause (root cause): “set of circumstances that leads to failure”.
The failure causes revealed from the RCA are key pieces of in-

formation to be captured by a systematic reliability data collection
process (see [2]), as illustrated in Fig. 1. The data collection places the
information in a data format that makes it applicable for decision-
making purposes, such as e.g. technical system design, operations and
maintenance planning, and also error management in general.

Furthermore, the ISO 14224 [2] points to the importance of re-
cognizing the intended use of the collected reliability data. It clarifies
the necessity of considering carefully that the data types are consistent
with the intended purpose, such as e.g. for assessment of possible im-
provements based on the RCA process and identification of root causes.
It describes typical data requirements, including different areas of ap-
plication and types of analyses. RCA (with reference to the IEC 62740
[4]) is then one of the analysis types specified, and it is clarified that the
framework described in ISO 14224 supports this specific type of ana-
lysis. In some situations, to achieve useful data, it may be required to
perform a RCA analysis prior to the reliability data collection to further
investigate the root causes. Normally, the possible human errors iden-
tified from a RCA/ human performance analysis are likely to be pre-
sented on a more detailed level than simply “human error.”

Refer to discussion in Section 5 in this article and ISO/TR 12489
[10] on reliability modelling for further details on the link between
reliability data and analysis; see also e.g. Rausand and Høyland [32].
See also [33–35] for a review of human reliability assessment (HRA)
methods.

In conclusion, root cause analysis is a systematic way of making the
link between human error and the human error context. Context in this

Fig. 1. Typical failure cause information flow in reliability informed decision-
making.
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sense is the “set of circumstances” referred to in the analysis.

3. Identification and interpretation of human error

3.1. Identification of the human errors

Focusing on the human errors, a root cause analysis (formal or in-
formal) may identify a broad spectrum of failure causes associated with
failure events. Different ways of analysing and classifying human errors
exist, leading to problems in consistency, harmonization and validation
[36,37]. The choice of classification may be industry specific or generic,
external or internal reference in relation to the human (e.g. workplace
or task related versus cognitive related) and based on different concepts
of failure.

Classification frameworks for data collection and statistical analysis
of incidents, such as HFACS – Human factors analysis and classification
scheme [38,39] based on Reason's [3] human error concepts, where four
or five levels are considered for the analysis of the human error: i.e.
unsafe acts (level 1), preconditions for unsafe acts (level 2), supervision
(level 3) and organizational influences (level 4); sometimes a fifth level
‘legislation and government’ is considered after the organizational in-
fluences. Another framework is the Storybuilder [40] based on a safety
barrier and barrier management model. One aspect of the model is that
it is used to collect data on human performed tasks related to the failure
of specific safety barriers in accidents. The Storybuildermodel is looking
for patterns of causes within the system of safety barriers. The data
collection structure is not necessarily the same as for other approaches
to the quantification of human reliability (see e.g. [41,42], which are
based on an analysis of critical tasks, identification of opportunities for
error and calculation of the probability of error per opportunity.
Nonetheless, the two frameworks are interrelated because human re-
liability assessment (HRA) methods require data sources for calibration
and validation.

Another relevant technique for identification and evaluation of
human errors is the Systematic human error reduction and prediction ap-
proach (SHERPA). The technique employs so-called hierarchical task
analysis together with the error classification by covering a variety of
errors in action, retrieval, checking, selection and communication [43].
See also [44,45].

Key features of the classification systems are the contexts in terms of
factors affecting performance viewed from different sociotechnical
system aspects – organisational processes and culture; management,
resourcing and supervision; human factors and ergonomics of the
workplace, task design, human performance; cognitive factors such as
memory, attention and awareness.

A key reference to the human error classification is the IEC 62740,
which frames the analysis of human performance. The starting point is
the identification of the ‘error mode’; i.e. the external manifestation of
the error (what is observed to have, or not have, been done) such as
actions omitted or wrong actions. The next step is categorization
(classification) and analysis of the mechanisms and causes leading to
the identified error modes. The ‘error mechanism’ is in this context
understood as the process leading to the error, in line with the common
interpretation of ‘failure mechanism’ being the apparent observed cause
of the failure. For equipment this might be some material failure such as
breakage, fatigue, or overheating, which may then be explained by the
failure causes (the root causes). According to the IEC 62740 [4], the
following could then be relevant for this analysis:

(a) The internal error mode and error mechanism. This is the reason
behind the error in psychological meaningful terms e.g. for an error
mode of ‘took a wrong turn in car’, the internal error mode and
mechanism might be incorrect decision due to habit intrusion.

(b) Inherent problems of the task, e.g. conflicting goals, planning pro-
blems, constraints, cognitive demands etc.

(c) Performance shaping factors. These are the conditions of the

technical or organizational environment or internal to a person
which affect how well a task will be performed. See IEC 62508 [46].

(d) The flow of information and feedback without which correct jud-
gements are unlikely to be made.

After the identification of the error modes, the mechanisms are
generally clarified before starting the identification of the underlying
reason for the mechanism and why the human error was made, using
for example the two frameworks mentioned above. The IEC 62740 [4]
refers also to the Technique for retrospective and predictive analysis of
cognitive errors (TRACEr), described in Shorrock and Kirwan [47].

3.2. Interpretation of human error based on IEC 62740 and IEC 60,050-
192

How should one deal then with all these different views of human
error? Based on the incentives to record human error information re-
vealed through RCA, the definition proposed in the IEC 62740 [4] offers
a key. Human error is a generic term used to describe all those occa-
sions where a planned sequence of mental or physical activities fails to
achieve its intended outcome, and when these failures cannot be at-
tributed to outside intervention [3]. Senders and Moray [48] in addi-
tion place a set of rules and the external environment into the equation,
by stating that it is: “not intended by the actor; not desired by a set of
rules or an external observer; or that led the task or system outside its
acceptable limits”. In both, ‘intention’ is a key to the understanding.
Without intention, there could be no ‘human error’ – meaning implicitly
that human error relates to skill, e.g. slips, and to knowledge dimen-
sions, e.g. mistakes. There are several ways, which are dealt with later
in this article, to define and understand this term, some of which also
include the rule (requirement) dimension, as is also done in the RCA
standard IEC 62740 [4]. This standard adopts the definition of ‘human
error’ from the dependability standard IEC 60050-192 [17]:

human error: “discrepancy between the human action taken or omitted,
and that intended or required”.

By including the “or required” part, a human error could be in any
situation where an operator is not following a given operational pro-
cedure. According to the definition, it does not matter what the person
was trying to accomplish, i.e. the person's intent, which could be dif-
ferent from for example the required procedure. One example is vio-
lations, i.e. deliberately failing to comply with the procedure (see [49,
p.288]). Hence, the ‘human error’ concept could include the activity of
deliberately performing wrongly such that a failure occurs. Although
this being clearly a human failure linked to human performance, de-
liberately breaking rules is according to Reason [50,51] not per se a
‘human error’. Only those failures where individuals generate (through
actions or decisions or omissions based on their individual skills,
knowledge and reasoning) unintended results, should classify as
‘human error’ (see [3, p.207]) – the Generic error modelling system
(GEMS), which is based on the following triplet:

• Skill-based failures (slips and lapses)–e.g. attentional failures (slips)
or memory failures (lapses)
• Rule-based mistakes–either applying good rules incorrectly or ap-
plying a bad rule
• Knowledge-based mistakes–lack of relevant (incomplete/incorrect)
knowledge

A main distinction between ‘slips and lapses’ and ‘mistakes’ cate-
gories, is that the former are execution type failures generated from
intended actions that fail to achieve their intended result, whereas the
latter are a type of planning failure which by character are more dif-
ficult to detect.

The discussion of whether violations are part of the ‘human error’
concept, relates also to what is the meaning of an ‘error’, which is dealt
with further in 4.1.
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A key to understanding the definition given in IEC 62740 [4] is the
interpretation of the combination “intended or required”. Basically, by
covering both elements, the definition is saying that the result of the
human action could be labelled as a human error in all situations where
a human is involved in the mechanism of equipment failure; i.e. it is a
matter of assessing whether based on the human contribution, if the
failure could have been avoided. Any ‘unsafe act’, to use the termi-
nology of Reason [3,51], then classifies as a ‘human error’.

Such an interpretation, that is linking human performance closely to
failure events, is strongly criticized by several, which regard the human
contribution to failures more as an effect or symptom of deeper pro-
blems. For example, Dekker [52] labels this as the ‘new way of
thinking’, where focus is rather on how the tools, tasks and working
conditions influence human performance. The rationale is that this
‘influence’ is the key to the understanding and successful management
of human performance. For example, a human error in relation to off-
shore oil and gas activities could be caused by stress, exhaustion or
fatigue resulting in decreased speed in cognitive processing, causing an
increase in reaction times, inattentiveness and lower vigilance (see
[53]). Ideally, these influences would be identified through the RCA,
and would then be more relevant than simply ‘human error’.

3.3. Different perspectives regarding the human contribution

In the world of safety, Hollnagel [54] refers to the approach of
focussing on (human) failure as the Safety I perspective, which he
abandons in favour of Safety II. Safety II focusses instead on successful
performance, a perspective which has mostly attracted attention in the
health sector and in aviation. While Safety I focuses on causes, Safety II
is focussed on resilience in handling variability and recovering from
change that threatens or disrupts normal operation. Safety II invokes
much disagreement that the human contribution should be labelled as a
failure cause. Some argue that labelling the human contribution as a
cause of failure is both naive and overly simplistic [39, p. 60]. Dekker
[9] was already moving in this direction in what he called the “new
view” on human error; people are just doing what makes sense to them
at the time [52]. Nonetheless, having information about the occurrence
of human “error” could be highly useful for the management of
equipment reliability and safety in the oil and gas industry. People are
part of safety critical systems. It is a reason why after critical failure
events, and especially those with accident potentials, that it is im-
portant to identify the possible human contribution, and not to restrict
attention to technical systems. However, the way in which we label this
contribution is important.

Even if there is a dispute as to whether human beings “fail”,
equipment certainly does fail and sometimes the failure cause involves
a human contribution. For example, a failure in calibration, using the
wrong equipment part, making a typing error in a procedure can all be
a contributing underlying cause to equipment failure [55,56]. When
these types of occurrence are not recovered, they can remain latent in
the system. Other types of contribution are “errors of judgement”,
which do not fall into the classical consideration of human error [57].
When human failures are recovered it is unlikely that their occurrence
is recorded, for example if there is no incentive to report or for fear of
blame. It is not clear to what extent the actual collection of data from
equipment failures in the oil and gas industry captures this human part.
Despite being acknowledged as important, it might be seen as far more
convenient to ignore the human contribution and focus on the software
and hardware systems. A similar conclusion is reached in Johnsen et al.
[58], stating that although human factors (HF) has been accepted as a
discipline in the Norwegian oil and gas industry, the importance of HF
work has not been sufficiently prioritized in practice from safety au-
thorities, management and engineering. Nonetheless the oil and gas
industry does address this topic, such as on using human factors in risk
assessment [20].

In HRA human error is defined as any member of a set of human

actions or activities that exceeds some limit of acceptability, this being
an out of tolerance action or failure to act where the limits of perfor-
mance are defined by the system [41]. The human contribution seen
from an engineering or risk assessment perspective is something that
has an effect on the model parameters, and building in the human
component requires quantitative data. For example, it might be an in-
itiating event which puts a demand on a safety system, or a test interval
for safety critical systems, or the possibility that testing or maintaining
a safety critical system could introduce a human-induced failure besides
the intended monitoring and repair functions.

Human errors might be recovered before they have any effect,
which is a problem if one wants to quantify them, but not from a suc-
cess perspective. Safety II proponents would say one needs to be looking
more at these successes than at the failures. Recovery by humans is an
important part of the reliable system but this has been given little at-
tention in human reliability assessment [59]. Another issue of col-
lecting data on human error is that some actions leading to failure are
intentional and are referred to as violations. Violations occur where
successful performance is intended by deliberately breaking the rules of
the normative system of controls. In fact, some systems can only op-
erate effectively through routine rule violation as has been reported to
occur in aircraft maintenance for example [60]. The definition of
human error in the ISO 14224 standard [2] (see Sections 1.1 and 4.1 in
this article) does not include violations but in practice a violation may
look like a human error when in fact it is not.

A further discussion on pros and cons of adopting Safety I versus
Safety II is beyond the scope of this article (refer to Reason [50]).

4. Rationale for the human error definition used in ISO 14224

4.1. The nexus between the terms ‘error’ and ‘human error’

For the definition of ‘human error’ to be appropriate, it should fit
with the general concept of ‘error’. In ISO 14224 [2], error is defined as
a “discrepancy between a computed, observed or measured value or condi-
tion and the true, specified or theoretically correct value or condition”.

Following the definition, by relating to what is the true, specified or
correct value (or condition), the term is considered applicable for
hardware, software and human errors. Consequently, when defining
‘human error’ from this perspective, it relates to a discrepancy. Reason
[3] identifies a link between error and intention. The definition given in
IEC 62508 [46] is consistent with this and is adopted in ISO 14224 [2]
(see human error definition below).

There exist several definitions of ‘error’. A systematic search
through definitions given in published ISO standards using an online
browsing platform (OBP) reveal that as many as 900 hits includes the
key word ‘error’. There are currently 45 ISO standards specifically de-
fining the term ‘error’. Of these, four use the definition given above. The
term ‘human error’, on the other hand, ignoring the IEC standards for a
moment (where definitions exist), is not to be found in any other ISO
standard document. However, the term indirectly links to the associated
term ‘mistake’, which has two existing definitions identified through
the OBP:

(a) “human action or inaction that can produce an unintended result”
(ISO/IEC 2382 [61]);

(b) “human action that produces an incorrect result” (ISO/IEC/IEEE
24765 [62]).

Both is about action leading to a ‘wrong’ result somehow, where a)
also refers to the aspect of intention. The ‘intention’ is part of the fra-
mework set by the IEC 60050-192 [17], and makes the term ‘human
error’ to be interpreted in the ISO 14224 [2] as a subset or special case
of the term ‘error’. It is defined as a “discrepancy between the human
action taken or omitted and that intended”. This restricts the definition of
human error entirely to the cognitive dimension.

J.T. Selvik and L.J. Bellamy Reliability Engineering and System Safety 194 (2020) 106418

5



This definition is compatible with the technical definition of ‘error’
given in [17] in the sense that it is a discrepancy. This is in line with the
concept of error developed by Reason [3]. We refer also to discussion in
Le Coze [63], where this relationship is discussed using the theories of
Jens Rasmussen. If the intention is inappropriate it is a mistake. If the
intention is appropriate but wrongly carried out or an action omitted it
is a slip or lapse. This differs from what is termed a violation, which is
an act where there is a conscious deviation from the rules or procedures
and which therefore cannot be considered to be part of the error defi-
nition. Routine violations are regular occurrences that have become
accepted or ignored by management, exceptional violations are atypical
one-off occurrences such as in a crisis, and situational violations are
induced by workplace conditions or task design encouraging violation
of the rule or procedure such as when something is difficult to access or
there is not enough time. To complete the human reliability picture,
violations could be included but are incompatible in contexts that are
intended to lead to success and may often do so e.g. a driver must edge
forward through a red light to let an ambulance through. On the other
hand, a driver may accelerate through a light that has just changed to
red and collide with a driver at the crossroads who anticipates their
light changing to green. The issue is thus also related to the outcome,
success or failure. The violation could be identified as a root cause of
failure but, by the 14224 definition, not as a ‘human error’.

The human error definition in IEC 60050-192 [17] is virtually
identical to that suggested in ISO 14224 [2] except that it says “…and
that intended or required” (italics ours). Consequently, it is also slightly
different from the definition provided by the IEC 62740 [4], which is
adopting the exact same definition as in [17]. This IEC definition
therefore does not solely require there to be a discrepancy with inten-
tion to define error and takes error outside the cognitive dimension by
also including actions or inactions that do not meet requirements. One
could also here consider what is meant by “required” in relation to
human action. Is it only specified requirements or could it mean a more
general reference to professional behaviour? It would also include
violations, these being a discrepancy with formal requirements. The
definition of human error in IEC 62508 [46] on human dependability is
however the same as in [2] but also includes a separate definition of
violation, including that it is deliberate, subsuming this and human
error under ‘human failure’. The types of human errors and violations
that would fit this definition of human failure would be ones where
there is “a deviation from the human action required to achieve the objec-
tive, regardless of the cause of that deviation” with a note that this is
human errors and violations which lead to system failures or hazardous
outcomes. ISO/TR 12489 [10] on reliability modelling only considers
random failures. Violations would therefore be out of scope. In this
respect excluding violations from ISO 14224 [2] would be consistent
with this standard. The earlier ISO/TR 12489 [10] does however refer
to rule violations when considering human performance and error in an
informative annex on the human factor. Important aspects for further
classifying error data which are referred to in [10] are:

(i) whether the task is a skill-based, rule-based, or a knowledge-based
task as this affects the likelihood of failure.

(ii) the ease with which signals can be detected and recognized and the
decision made to act upon them (hits, misses, correct rejections and
false alarms) as this reflects the strength and quality of the in-
formation, the sensitivity of people to the signals and the decision
criteria. For example, signal detection is an important aspect of
inspection and can also be important in error recovery e.g. de-
tecting a typing error in a document, detecting an error in main-
tenance.

Given the opportunity for an error or violation, performance
shaping factors can influence the chance of making them, increasing or
decreasing the probability of occurrence through such factors as the
quality of procedures, level of competence, and ergonomics of the

workplace and task design. Bellamy et al. [40], for example, define
eight management “delivery systems” in the Storybuilder model which
can influence task performance: Plans and procedures, competence,
communication and collaboration, availability of sufficient people, er-
gonomics, motivation to work safely/risk awareness, resolution of
conflicts (pressures to go beyond the safe boundary), and having the
right equipment (tools, spare parts, personal protective equipment,
etc.). According to Mosleh and Chang [64], it is important that models-
based HRA methods have a core focusing on the cognitive causal link
between behaviour and the measurable factors. Refer also to [65] for
discussion on how to evaluate the effect of performance shaping factors
on the human error probability.

4.2. Relationship to other ‘error’ types

Throughout the ISO 14224 [2] document, the term ‘error’ is used in
several places, and always combined with other words, not only in the
section specifying the possible failure causes. For example, software
error is defined as erroneous result produced by the use of software
product and is listed as a ‘failure mechanism’ (i.e. the process that leads
to failure) rather than a ‘failure cause’. The different ‘error’ concepts
could be appearing on different levels in the failure reporting. There are
examples of human errors seen as part of the failure mechanisms.
Huang [66], as one example, addresses software fault defence based on
prevention of so-called ‘human error mechanisms’ in the cognitive er-
rors of software practitioners and by that not making any clear dis-
tinction between the circumstances or process leading to the failure.
Another example is Pandya [67], who in a radiotherapy context use
‘failure mechanism’ (as the means by which a function may fail) to
explain why the failure causes (termed ‘proximate causes’ of the task
failure) occur, as is the opposite of the interpretation and hierarchy
given in ISO 14224 [2] and IEC 62740 [4], where the ‘failure cause’ has
no predecessor that is relevant for the RCA (identification of root
cause).

Using combinations that include the word ‘error’, allows for more
specificity on how these relate to hardware, software and human as-
pects. The combination ‘human error’ is, in the document, the far most
frequent one.

Furthermore, by studying the overall distribution of ‘error’ use in
[2], one finds that there is limited reference to error types other than
human and those already mentioned in the table of failure causes [2,
Table B.3]. Some few references are made to errors related to calibra-
tion, computing, design, and software, but these are sparse. In fact,
several of the error types labelled with more specificity, i.e. not referred
to as ‘human error’ in the 2006 edition, are in the 2016 edition changed
to ‘human’. The ISO 14224 [2] uses the term ‘human error’ a total of 28
times, whereas in the 2006 edition ‘human error’ was only used twice,
indicating the higher attention now being given.

In the literature and in RCA processes in general, as mentioned in
2.2, it is common and clearly relevant to use a somewhat more detailed
classification of the human errors. One of the subcategories frequently
used, and one also used in the ISO 14224 [2], is ‘mistake', which is
retained from the 2006 version. Despite not being defined, ‘mistake’ is
used in the standard to further clarify the meaning of ‘operating error’
and ‘maintenance error’. Both error types are described as follows:
“Human error: Mistake, misuse, negligence, oversights, etc. during
operation (e.g. due to human fatigue)”. For example during inspection
or testing. There is no use of other human error or unsafe act sub-
categories such as ‘lapses’, ‘slips’, or ‘violations’ in the document.

4.3. Conclusions on the rationale

It should by now be clear that the term human error has been far
from being a simple and clear-cut category for collecting and analysing
human performance events in a system sensitive to failure because it
depends on how it is defined. The term is made even more complex by
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its association but lesser role within a framework for collecting and
analysing equipment failures. While the definition is now consistent in
ISO 14224 [2] with the concept of error and is quite precise, data
collection and analysis in practice is still left with the issue of identi-
fying the context or set of circumstances. It restricts the definition to the
cognitive aspect of human performance and does not restrict it to those
occurrences solely resulting in failure, even if the interest is only in
failure causes.

5. Appropriateness of the ISO 14224 framework

5.1. Challenges and opportunities

The appropriateness of the way human error is included in ISO
14224 [2] relates to the link between failure cause identification and
the data collection illustrated in Fig. 1 (see 2.1). A main challenge
discussed in this article is that it is difficult to see a clear link between
the ISO 14224 failure causes and possible human errors identified from
root cause analysis, RCA [4]. For example, rule violations could also be
relevant to collect and analyse data on, but these cannot be regarded as
error in the human error definition in [2]. It also may be difficult to
break the failure causes down into the skills and knowledge dimensions
identified by Reason [3] and Rasmussen [68] and which are used in
ISO/TR 12489 [10] to frame human performance considerations in the
context of reliability modelling.

The two guidance documents ISO 14224 [2] and ISO/TR 12489
[10], provide a link between the data collection and exchange on the
one hand and the application in reliability modelling and assessments
on the other. They allow for a common ‘reliability language’ and fra-
mework to be applied throughout the process illustrated in Fig. 1 (see
2.1). It is largely a matter of establishing a taxonomy that is applicable
to and consistent throughout all the steps. Several studies, as pointed
out in Di Pasquale et al. [69], underline that use of taxonomies to
classify data is a potential solution to produce meaningful information
from different types of source using the same framework. A similar
discussion is provided in Lam et al. [70], in a medical context, where it
is claimed that the lack of a common and relevant taxonomy for ra-
diation treatment errors influences the ability to describe important
characteristics of radiotherapy incidents.

The link to ‘reliability analysis and decision-making’ also provides
some clarity regarding limitations of the data that is collected and
considered for use. This accounts for what is not covered by the data
collection. For example, the ISO 14224 [2] gives a clear description for
each of the specified failure causes, which should increase the like-
lihood that the analyst in reliability assessments interprets the failure
causes in the same way as the data collector. There is normally limited
room for producing new failure cause data at the time of analysis as the
building of reliability databases takes time. Besides, the change of
taxonomy requires understanding of the cascading effects (e.g. influ-
ence on other data collection projects). Hence, the analyst's effort is
typically focused on optimizing the use of the existing data.

Another challenge is the importance of understanding the data
collection process. The selected format for data collection may not be
open for multiple failure causes associated with the failure event stu-
died. The data collector may thus have to choose between human and
technical aspects. The ISO 14224 [2] gives sparse advice on how to deal
with the situation of multiple failure causes, except from using a spe-
cific failure cause labelled ‘combined causes’ or selecting the dominant
‘failure cause’. For example, when some data collector decides on what
is the appropriate failure cause(s) of a failure event, there can be soft-
ware restrictions allowing only one failure cause to be entered for each
of the failure events. The structured reliability data collection is typi-
cally not able to capture the full picture identified through RCA pro-
cesses. The failure cause registered for a given failure event is con-
sidered as the dominating failure cause in situations where there also
could be multiple failure causes. It is thus likely that the reliability

analyst fails to account for human errors ignored in the reliability data
collection. Besides this there is the question as to what extent the data
collector is capable of making an unbiased decision about which cause
is the dominating one. Should the data collector in addition be placed in
a situation where also the operator intent (related to a failure event)
must be considered, the incentives and competency of the data collector
is obviously challenged with respect to ensuring high data quality.

The ISO 14224 [2] indicates clearly which of the failure causes in-
volve human error, but does not in general guide a further breakdown,
as we have clarified. It is then a task for the analyst performing the
reliability assessment to consider the link between the specified failure
cause and the underlying types and levels. Although such underlying
information about the failure causes may be desirable, and in some
situations also available from a RCA process, it is usually not done. It is
typically more practical and cost-efficient to only perform in depth
analysis, such as RCA, for selected failure events of complex or safety-
critical nature, as recommended by the ISO 14224 [2].

A problem is, if one intends to study the human errors in depth, e.g.
in a HRA, then the classification specified in [2] is not sufficiently de-
tailed to make clear inferences about the type of human error detailed
in 3.2. The ISO/TR 12489 [10] specifies that human error is generally
considered to be of three types, i.e.; (i) memory and attention lapses
and action slips, (ii) mistakes in action planning, and (iii) rule viola-
tions. In addition, there are specified three performance levels that may
be considered, i.e. skill-based, rule-based and knowledge-based. Al-
though information about such types and levels might be attractive
from a human error perspective, there are obvious consistency chal-
lenges when such information is collected for all failures, and might not
be achievable using the ISO 14224 classification. For example, in re-
cording the causes of a failure, one data collector could specify man-
agement, whereas another would rather prefer to specify an operator
error (e.g. documentation error - some typing error). This means ob-
viously that there could be some inconsistency between the data needs
and the data collection on human error related failure causes. Con-
sidering the three steps in Fig. 1; both the first and last step is referring
to subsets or classification of human error, but the middle step is not
following this up.

Furthermore, the classification suggested from the RCA [4] and the
reliability data collection [2] suggests that rule violations are not part
of the ‘errors’, although it represents relevant information on decision-
making related to possible unsafe acts. Nevertheless, ‘rule violations’
are clearly linked to the non-technical aspects and human performance.
ISO/TR 12489 [10] specifically states that it is appropriate to omit
actions performed outside the demands of the task when considering
commission errors (doing things wrongly) in human error modelling;
“commission errors not associated with a requirement for the operator
to act and acts of sabotage are generally not modelled”. However, this
does not necessarily apply to rule violations. E.g. deliberately going
through a red light is a rule violation in response to a demand to stop
and might be modelled in an RCA of going through a red light. How-
ever, deliberately driving on the pavement instead of the road is un-
likely to be modelled.

The ISO/TR 12489 [10], although not including a definition of
‘human error’ in the document, frequently refers to this term when
guiding reliability modelling and calculations. One of the measures
described in [10] and that is commonly used in human error modelling,
is the ‘human error probability’ (HEP), which addresses the number of
human errors divided by the number of opportunities for error. As-
sessment of HEP is typically a key activity of HRA. To apply such a
measure, it is typically necessary to analyse a wide range of failure
causes in order to achieve the overall number of human error events
and identification of opportunities for errors. The analyst will then have
to decide on which of the failure causes relate to human errors. ISO
14224 [2], largely accommodates this task, and specifies that the three
failure causes, operating error, maintenance error and documentation
error, specifically relate to human errors.
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These are all failure causes that, for example, might be associated
with human fatigue, i.e. loss of physiological and psychological func-
tion as a result of extended wakefulness, heavy work, excessive sti-
mulation, illness or stress [71]. For example, loss of function could be a
decrease in attentional capacity, which could increase the chance of
making attentional slips. Other types of ‘error’, such as ‘management
error’ are open to interpretation, as in many situations they will not be
classified as a human error according to the definition given in the ISO
14224 [2].

It has traditionally, however, been a challenge to achieve the ex-
perience data for HEP calculations and, because of that, a number of
HEP generating methods have been developed in the past, such as e.g.
the classic Human error assessment and reduction technique (HEART), the
Human error rate prediction (THERP) methods (see e.g. [44]). There is
also a HRA method developed particularly for the nuclear industry
called a technique for human error analysis (ATHEANA) issued in 1996 in
NUREG/CR-6350 [72]. The variety of methods developed is a response
to the missing ‘human error’ focus in general reliability data collection,
where the relevant data is not collected or available in the standardized
format.

Probabilistic analysis, such as the use of the HEP measure men-
tioned above, raises also the question of whether or not the human
errors are randomly distributed, as assumed by the ISO/TR 12489 [10].
For example, Berry et al. [73] claim quite the opposite; that neither
errors nor violations are random events. It is an important issue as it
relates to the time to failure, but the discussion on this it is considered
outside the scope of the current article.

5.2. Overview of pros and cons

The main pros and cons identified in the subsection above are
summarized in Table 1.

6. Discussion

In the current article, the authors address whether the current ISO
framework for reliability data collection, exchange and analysis are
appropriate for capturing the information needed to achieve high
quality human error data for use in decision-making in the oil and gas
industry. To assess this, they have studied thoroughly the guidance
provided by the two key international standards available on the issue,
i.e. the ISO 14224 [2] and the IEC 62740 [4], as well as the depend-
ability standard IEC 60,050-192 [17], which is highly relevant also
within the oil and gas industry.

Basically, the appropriateness relates to two related issues; firstly,
whether the current framework is sound and can provide adequate data
quality; and secondly, whether key information is unavailable through
the current framework, which then should be considered for inclusion.
Regarding the first issue, ISO 14224 [2] suggests the following five key
characteristics that characterize high quality data:

1. Completeness of data in relation to specification
2. Compliance with definitions of reliability parameters, data types

and formats
3. Accurate input, transfer, handling and storage of data (manually or

electronic)
4. Sufficient population and adequate surveillance period to give sta-

tistical confidence
5. Relevance of the data to the need of the users

Collectability issues are obviously a key here, being covered by
quality points 1, 3 and 4. The current classification of failure causes is
simple to interpret and use in practice. The prioritization might be a
challenge, but it is normally quite clear whether a failure cause is to be
part of one category (e.g. operating error or maintenance error). For a
possible in-depth categorization of the human errors, it is not that ob-
vious. In particular, it might be difficult to specify the human in-
tentionality i.e. how to establish what the person intended. For ex-
ample, say an equipment inspector supposedly made an omission in
inspecting a piece of equipment was this because the inspector intended
to inspect the component but forgot about it (attentional slip) or maybe
they identified the wrong equipment (mistake) or the inspector had
little time and just assumed it was working adequately (violation), or
perhaps it would have been inspected if it had not been accidentally
omitted from the checklist (a documentation error). Obtaining, ver-
ifying and recording this kind of information might be highly resource
demanding if there are not already systems in place that can be used for
obtaining it.

Aside from the collectability issues, high quality is about relevance
and intended use, and about the overall consistency of the data, which
by increasing usefulness is clearly adding value to the data collection.
Achieving consistency is naturally a key objective, i.e. to have a
common platform for collecting and exchanging reliability data, where
it is important that the data can be analysed and compared in a con-
sistent way. A main challenge regarding consistency in the data on
failure causes is the different ways of presenting the human errors de-
pending on different objectives and methods, as outlined in Sections 2
and 3, and captured by the quality points 2 and 5 above. These ob-
jectives and methods can motivate the need for more detailed data;
however, deciding on an appropriate breakdown applicable to relia-
bility data collection seems to be difficult from a standardization per-
spective. Despite there being many classifications, it is not easy arriving
at a satisfying and unambiguous definition and classification of human
error, and literature provides little guidance on how to systematically
classify an event into error categories [69]. The intended use may ob-
viously vary and in the current edition of the ISO 14224 [2], there is no
attempt in the structured reliability data collection to provide any in-
depth human error information beyond the specified general failure
causes, despite the increased attention to the human contribution

Another consistency issue, addressed in both Sections 3.1 and 4.2, is
the ambiguous distinction between failure mechanism and error, which

Table 1
Pros and cons of the human error inclusion in ISO 14224 [2].

Pros Cons

The consistency of the definition and taxonomy of human error makes it possible to
achieve meaningful information for different analysis purposes.

Difficulty identifying when error according to the definition occurs (what was the
intention).

The link to RCA makes it feasible to consider human errors in more depth, as well as
violations even if the latter are not included in the standard.

No guidance on further breakdown of the failure causes into knowledge-, rule- and
skill-based dimensions are provided.

Provides a clear interpretation of the specified failure causes, and identifies clearly which
failure causes relate to human error (operating, maintenance & documentation human
errors).

Although being an equipment-oriented standard, there could be more focus on the
human performance aspects, particularly defining relevant contexts/sets of
circumstances.

It is achievable to collect the human error data with high quality using the current
classification.

Too much focus on what is the dominating failure cause, possibly creating bias
towards the exclusion of human error

Allows for different ways of data collection, as it is often more practical and cost-efficient
to perform in depth analysis for selected equipment/ failure events.

The current framework might not be appropriate to collect the full set of information
needed to calculate HEP; data quality on the number of opportunities for error could
be increased as well as on the cognitive aspects of the errors.
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links to whether different types of error should belong to the same
classification hierarchy; e.g. ‘human error’ being linked to failure causes
and ‘software error’ linked to failure mechanisms. However, the inter-
pretation of a failure mechanism is clear enough–the process leading to
failure, which is explainable by the underlying failure cause(s). That
classification of failure mechanisms sometimes uses the word ‘cause’
could be confusing, e.g. ‘combined causes’ or ‘no cause found’ could be
relevant for both failure mechanisms and causes. One would then ex-
pect a similar relationship between different error mechanisms and
causes, although this is not explicitly defined in the international
standards.

Concerning the intended use, there are many examples that can
demonstrate mismatch between collected reliability data and use in
reliability modelling. Also for hardware failures there should be ex-
amples of proper motivation for a more detailed collection of failure
causes. To some extent, the adopted classification of failure causes is a
trade-off, but one where focus is clearly not restricted to human errors.
We find it reasonable that the ISO 14224 [2], as an international
standard focusing on equipment reliability performance and the cir-
cumstances influencing this performance, presents a wide picture of the
failure causes. Nevertheless, we see a clear link between the depth of
human error information and the relevance and value of the data. Just
identifying that there is a human contribution, when considering the
high fraction of such failures (depending on how one classifies it), is
perhaps not providing the relevant information; or in the words of
Trevor Kletz: “To say accidents are due to human failing is like saying that
falls are due to gravity. It is true but does not help us prevent them” [74, p.
230].

One may then question whether the current classification of failure
causes should aim for showing a broader picture as needed for assessing
and identifying reliability recommendations concerning human errors.
It could be useful to have in-depth data on the task level within which
the error took place, i.e. skill-based, rule-based, and knowledge-based
according to the classification in Reason [3]. The analyst could then use
these data to calculate HEP values for different performance levels.
Given a probability distribution for each of the levels, performance
shaping factors could then be applied to e.g. predict future performance
or for human resource management. The main problem is not the re-
levancy, which is clearly there, but rather that the detailed information
might be difficult to obtain, as outlined above. For example, if both an
operator and a hardware sensor is failing to detect a fault (i.e. a re-
dundancy failure); which of the two should be attributed the detection
failure? Perhaps then it is better to focus on the relationship between
the human and the technical system, e.g. through systemic analysis or
signal detection theory (SDT). By doing that, more attention is placed
on the human factors, the quality of information and criteria for acting/
making decisions/responding. In that case it might be more appropriate
to build the classification around the ‘signal quality’.

Whilst it is clear that the ISO 14224 framework seems incapable of
capturing all failure causes at the required level of detail, with under-
lying causes likely to be ignored, the new ISO 14224 [2] is largely
capturing which of the failure causes are linked to human errors com-
pared with the withdrawn 2006 edition. This is both useful and relevant
information in human reliability assessments, e.g. when calculating the
HEP measure. The basic need of real data for the HEP calculations is
largely covered by the increased specificity of ‘human error’ in collec-
tion of ‘failure causes’. However, there is still a need to capture the
number of demands, which is not fully in place yet. The number of
demands, while being an attractive piece of information, is more a
collectability issue, as the number of demands could be quite high and
uncertain.

7. Conclusions and research needs

To conclude the discussion and give some remarks on how to con-
sider failure causes from a human error perspective, the ISO 14224 [2]

presents a solid guidance for which failure causes are to be applied in
data collection. It may not be able to capture the full human error
picture identified through a RCA process, but will normally present the
dominant failure cause.

The ISO 14224 [2] clarifies specifically that three specific failure
causes relate to human errors, i.e. operating, maintenance and doc-
umentation error, but does not provide any guidance on a further
breakdown. Each of these, and others such as fabrication, installation
and general design failure causes, could all be further broken down (e.g.
to knowledge, rule or skill dimensions) but this is not in the current
framework for structured reliability data collection. Other failure
causes such as ‘combined causes’ may also deal with human errors, but
no direct link is given concerning this failure cause.

To achieve appropriate information for human reliability assess-
ment (HRA) decision-support, it is beneficial in some situations to
perform additional data collection. In-depth analysis, as through RCA,
is advised for selected failure causes relating to human errors to identify
which elements are dominant. For example, it is highly interesting to
study the extent of the influence of human errors in the collected data
on maintenance. For this purpose, we believe that it could be useful and
reasonable to include a separate part, perhaps a new annex, in the next
edition of the ISO 14224, which provides clear guidance of how addi-
tional and in-depth data collection of human errors could be performed
in an appropriate way so that such initiatives are based on a common
framework. It is important that this part is synchronized with the RCA
output guided by the IEC 62740 and other international standards that
might be developed for activities around this issue. The development of
such a part should also be based on experience in the industry and could
be supported by empirical research in this area.

Furthermore, as part of the input to future standardization work, the
ISO/TR 12489 should clearly be aligned in the next revision of this,
such that the document considers ‘violations’ in the same way as the
ISO 14224 [2] and IEC 62740 [4].

In summary, the new ISO 14224 standard moves the focus in re-
liability data collection closer to ‘human errors’. It clarifies for both
data collectors and analysts which failure causes relate to such errors
and provides a consistent reliability language linking the terms ‘error’
and ‘human error’ in an appropriate way. It restricts the term human
error to a discrepancy with intention: “discrepancy between the human
action taken or omitted and that intended”. This avoids any connection
with blame or any generalised all-encompassing catch-all for attri-
buting anything that fails to human root causes. The standard can thus
to a larger extent ensure consistency of ‘human error’ data within the oil
and gas industry, such that high quality can be achieved in reliability
assessments, for example, when identifying recommendations on how
to prevent reoccurrence of the events or the occurrence of human error
related events.

As for the clarification of how to guide additional data collection on
human errors, there is generally a need for human factors experts to
contribute more to the standardization process related to the activity of
e.g. the ISO TC67/WG4 – Reliability Engineering and Technology and the
IEC TC 56 - Dependability. In the ballot concerning the final draft of the
2016 edition of the ISO 14224, which received 343 comments, none of
the comments were about ‘human errors’ or how to capture the human
contribution. Some research on how to improve support for the col-
lecting of human error data in practice by non-human factors specia-
lists, as well as how to better integrate human factors in equipment
reliability questions, could be undertaken. By this is meant better
communication and transfer and integration of professional knowledge
and understanding rather than more development of classification
systems. This is quite a challenge as in any multi-disciplinary under-
taking. Impediments to integrating expertise on the organisational and
cognitive aspects of human performance, such as those found in the
Norwegian petroleum sector [58], need to be overcome by prioritising
the integration of such human factors expertise in the data collection
for and analyses of safety critical systems and the supporting standards.
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