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A B S T R A C T   

Machine Learning adoption within drilling is often impaired by the necessity to train the model on data collected 
from wells analogous in lithology and equipment used to the well where the model is meant to be deployed. 
Lithology information is not always well documented and fast-paced development of drilling equipment com-
plicates the challenge even further, as a model would likely become obsolete and inaccurate when new tech-
nologies are deployed. To bypass this problem a training-while-drilling method utilizing neural networks that are 
capable of modelling dynamic behaviour is proposed. It is a continuous learning approach where a data-driven 
model is developed while the well is being drilled, on data that is received as a continuous stream of information 
coming from various sensors. The novelty in presented approach is the use of Recurrent Neural Network elements 
to capture the dynamic behaviour present in data. Such model takes into account not only values of the adjacent 
data, but also patterns existing in the data series. Moreover, results are presented with a focus on the continuous 
learning aspect of the method, which was sparsely researched to date. A case study is presented where inclination 
data is predicted ahead of the inclination sensor in a directional drilling scenario. Our model architecture starts 
to provide accurate results after only 180 m of training data. Method, architecture, results, and benchmarking 
against classical approach are discussed; full dataset with complete source code is shared on GitHub.   
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1. Introduction 

Lack of adequate training data is one of the major issues preventing 
machine learning model deployment within petroleum. While in general 
it is relatively easy to develop data-driven models for problems like rate 
of penetration (ROP) prediction, such models will be valid only for wells 
where geology, equipment, and general design matches closely the 
training dataset. This is further corroborated by the lack of published 
general-purpose data-driven ROP prediction models. All machine 
learning models face such challenge; if an algorithm is trained to detect 
cats, but the dataset contains only cats indoors, it will struggle to classify 

pictures taken outdoors. Such problem was explored in practice when a 
neural network was trained to discern dogs from wolves. Training 
dataset was made flawed on purpose, where pictures of dogs were taken 
on grass, and pictures of wolves in the snow. This lead to the classifier 
using snow as the key feature, and subsequently poor model perfor-
mance (Ribeiro et al., 2016). 

To solve this underlying issue, continuous learning (Liu, 2017) 
methods could be used, where a model is continuously retrained while 
the well is being drilled. Data collected from a drilled section are used to 
train a model that can be applied to the further section of the same well. 
When additional section of a well is drilled, the process is repeated to 
create an updated model. Advances in computational power make 
data-driven model training time negligible in comparison to time 
required to drill a well making the training-while-drilling approach 
feasible. Model training is often fast enough to be completed in the short 
breaks in the drilling process, such as adding a stand to the drillstring. 
Additional benefit of a dynamically trained model is that any 

* Corresponding author. 
E-mail address: andrzej.t.tunkiel@uis.no (A.T. Tunkiel).  
URL: http://www.ux.uis.no/%7Eatunkiel/ (A.T. Tunkiel).  

Contents lists available at ScienceDirect 

Journal of Petroleum Science and Engineering 

journal homepage: http://www.elsevier.com/locate/petrol 

https://doi.org/10.1016/j.petrol.2020.108128 
Received 24 June 2020; Received in revised form 24 September 2020; Accepted 9 November 2020   

mailto:andrzej.t.tunkiel@uis.no
http://www.ux.uis.no/&percnt;7Eatunkiel/
www.sciencedirect.com/science/journal/09204105
https://http://www.elsevier.com/locate/petrol
https://doi.org/10.1016/j.petrol.2020.108128
https://doi.org/10.1016/j.petrol.2020.108128
https://doi.org/10.1016/j.petrol.2020.108128
http://creativecommons.org/licenses/by/4.0/


Journal of Petroleum Science and Engineering xxx (xxxx) xxx

2

discrepancies between predictions and incoming data are used as a 
feedback to improve the subsequent iteration of the model. 

There is limited previous research related to such approach in dril-
ling. Data-driven rate of penetration (ROP) prediction models are 
abundant in the latest literature: (Ahmed et al., 2019a, 2019b; Hegde 
and Gray, 2017, 2018; Hegde et al., 2015; Soares and Gray, 2019a; 
Sabah et al., 2019; Han et al., 2019; Shi et al., 2016; Mantha and Samuel, 
2016; Eren and Ozbayoglu, 2010; Soares et al., 2016; Amar and Ibrahim, 
2012; Eren and Ozbayoglu, 2010, 2010; Yi et al., 2014; Jiang and 
Samuel, 2016). There is however limited work related to continuously 
expanding dataset. Only few papers were identified where the training 
to testing ratio was explored showing improvement over analytical 
methods even at smallest training datasets (Hegde et al., 2017). Appli-
cation of continuous expanding of the training dataset was researched as 
well in other papers, such as (Hegde and Gray, 2017), applying random 
forest algorithm to again predict the ROP, and (Soares and Gray, 2019b), 
where expanding dataset was used for ROP prediction implemented as 
changing train/test ratio, evaluating random forest, support vector 
machines and neural networks, and comparing it to analytical models 
such as Bingham, and Bourgoyne and Young. No other analysis of 
continuous learning in drilling environment was identified. 

To expand on this existing work, a novel model was developed that 
uses not only the real-time attributes as inputs from a specific time and 
space, but also utilizes previous values; this is what this paper refers to as 
dynamic behaviour. It means that the model is aware of not only the 
current state, but also of the previous values and how they change along 
the data series, be it space or time, identifying the dynamics of the local 
environment. This is achieved through the use of Recurrent Neural 
Network (RNN) (Rumelhart et al., 1986), where attribute values are fed 
to the network from multiple steps along the data series. 

To the best of our knowledge, no drilling related continuous learning 
research was done that utilized the recurrent neural networks the way 
this paper proposes. This paper also performs a thorough analysis of how 
the models’ performance change as the data is continuously acquired; 
we were unable to identify any drilling-related paper that would discuss 
this aspect in a comparable detail. 

While our novel approach does not produce results from the first 
meter drilled, it requires relatively small dataset to start working reli-
ably. A case study is presented where lagging inclination data is pre-
dicted in a directional drilling scenario using a bent sub. It was selected 
because the problem is sparsely explored in the existing research, and 
the way that data behaves makes it a good candidate for a neural 
network model with recurrent elements. The applied model is based on 
our earlier work (Tunkiel et al., 2020a) where the problem of predicting 
lagging inclination data was first explored. In this paper, accuracy along 
the depth of the well is explored to evaluate method’s usefulness and 
applicability in real-life situations. 

1.1. Motivation 

In the recent years, directional drilling became one the common 
drilling methods, especially in relation to shale developments (Wang 
et al., 2018). Precise well placement is an important factor when it 
comes to the future well performance. Directional driller depends on the 
values from downhole sensors to know where the well is being placed. 
One of the challenges is, that due to space constraints, those sensors are 
at a significant distance from the bit, often tens of meters. This in turn 
creates a blind zone, a section of a well that is drilled, but the driller does 
not know where it exactly is, potentially leading to a delayed corrective 
actions. 

As the sensor data is delayed, decisions taken based on these sensors’ 
readings are delayed as well, leading to suboptimal well placement. 
With pay zones only 5–15 m thick, as in case of the Bakken field (Zou, 
2017), minimizing that delay distance in the directional readings is 
critical. The goal of this case study is to predict such continuous incli-
nation readings that are yet to be made, predicting the well direction 

between the sensor and the bit. 

1.2. Innovation 

There are a number of innovative elements in the presented paper. 
Only one prior published study was identified discussing the recreation 
of sensor data using machine learning methods, apart from parts of the 
proposed method presented by the authors on the 39th International 
Conference on Ocean, Offshore & Arctic Engineering in August 2020 
(Tunkiel et al., 2020a). Presentation was given (Koryabkin et al., 2019) 
on similar topic applying basic regression algorithms, lasso, ridge, 
random forest and gradient boosting, to predict a number of sensor 
values lagging behind the bit. Achieved results showed relative error less 
than 16% for 80% of the tested data. Our research uses more advanced 
network architecture as well as is considered within continuous learning 
environment. Applying machine learning allows for method deployment 
when prior specific knowledge of the bit steering mechanism is not 
necessary. Such exact information is on the other hand needed to follow 
recently published analytical approach, such as performed by (Wang, 
2017; Wang et al., 2020), where beam bending model is developed 
based on exact bottom hole assembly geometry and function. 

Another key innovative element presented in the case study is the 
application of continuous learning. This concept is related to lifelong 
machine learning (Liu, 2017), where continuously expanding training 
dataset is used to evaluate samples from the immediate future. While 
there is significant research related to data stratification, i.e. the split 
ratio between training and testing datasets, such as (Anifowose et al, 
2011, 2017), it must be noted that this is a similar, yet different topic. 
Continuous learning mimics the real life learning, where immediate 
future is predicted using all the past experiences, while stratification 
studies consider a fixed dataset and the best way to split it. Presented 
case study focuses of the models’ performance in the continuous 
learning scenario in detail, which we were unable to identify in 
literature. 

Lastly, inclusion of past values as inputs via use of recurrent neural 
networks is also a topic sparsly explored in research related to drilling. 
Publications related to flow rate estimation (Chhantyal et al., 2018) 
utilized generic recurrent neural networks, as well as newer work on 
kick detection (Osarogiagbon et al., 2020) utilized newer architecture of 
Long-Short Term Memory. Our work expands on this by utilizing Gated 
Recurrent Units, RNN cell first discussed in 2014 (Chung et al., 2014) in 
a continuous learning scenario, a combination that we were unable to 
identifiy in literature related to drilling. 

The proposed solution is fast to deploy, requires no proprietary 
software and can be run using any modern consumer-grade Graphics 
Processing Unit (GPU), making the necessary investment very low. 
Properly set up system automatically adapts to available data through 
dimensionality reduction techniques discussed in the further chapters. A 
single well data is required to validate the method for a given use case. 
Given the auxiliary nature of the generated results, there is little to no 
risk in deploying the presented method to the field. The accuracy of the 
method can be continuously monitored, since true values are measured 
with 23 m lag relative to the prediction. 

1.3. Machine learning methods used 

Machine learning can be applied in various ways. Generally 
speaking, an algorithm learns the correlations between inputs and out-
puts that can later be exploited for prediction purposes. One of the 
methods of implementing this is to use data from a given moment in time 
to predict a different, unknown parameter. For example, weight on bit 
(WOB) and drill bit’s rpm can be correlated with rate of penetration, so 
that optimization can be done on the developed model to maximize the 
ROP. That correlation can be captured using various algorithms, such as 
linear regression, decision trees, neural networks, gradient boosting and 
others. This approach will however not capture any dynamic behaviour 
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of the model. This can be rectified partially by calculating derivatives of 
inputs, but it will have a very limited impact. To fully capture dynamic 
behaviour of a given model Recurrent Neural Networks (Rumelhart 
et al., 1986) are used. This is an architecture suited for data-series, such 
as speech, language processing, or drilling logs. Its internal structure is 
well suited to take inputs both from the current state as well as a number 
of previous states. It contains a connection that feeds the output from 
step t-1 to step t. The basic principle is shown in Fig. 1 on the left hand 
side. Practically this type of network is implemented in an unfolded 
form, seen on the right hand side. Input x0generates output h0. At the 
next step, the network is fed both input x1as well as the output h0, 
generating new output h1. The actual model of the case study uses Gated 
Recurrent Units (Cho et al., 2014) as its RNN component. This archi-
tecture was found to perform well on relatively small datasets (Chung 
et al., 2014), which is a key requirement for the training while drilling 
approach, where dataset gradually grows from empty while the well is 
drilled. 

Another important aspect of developing machine learning model is 
how the training and testing datasets are created. This is especially 
important in work related to drilling, where logs are data-series. Most 
common way of creating a train/test split is random sampling, where a 
percentage of a dataset is randomly selected to be a part of a training or 
testing. This is a method that cannot be used for predictive models in 
drilling, since spurious correlations will inflate the testing result. Correct 
approach is to split the data into continuous sections, where first n% of a 
well is used as training, and remainder is used as testing. This is the most 
common way of performing a data split in research related to drilling. 

A relatively new approach is continuous learning (Liu, 2017), where 
training dataset is continuously growing, and predictions are done based 
on training on all previous data. This approach fits field deployment 

particularly well, because it is equivalent to how data is collected while 
drilling. In this approach initial results are poor due to small size of the 
dataset, but the assumption is, that while the dataset expands the model 
will outperform models created on data from offset wells, as it better 
represents drilling currently at hand. Fig. 2 is meant to visually explain 
the data split strategies discussed above. 

2. Case study and model design 

The case study data from the open Volve dataset (Equinor, 2018; 
Tunkiel et al., 2020b) was used, specifically the well F9A. It was chosen 
as it contained a relatively long section of the well without any data 
issues in its depth-based log. It contains a curved section drilled with a 
bent sub motor, where inclination rises and falls in waves, as is char-
acteristic of this method, see Fig. 3 for reference. The sensor lag is 
introduced artificially in the data and is equal to 23 m, a value that is in 
range of a typical BHA configration. This was necessary as the log in 
question contained already depth-corrected data, an operation that is 
performed after the well is drilled, hence a reverse operation was needed 
for a case study. What the model predicts is the continuous inclination 
data between the sensor and the bit location of each sample. Real-time 
attributes are the input to the model, including Rate of Penetration, 
and Weight on Bit from all the locations behind the bit, hence over-
lapping with the continuous inclination prediction. Inclination from the 
locations behind the sensor is used as in input to the RNN portion of the 
network. This is explained in detail in further sections. 

2.1. Data preparation 

Raw data from the real-time drilling logs are rarely useable as-is. A 

Fig. 1. Basic Recurrent Neural Network schematic.  

Fig. 2. Train/test split strategies.  
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number of processes were applied to increase their quality. First, a 
section of the well without any missing data was identified, in this case, 
between 500 and 848 m measured depth. Since our approach relies on 
neighbouring data in the model as an input, depth-steps in the data se-
ries had to be made even. RadiusNeighbourRegressorm part of scikit- 
learn (Pedregosa et al., 2011) was used to re-sample the data at even 
depth intervals of 0.230876 m - median distance between datapoints in 
the original dataset. Attributes that have missing data after resampling 
process are considered not complete enough and disregarded. If a sec-
tion of the well is missing some attributes, it will get discarded from 
future predictions. Alternatively, one can develop a system where such 
section of the well may be ignored completely in the process to retain 
certain attributes in the model when they come back on-line. 

To include the past values information a windowing process was 
applied. Referring to Fig. 4, a single input sample contains inclination 
data from behind the sensor (already measured inclination values), as 
well as real-time attributes from behind and ahead of the sensor. In the 
presented case study, the distance between the sensor and the bit is 23 
m, divided into 100 discrete measurements. Distance behind the sensor 
taken as an input the model is also 23 m, divided into 100 discrete 
measurements. The output of the model is inclination values between 
the sensor and the bit, also 23 m and 100 discrete values. Referring back 
to Fig. 4, distances p and b are equal to 23 m; number of discrete steps, 
both n and m is equal to 100. The distance between steps is even and 
approximately 0.23 m. This setup creates a model with a high number of 
inputs and outputs. Each included real-time attribute adds 200 inputs, 
since there are 100 values before and 100 values after the sensor. There 
are also 100 inputs related to inclination values. Presented case study 
has 51 useable real-time attributes. These are however reduced to 3 
attributes through principle component analysis (PCA), described in 
further subsection, resulting in practice in 3x(100 + 100)+ 100 =

700inputs to the machine learning algorithm itself. 

2.2. PCA transformation 

In relation to input attributes, to simplify selection process, and easy 
field deployment, all instantaneously available attributes are used. 
Inclination data is stored separately, while all other data is compressed 
using Principle Component Analysis (Pearson, 1901), a dimensionality 
reduction method. Note that this reduces dimensions that the machine 
learning algorithm is exposed to only, as the input to the complete setup 
still takes all attributes. Resampled data is first normalized to a range (0, 
1), fed through a PCA algorithm that reduces it to the prescribed amount 
of components, and normalized again to a range of (0,1). The number of 

output attributes and how it affects the prediction was evaluated and it 
was found that a reduction to 3 components from initial 51 attributes1 

generates best results (Mean Square Error (MSE) = 0.035) in terms of 
prediction error. The study for determining optimal number of PCA 
components was performed through complete training-while-drilling 
exercise, from 15% to 80% of available data, with 1% increments - 
process explained in detail further in the paper. Results were on average 
better than selecting all the attributes without PCA dimensionality 
reduction (MSE = 0.041). PCA-based results were also better than 
manual selection of attributes based on engineering judgement - 
approach applied to a related case study before (Tunkiel et al., 2020a) 
(MSE = 0.048), where average surface torque, average rotary speed, and 
rate of penetration were selected as inputs. Data from PCA dimension 
evaluation results are shown in Fig. 5, where mean square training error 
is plotted against the number of PCA components used, plus the refer-
ence values. The best solution, with 3 components, explains 88% of the 
total variance. It is worth noting that standardization of data was not 
performed. This process of substracting mean from sample values was 
tried through using RobustScaler, a solution from the Sklearn package 
(Pedregosa et al., 2011), and it produced overall inferior results. 

The reason why dimensionality reduction decreases the error of a 
model is most likely tied to overfitting and spurious correlations. As 
explained earlier, inclusion of each real-time attribute in our case study 
increases number of inputs by 200. This results in 10 000 inputs if 50 
attributes were to be used. Such high number of inputs in a dataset as 
(relatively) small as ours is bound to cause overfitting to some extent. 

It must be noted that no prior attribute selection was performed. No 
correlation matrices were calculated nor any other approach was 
applied. This is connected to the expected deployment of the method, 
were decision related to which attributes will be available during dril-
ling operation is not always known much in advance. Attribute selection 
is not trivial, and methods, such as mentioned correlation analysis are 
difficult to implement to work automatically; furthermore, the basic 
correlation methods will uncover only linear relationships. Therefore 
using all the available parameters through the PCA transformation is 
proposed as a solution that can be done fully automatically without 
manual intervention. 

2.2.1. Nominal and incremental inclination data 
Preparation of inclination data was different than for other param-

eters. It is not immediately obvious if best results will be achieved while 
predicting inclination data itself, or change in inclination (incremental 
value, first derivative), therefore both approaches were evaluated in 
parallel. Use of inclination change is simpler, as it can be used directly 
with (0,1) normalization. Use of actual inclination data is more difficult, 

Fig. 3. Case study well inclination profile.  

Fig. 4. Senor lag.  

1 These are attributes such as Weight on Bit kkgf, Average Standpipe Pressure 
kPa, Average Surface Torque kN.m, Rate of Penetration m/h, etc.. 
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as it requires normalization through introduction of a local coordinate 
system. Proposed neural network uses RNN layer to process previous 
values of the predicted attribute; in our case n=100 input steps were 
selected, a value selected through hyperparameter tuning, which is 
explained in detail later in this paper. Nominal inclination data have to 
be scaled such, that first and oldest inclination input value is zero in the 
local coordinate system, and the highest value is no bigger than one. The 
length of the dataset after complete preparation is 1486 samples, a value 
that is a function of well depth data at hand, resampling rate, and the n 
and m values of the model described in the previous section. 

2.3. Model design 

2.3.1. Overall architecture 
The model consists of two branches, RNN branch and Multi-Layer 

Perceptron (MLP) (Jain et al., 1996) branch; these branches 

respectively contain additional Gaussian noise and dropout layers. They 
are later concatenated and connected into a single Dense layer. See Fig. 6 
for reference, as well as the publication first discussing this general 
model (Tunkiel et al., 2020a). All the layers used are from Keras library 
(Chollet and others, 2015) and therefore specific details can be found in 
the project’s documentation. Inclination data is fed into the RNN 
branch, and all real-time attributes are fed into the MLP branch. The 
model was implemented in TensorFlow 2.1.0 with Keras library. Full 
source code used for this paper’s case study is available on Github.2 

As indicated in the data preparation section of this paper, it is not 
immediately clear if in the presented case study one should predict 
nominal inclination or the change in inclination, later referred as in-
cremental method, as opposed to nominal method. Neither of the 
methods predict the actual inclination, since individual samples are 
encapsulated in a local coordinate system and scaled in range (0,1). The 
difference is that the incremental method works on the first derivative 
along the depth of the inclination. In practice, the nominal method 
predicts the value of the inclination in the local coordinate system, while 
the incremental method predicts the change in inclination value in the 
same local coordinate system. There are pro’s and con’s to each of the 
methods, which are highlighted in the results section of this paper. 

2.4. Continuous learning implementation 

Continuous learning implementation flowchart is displayed in Fig. 7. 
Evaluation process starts at 15 percent of available dataset, or 52 m of 
drilling data. This minimum value was selected as the data from the 
drilled section has to be split further into training and validation. 15 
percent of our dataset contains only 195 samples which are further split 
into 195*80% samples for training and 195*20% for validation. This is 
already a small dataset and it was decided not to train data on even 

Fig. 5. PCA dimension evaluation.  

Fig. 6. Neural network architecture.  

Fig. 7. Training while drilling process workflow.  

2 https://github.com/AndrzejTunkiel. 

A.T. Tunkiel et al.                                                                                                                                                                                                                              

https://github.com/AndrzejTunkiel


Journal of Petroleum Science and Engineering xxx (xxxx) xxx

6

smaller sample size, hence starting point of 15% was selected. Training 
and validation subsets are continuous and the validation data boarders 
with the recent end of the data; alternative strategies were tested for 
locating the validation data, and the best results were achieved when it 
was placed at the end. This split is necessary to implement early stop-
ping, another method crucial for avoiding overfitting. The validation 
data are not used in the backpropagation part of the training process 
itself, but they are continuously evaluated while the model is trained. 
Typically validation error drops together with training error along the 
training epochs, but at the point where overfitting begins, it starts to 
increase. This is the point where training is stopped and the model with 
best validation score is retained. Data consisting of future 20 percent of 
the dataset is set aside for testing of the model from current iteration. 
20% is relatively big, and it was chosen to be indicative of a wider model 
performance. It is also important to mention that the PCA dimension-
ality reduction model is fit only on the available data within an iteration, 
and not on the testing data, as it is considered not available at the time of 
training. In other words, the PCA transformation rules (calculating the 
data covariance) are established only on the part of the dataset that is 
considered known. Subsequent transformation is done on the dataset 
that contains the testing data. The inclination values are not a part of 
PCA transformation. The PCA model is later used for model evaluation, 
as the input data have to be processed with the same PCA model that was 
used for training. 

Training process is repeated ten times to increase accuracy with two 
competing strategies evaluated: a lottery ticket approach (Frankle and 
Carbin, 2018), where the model with best validation score is later used 
for testing, and an average of all ten models - results from both ap-
proaches are elaborated on in the results section. Next, the percentage of 
the well assumed to be drilled is increased by one percentage point and 
the complete training process is repeated. Increments can in practice be 
either shorter or longer. New models can be trained continuously and 
there is no underlying reason to artificially increase the intervals. 

Our implementation uses TensorFlow 2.1.0 with integrated Keras 
library and Python 3.7. Model training was performed on Intel Core i7- 
8850H CPU, 32 GB of RAM and NVIDIA Quadro P2000 GPU with 5 GB of 
GDDR5 memory providing Peak Single Precision FP32 Performance at 3 
TFLOPS. Model training required 2–15 min (2–15 m of drilled well at 
ROP of 60 m/h), depending on the simulated percentage size of the well 
drilled. Predictions based on the trained model are for all intents and 
purposes calculated instantaneously. 

2.5. Hyperparameter tuning 

Hyperparameter tuning is a process of adjusting various settings in 
the machine learning algorithm to increase its performance and is done 
utilizing training and validation dataset. This poses a problem as our 
proposed method assumes no prior access to data. Performing hyper-
parameter tuning on similar dataset and with the same goals can be done 
to overcome such issue. Such approach is utilized in other areas of 
machine learning, for instance a neural network detecting cats and dogs 
will not call for new hyperparameter tuning when detection classes are 
expanded to birds and rabbits since the problem at hand is technically 
identical from the perspective of the neural network. This is not to be 
confused with requirement of training a model on a similar well. This 
process is much more generic and likely not sensitive to geology or 
equipment used. Hyperparameters found to be working well for our case 
study are likely to provide good results when reused in model applica-
tion to any bent sub directional drilling around the world. We were 
regrettably unable to evaluate and confirm this assumption due to lack 
of access to suitable dataset. 

In our case study due to available data being limited to one well, 
hyperparameter tuning was performed on the same well that was later 
used for method evaluation. This was limited to layer size, dropout size, 
learning rate, kernel initialization variants, Gaussian noise levels and 
batch size, hence should not artificially increase the performance of 

evaluated case study. Hyperparameters stay constant throughout the 
complete drilling operation and all the iterations of the model generated 
as new data becomes available. 

Tuning of these parameters was done using Bayesian optimization 
algorithm (Nogueira, 0000). Best parameters vary between nominal 
inclination and change in inclination approaches, with dropout layer at 
50 percent, Gaussian noise layer at standard deviation equivalent to 0.2 
percent of full scale, and approximately 350 neurons in the RNN layer 
and 10 and 100 neurons in final dense layer, depending on the predic-
tion approach. Specific values can be found in the source code provided. 
All tuning was done with early stopping, with patience at 25 epochs and 
saving only the best model. 

Three datapoints were selected, with 30, 55 and 80 percent of dataset 
used in the case study for training and validation as a basis for hyper-
parameter tuning exercise. Average loss of these three points was used 
when evaluating changing performance. Alternative methods are 
possible, such as evaluation based on the worst score, or evaluation 
based only on most difficult sections, i.e. those with little data. Method 
selection should be driven by specific objectives of the network under 
development. In our case study average overall performance was chosen 
as the key factor and method selected accordingly. Only three percent-
age points were selected to limit the time required for hyperparameter 
tuning, which is notorious for being time consuming. Note that PCA 
dimensionality reduction was not a part of final hyperparameter tuning. 
It was decided that this is a critical aspect of the model and therefore 
analysis of component quantity from 1 to 20 was performed separately, 
as shown before in Fig. 5. 

In the future, as computational power increases, hyperparameter 
tuning prior to model deployment may not be necessary. As it is required 
to evaluate hundreds of alternative hyperparameter configurations in 
the tuning process, even models that are trained in mere minutes take 
hours to become optimized. This time has to be significantly reduced, by 
two orders of magnitude, to perform it during the drilling operation it-
self. Considering current progress in the discipline this is unlikely to 
happen in the next 10 years, unless new, more efficient algorithms are 
discovered. 

2.6. Overfitting 

Proposed method was optimized for small datasets to provide useful 
results as fast as possible. Small datasets are often prone to overfitting, 
where a machine learning algorithm memorizes specific datapoints 
instead of creating a method capable of generalizing. A number of 
methods were applied to tackle this problem. Typical approaches to 
overfitting are a dropout layer, where neurons are randomly dropped 
while training, Gaussian noise layer, where artificial noise is added to 
the signal and an architecture minimizing the number of neurons. 
Another approach to overfitting reduction is an ensemble of models, 
which is explained in detail in the results section of this paper. 

3. Results 

Results from a single sample can be visualized by plotting the past 
inclination data, predicted inclination data and ground-truth target 
values. The same method is used regardless of using nominal inclination 
data or incremental inclination data. This gives a good representation of 
the task at hand in terms of practical results that can be achieved. One 
sample of such chart is shown in Fig. 8. Note how the inclination pre-
diction follows the same pattern and values relatively close to the actual 
data. The rotating potion of the bent sub drilling, where inclination is 
temporarily constant is also well represented. Note that the complete 
cycle of build-hold-build takes approximately 20 m in our case study, 
and prediction window used is 23 m. The y-axis refers to a local coor-
dinate system of a sample, where first, oldest inclination datapoint is 
moved to zero. 

There are multiple ways of describing the error between the 
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prediction and the ground truth. It must be first established what is 
actually the value of interest that is being predicted, as this may change 
from application to application. Fig. 9a shows the mean absolute error 
that this paper uses to evaluate the presented model in its variations. 
This specific figure is a heatmap showing error for the prediction with 
the prediction distance on the horizontal axis and a given distance 
drilled on vertical axis. This figure immediately shows that the further 
from sensor one predicts, the worse the results; it also shows that pre-
dictions made early in the well are worse than the later predictions. This 
is in line with expectations, as at measured depth of 552 m (after 52 m of 
available data, which starts at MD = 500 m) the training dataset is too 
small to reliably predict future data yet. 

Another potential way of understanding data is in terms of the po-
sitional error. Fig. 9b shows how different is the predicted bit position 
from the true position, considering a local coordinate system. This is 
calculated in the inclination plane using predicted inclination value and 
the fixed step of the prediction of 0.23 m. Here, the horizontal axis 
shows position error, and the vertical axis measured depth drilled, 
making a two dimensional histogram. The position error drops all the 
way to and below 0.1 m in the latter section of the dataset. Alternatively, 
positional confidence intervals can be plotted, as shown in Fig. 10, 
displaying roughly the same information, but in a more quantifiable 
manner. It shows both the median line as well as the confidence in-
tervals, between 5th and 50th, and between 50th and 95th percentile. 

Error can also be quantified in terms of R2 value. This was calculated 
both based on predicted angle as well as predicted local x and y 

coordinates. While results for all those 3 parameters follow similar 
trend, they are slightly different as seen in Fig. 11. The beginning of the 
well shows lack of meaningful prediction, i.e. no correlation with R2 

values below zero, which significantly improves later in the well. Note 
that R2 values below zero were changed to zero for readability. The 
calculations were done for angle prediction at all prediction steps, while 
the error for coordinates were done only for the bit position, since all 
predictions are used to calculate the final position anyway. The pre-
diction based on coordinates shows better results, which is likely due to 
averaging out of the noise in predicted data. 

From multiple evaluation metrics we have chosen to use mean ab-
solute error to discuss and elaborate on alternative prediction methods, 
as the most intuitively understood value. As the data used for case study 
is shared, as well as complete source code, it is possible to calculate 
additional metrics on demand with relative ease. It must also be stressed 
that presented results, in terms of accuracy, have no equivalent in cur-
rent state of the art. Presented method generates values that otherwise 
would simply not be there; normally the inclination value between the 
sensor and the bit is considered simply as unknown. 

3.1. Alternative architectures benchmark 

To highlight the benefits of including past values’ information into 
the network two more traditional architectures were tested - MLP and 
extreme gradient boosting (XGBoost) (Chen and Guestrin, 2016),3 a 
method that won multiple machine learning competitions. These algo-
rithms were applied using a single datapoint per sample, without taking 
into account the past values. That is, the only inputs are from data 
strictly co-located in time with the output. Results are shown in Fig. 12. 
Note that in this approach the inclination change was predicted, and 
actual inclination was reconstructed through cumulative sum to calcu-
late the mean absolute error relative to the actual inclination value. 

While both the MLP method and XGB method show mean absolute 
error lower than the nominal method, this is mostly due to very high 
error rates in the early stages of drilling. Both of the simpler methods 
predict inclination well throughout the well only for short prediction 

Fig. 8. Sample result, 60% of the dataset for training and validation, Measured 
Depth ca. 700 m, incremental inclination model. 

Fig. 9. Different prediction error metrics in a function of well depth drilled, 
nominal method. 

Fig. 10. Confidence intervals for bit position prediction, nominal method.  

3 Version xgboost-1.1.0 was used, Python implementation. 
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distance. At approximately 600 m of measured depth drilled there is an 
area of low error visible, but this does not continue further into the well, 
suggesting area that is simply easier to predict. 

Direct Comparison between XGBoost, the better performing of two 
simple methods, and our proposed method (incremental inclination, 
lottery ticket approach) was also performed, as seen in Fig. 13, where a 
difference between mean absolute error values are seen. What is inter-
esting here is that the simpler model worked much better on a small 
dataset, although referring back to Fig. 12, error for predictions above 
few meters was nevertheless high. This behaviour most likely stems from 
the fact, that our proposed method uses a much more elaborate structure 
capable of finding more complex relationships. This in turn penalizes 
problems with small training datasets; only after collecting sufficiently 
large amount of data our proposed method outperforms simpler models. 
XGBoost, which is an ensemble of basic algorithms, perform better on a 
small dataset because it requires less data to train efficiently. Recurrent 
neural networks require bigger training datasets to perform well, which 
is evident in this comparison. 

3.2. Incremental compared to nominal model 

Although the incremental model shows significantly lower MAE 

Fig. 11. R2scores for different predicted values.  

Fig. 12. Comparison between traditional and proposed approach.  

Fig. 13. Comparison between proposed approach and XGBoost.  
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scores it does not necessarily mean that it is better in all scenarios. As 
seen earlier in Fig. 13, nominal model performs better for further pre-
dictions. This is explored in detail in Fig. 14, where difference between 
the mean absolute error of two different models is calculated. Slight 
Gaussian blur was added to the results for easier analysis and outlier 
removal. With prediction distance on x-axis and drilled depth on y-axis, 
the color suggests which model is more accurate. 

The results suggest, that if a further prediction is targeted, the 
nominal inclination approach is better. If however short prediction is 
needed, up to approximately 8 m, it is the incremental inclination 
method that works best. Referring back to Fig. 16, it is clear that incli-
nation method delivers good prediction for the first few meters from the 
start and provides good 10 m + predictions earlier then the alternative. 
Depending on requirements, one or the other approach should be 
selected, or potentially an ensemble of those two methods can be 
implemented. The difference in results comes from the target predicted 
value - nominal inclination or inclination change. When predicting the 
nominal value, the algorithm may perform poorly in the short term 
prediction, however for further data-points the algorithm still aims at the 
actual inclination value, while the incremental model will accumulate 
the errors from each consecutive prediction, as all those values are 
needed to recreate further inclination values. 

3.3. Lottery ticket and ensemble results 

While developing the method it became clear that the results often 
vary between good and bad, even if calculated for identical data, only 
with different random seed. This is because training process has sto-
chastic elements, such as weights and biases initialization. Distribution 
of MAE values for repeated runs is presented in Fig. 15 for both the 
method predicting nominal inclination as well as predicting inclination 
change. Standard deviation at approximately 5 percent of mean MAE 
suggests that it is possible to improve the accuracy. This is in line with 
recent research discussing lottery ticket hypothesis, that network initiali-
zation may be simply lucky and achieve better performance (Frankle 
and Carbin, 2018). Alternatively, average of models, otherwise known 
as ensemble, is often used to increase the prediction performance, which 
is especially common in climate research (Goerss, 2000; Najafi and 
Moradkhani, 2015). Both approaches were evaluated by training the 
model 10 separate times, and in one scenario selecting the model with 
best validation score, and in the other taking the average prediction of 
all the models. Repeating model training ten times was chosen as a 
balance between increased performance and increased model training 

time; increasing this value would continue to yield continuously smaller 
improvements. Additionally, predicting inclination variant and pre-
dicting of inclination change was tested, resulting in total of four 
different models. Results are shown in Fig. 16. When using the nominal 
inclination model, the mean MAE dropped from 1.12 to 1.07, approxi-
mately 5% improvement to the lottery ticket method. The inclination 
change method also showed 5% improvement for the lottery ticket 
method, with the ensemble method actually increasing MAE, although 
the standard distribution was significantly reduced. This suggests that 
the lottery ticket brings tangible, modest improvements, and should be 
used. There were approximately 40 simulations run for each ensemble 
and lottery ticket variant to find the distribution of the results. 

The color refers to Mean Absolute Error; the scale was set such that 
yellow color is equivalent to 0.6 degree of average absolute error, a 
value tentatively deemed acceptable. Note that over the course of pre-
dicted 23 m inclination can change value between minus 0.4◦ and plus 
5◦. What is worth highlighting is that some red areas are off the scale, 
above the 1.2◦ error visible as the deep red color. All predictions with 
error above that threshold were considered useless. 

4. Discussion, usability threshold 

In relation to our case study, it was possible to achieve results with 
mean absolute error under 0.5◦ for prediction horizon of 23 m after 
approximately 180 m of drilled well. This is a relatively short section of a 
well and an acceptable start-up period necessary to build a sufficient 
training dataset after which reasonable predictions can be made. 
Considering the practical use of the case study this can be considered 
acceptable when the target inclination is further ahead, which it typi-
cally is. In relation to other applications, such as ROP prediction, this 
method should be applicable as well. While ROP lacks clear sequences as 
in bent sub drilling, information from data directly adjacent to the 
prediction area undoubtedly carries useful information. 

There are some caveats when this technology is deployed in the field. 
Considerations have to be made when changes are introduced to the 
bottom hole assembly. These can be minor, such as replacing a blunt bit, 
or major, such as change in bent sub angle. A decision has to be made 
whether the data from before the change should continue to be used, or 
if a new training while drilling model should be trained from scratch. 
The best solution is likely to execute both approaches simultaneously Fig. 14. Comparison between approaches.  

Fig. 15. Histograms of incremental and nominal method MAE, multiple 
runs compared. 
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and monitor performance. 
Referring to all the results presented in this paper, it is worth high-

lighting that the case study predicts the data gap that is 23 m long. While 
various results suggest that certain models work better for a shorter 
prediction horizon, it still has to be considered in relation to a 23 m long 
prediction model. When tasked with shorter prediction, for example in a 
case where a sensor is 10 m behind the bit, results may be different. 

Improvements can be achieved by utilizing logging while drilling 
(LWD) data, as it contains formation related information. While that 
information is not immediately available, and cannot be considered a 
real-time attribute, it certainly has potential for improved performance, 
as well as more efficient model training which can lead to acceptable 
results earlier in the drilling process. 

4.1. Selecting the best model 

Multiple alternative models were discussed in this paper, namely two 
including dynamic behaviour, nominal and incremental, and two stan-
dard regression models, MLP and XGBoost. All of these approaches seem 
to have strong and weak sides related to how much training is necessary 
and how far the prediction could be done with acceptable results. To 
indicate which one performs best in which area, a figure was created 
identifying the best out of four models. 

For each point relating to specific distance drilled and prediction 
distance the best performing model was selected and plotted with an 
individual color. Additionally, areas with Mean Absolute Error above 
0.6◦ were truncated indicating that none of the explored methods 
worked sufficiently well. Results are shown in Fig. 17. Note that the 
marker size decreases with the rising error, giving an additional visual 
clue about the performance. The area of the chart is overwhelmingly 
occupied by both proposed models with dynamic behaviour, with 
simpler alternatives occupying very small portions of it, especially early 
in the well. This again confirms previously stated conclusions, that the 
simpler models learn faster, but as the training set expands, the more 
complex ones prevail. 

5. Conclusion 

Presented method tailored for continuous learning shows good per-
formance in the case study of predicting sensor data during directional 
drilling with bent motor. With existing methods being able to predict 
only nearest 7 m while keeping the mean absolute error under 0.6◦, our 

proposed method achieve that goal for 23 m of prediction most of the 
time. With multiple inputs decomposed to only three via PCA method, 
the model can be applied with little analysis in terms of available at-
tributes, significantly reducing the workflow related to hyperparameter 
tuning. 

Further work is needed to verify the method’s applicability to pre-
dicting sensor readings of other attributes, such as gamma ray, neutron 
measurement, and others; and to fully quantify its potential in drilling. 
Presented method may also find applications in non-petroleum areas 
such as weather forecasting and motion capture technologies, creating 
models through continuous learning filling in data for failed sensors, 
obscured markers, and data delayed for other reasons. 
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Fig. 16. Lottery ticket and ensemble performance evaluation and b) showing nominal inclination method, and subplot c) and d) the incremental inclination method. 
Lottery ticket approach is shown in subplots a) and c), and ensemble in subplots b) and d). The x-axis is the prediction distance, here 23 m, and y-axis refers to 
measured depth drilled. 

Fig. 17. Mapping best models.  

A.T. Tunkiel et al.                                                                                                                                                                                                                              



Journal of Petroleum Science and Engineering xxx (xxxx) xxx

11

References 

Ahmed, A., Ali, A., Elkatatny, S., Abdulraheem, A., 2019a. New artificial neural networks 
model for predicting rate of penetration in deep shale formation. Sustainability 11, 
6527. https://doi.org/10.3390/su11226527. 

Ahmed, O.S., Adeniran, A.A., Samsuri, A., 2019b. Computational intelligence based 
prediction of drilling rate of penetration: a comparative study. J. Petrol. Sci. Eng. 
172, 1–12. https://doi.org/10.1016/j.petrol.2018.09.027. 

Amar, K., Ibrahim, A., 2012. Rate of penetration prediction and optimization using 
advances in artificial neural networks, a comparative study. In: IJCCI 2012 - 
Proceedings of the 4th International Joint Conference on Computational 
Intelligence, pp. 647–652. https://doi.org/10.5220/0004172506470652. 

Anifowose, F., Khoukhi, A., Abdulraheem, A., 2011. Impact of training-testing 
stratification percentage on artificial intelligence techniques: a case study of porosity 
and permeability prediction. 5th Global Conference on Power Control and 
Optimization. 

Anifowose, F., Khoukhi, A., Abdulraheem, A., 2017. Investigating the effect of 
training–testing data stratification on the performance of soft computing techniques: 
an experimental study. J. Exp. Theor. Artif. Intell. 29, 517–535. 

Chen, T., Guestrin, C., 2016. XGBoost: a scalable tree boosting system. In: Proceedings of 
the ACM SIGKDD International Conference on Knowledge Discovery and Data 
Mining. Association for Computing Machinery, New York, NY, USA, pp. 785–794. 
https://doi.org/10.1145/2939672.2939785. 

Chhantyal, K., Hoang, M., Viumdal, H., Mylvaganam, S., 2018. Flow rate estimation 
using dynamic artificial neural networks with ultrasonic level measurements. In: 
Proceedings of the 9th EUROSIM Congress on Modelling and Simulation, EUROSIM 
2016, the 57th SIMS Conference on Simulation and Modelling SIMS 2016. Linköping 
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