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Abstract: Accurately measuring wettability is of the utmost importance because it influences several
reservoir parameters while also impacting reservoir potential, recovery, development, and man-
agement plan. As such, this study proposes a new formulated mathematical model based on the
correlation between the Amott-USBM wettability measurement and field NMR T2LM log. The expo-
nential relationship based on the existence of immiscible fluids in the pore space had a correlation
coefficient of 0.95. Earlier studies on laboratory core wettability measurements using T2 distribution
as a function of increasing water saturation were modified to include T2LM field data. Based on the
trends observed, water-wet and oil-wet conditions were qualitatively identified. Using the mean
T2LM for the intervals of interest and the formulated mathematical formula, the various wetting
conditions in existence were quantitatively measured. Results of this agreed with the various core
wettability measurements used to develop the mathematical equation. The results expressed the
validity of the mathematical equation to characterise wettability at the field scale. With the cost of
running NMR logs not favourable, and hence not always run, a deep ensemble super learner was
employed to establish a relationship between NMR T2LM and wireline logs. This model is based
on the architecture of a deep learning model and the theoretical background of ensemble models
due to their reported superiority. The super learner was developed using nine ensemble models
as base learners. The performance of nine ensemble models was compared to the deep ensemble
super learner. Based on the RMSE, R2, MAE, MAPD and MPD the deep ensemble super learner
greatly outperformed the base learners. This indicates that the deep ensemble super learner can be
used to predict NMR T2LM in the field. By applying the methodology and mathematical formula
proposed in this study, the wettability of reservoirs can be accurately characterised as illustrated in
the field deployment.

Keywords: surface wettability; empirical formula; NMR characterisation; artificial intelligence; water
saturation; deep neural network

1. Introduction

Wettability can be defined as the intermolecular interaction between immiscible fluids
and a rock’s pore space [1]. This phenomenon leads to a relative affinity of one fluid to
smear itself on the grain surface, whereas the non-wetting fluid occupies the central space.
The importance of wettability cannot be downplayed as it directly influences capillary
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pressure, relative permeability, effective porosity, electrical properties, simulated tertiary
oil recovery, and residual oil saturation [2,3]. Wettability is also an essential property
upon which reservoir potential, recovery, subsequent plans of development, and reservoir
management depend [4,5].

However, many different methods have been developed to quantify the wettability
of a system. They include quantitative methods—contact angles, imbibition, and forced
displacement (Amott), United States Bureau of Mines (USBM) wettability method, and
Nuclear Magnetic Resonance (NMR). The unique criteria in determining the degree of
water or oil wetness are shown in Table 1 below. The qualitative methods include imbibition
rates, microscope examination, flotation, glass slide method, relative permeability curves,
permeability/saturation relationships, permeability curves, permeability/saturation rela-
tionships, capillary pressure curves, displacement capillary pressure, reservoir logs, nuclear
magnetic resonance, and dye adsorption [5].

Although no single accepted method exists, three industry-standard quantitative meth-
ods are generally used: contact-angle measurement, the Amott method (imbibition and
forced displacement), and the USBM method. For elementary and accurate measurements,
the contact angle method can quantitatively determine the fundamental wetting condition
of a specific flat solid surface. However, aside from ageing and preparing samples, un-
certainty in measurements arises due to surface roughness and geometrical imperfection.
However, this method is not reliable and applicable in complex geometries, heterogeneous
reservoirs, and measuring the wettability of multiphase fluid [5].

The Amott and USBM methods are robust industry laboratory methods that measure
the average wettability of core plugs. These methods, notwithstanding their accuracy
and reliability, are not applicable downhole. In many field applications, wettability is
classified as water- or oil-wet, masking the complexity of wettability due to these extreme
simplifications [6]. The various degrees of wetting, commonly stated as mixed wettability,
were first developed by Salathiel [7]. This wetting condition occurs when the macropores
and micropores are wetted by oil and water, respectively. Through their extensive research,
Fleury and Deflandre [8] introduced various forms of mixed wettability at the pore level.
They defined this phenomenon as the rock surface area having parts of it being wetted by
different fluids.

Table 1. Summary of the different quantitative wettability measurement techniques identifying key
advantages, limitations, and observations.

Wettability Techniques Advantages Disadvantages Measurement Principle

Contact Angle [4]

Accurate Surface heterogeneity can affect reading Involves direct observation and
measurement of wetting angles

Simple Cannot provide information regarding organic
coatings

Uses a petrographic microscope or
SEM fitted with a stage

Impurities can affect reading.
Not applied downhole
Liquid drop can form many stable contact angles.

Amott/Amott–Harvey [9]

Reliable Not effective to measure neutral wettability Measure the macroscopic mean
wettability

Most reliable and accurate, especially in the neutral
wettability region Insensitive near-neutral wettability Measures the volume of naturally

imbibed and forcefully displaced fluids
Inability to differentiate between important
degrees of strong water-wetness
Not applied downhole
No validity as an absolute measurement

United States Bureau of
Mines [10]

Reliable No validity as an absolute measurement Measure the macroscopic mean
wettability

It is sensitive to near-neutral wettability. Cannot determine mixed wettability Calculates the work required to imbibe
and displace fluids

Nuclear magnetic
resonance [11]

It is sensitive to near-neutral wettability. It can only be measured on plug-size samples. Areas under the brine- and oil-drive
curves are used for calculations.

Ability to study fractional wettability Not applied downhole
Manipulates the wetting fluids’
hydrogen protons to measure their
relaxation times.

Distinguishes between macro-and micro-pores Requires complex and expensive machinery
Changes in longitudinal relaxation
time due to its interaction with the
pore surface

Does not intervene in the fluid saturation
Wettability can be measured at any given saturation.
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However, the measurement and predictability of the various types of wettability are
complicated and challenging. Many researchers have constantly been trying new ideas
and methods in this field. During the past two decades, many researchers have been
inclined to predict reservoir wettability with nuclear magnetic resonance (NMR) data at the
forefront. This inclination to NMR is due to its non-invasive nature. It is used to measure
fluid and solid surface interaction sensitivity and other rock-fluid properties like porosity,
pore size distribution, relative permeability, and fluid saturation [12,13]. The NMR logging
tool can quantify the different wettability conditions and is applicable downhole, but it
cannot be run in all wells due to economic conditions. This scarceness of NMR logs is
unlike conventional wireline logs, which are almost always run in all wells, especially the
reservoir section [14]. These conventional wireline logs give essential information about the
characteristics of formations in subsurface layers, including physical, mineralogical, and
morphological properties. The information provided can be directly or indirectly related to
wettability. However, a systematic methodology has not yet been developed to use these
logs to quantitatively measure wettability due to complex and non-linear relationships
between the wireline logs and wettability.

Machine learning algorithms have proven successful in engineering activities ranging
from civil, electrical, and mechanical to mining and petroleum disciplines. The main
advantages of these machine learning models are their ability to work with limited data,
robustness against noise, and high efficiency in recognising the non-linear relationships
between the input and output data [15].

1.1. Research Motivation

The application of laboratory wettability measurements downhole remains a challenge
and not close to being well-established in the industry due to heterogeneity and complex
geological structures [16]. NMR logging and well testing have proven to successfully
measure important reservoir properties, including wettability [5]. However, these methods
are costly and, in relatively low oil price regimes, do not seem feasible to run in each well,
giving conventional wireline logs ubiquitous in all wells.

Conventional wireline logs have a complex and non-linear relationship with surface
wettability, but the application of advanced machine learning algorithms may help establish
a relationship on a field scale. Many laboratory methods such as spontaneous imbibition,
Amott–Harvey, and contact angle measurements have been used to determine the surface
wettability of reservoirs. However, these methods are often incapable of providing reliable
results once tested in the field due to the heterogeneity of the reservoir and complex
geological structures. As a result, few field scale approaches have been proposed based
on well testing and NMR log data analysis, but they are also expensive to acquire. Using
wireline logs to help predict this essential reservoir parameter is relatively cheaper and
time-efficient than any laboratory wettability method and NMR logging. As such, the
need for a cheap and accurate field scale approach for quantitative surface wettability
determination has been of interest considering current oil prices.

Therefore, this research aims to integrate empirical and machine learning techniques
in proposing a field scale, time-efficient, and relatively inexpensive alternative approach to
determine the wettability of reservoir rocks using wireline logs.

1.2. Background on Wettability Measurements

Quantifying reservoir wettability accurately has gained attention for some time now
and has increased research to improve its understanding. The most important reason for
determining the surface wettability of reservoir rocks is to increase and improve produc-
tivity by employing a suitable Enhanced Oil Recovery (EOR) technique. To decide about
the type of EOR technique to employ to achieve maximum reservoir performance, detailed
understanding, and prediction of surface wettability and the parameters that affect it is
crucial. This statement means that parameters such as mineral composition, morphology,
pore structures, surface roughness, salinity, and surface contaminations must be quantified
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at the lab and field scales. These parameters are of interest because a wrongly assumed
parameter can have severe permanent damage to the reservoir and subsequently affect
production, particularly water flooding and EOR techniques [16–18].

For many decades, researchers have come up with several empirical models that best
try to postulate a correlation between well log data and water saturation for wettability
measurements, with most being a modification or extension of Archie’s equation [19]:

SW
n =

RW

ϕmRt
(1)

where Sw is the water saturation, Rw is the water phase resistivity, ϕ represents porosity,
Rt is the sample’s resistivity, and m, the cementation factor. Based on Archie’s equation
which the petroleum industry has widely accepted since 1940, wettability is affected by
reservoir properties like fluid flow, pore space geometry, distribution, and connectivity.
The fluid phase connectivity is also relied upon by resistivity; hence wettability directly has
a partial effect on the resistivity parameter n. The importance of resistivity to wettability
cannot be overlooked because of its wide depth of investigation range and direct influence
on saturation measurements [20].

Many researchers have come up with several methods over the last couple of decades
to quantitatively and qualitatively measure surface wettability accurately in the laboratory
and translate such results onto the field level. Wettability can be therefore be measured
by several methods such as contact angles [4], Amott–Harvey [9], US Bureau of Mines
(USBM) [10], electrical resistivity [21] and Nuclear Magnetic Resonance [11].

1.3. Nuclear Magnetic Resonance
1.3.1. Concept and Application

Nuclear Magnetic Resonance (NMR) is the response of atoms’ nuclei, having an odd
number of proton and neutron, in the presence of applied magnetic fields at a specific
resonance frequency [12]. As a result of nuclei angular momentum, in this case, hydrogen
proton, due to its large magnetic moment and abundance in both water and oil, the proton
experiences a magnetic moment. The proton then behaves like a spinning bar magnet. It is
polarised in the presence of an externally applied magnetic field, resulting in an induced
frequency (Larmor frequency) that is a quantum property and can be measured [22].
The schematic nuclei response to the applied magnetic fields is illustrated in Figure 1.
Therefore, NMR manipulates the wetting fluids’ hydrogen protons to measure its relaxation
times (NMR signal decay) due to its interaction with the pore surface [23,24]. Due to
this interaction, the wetting fluid experiences a longer relaxation time (smaller diffusion
coefficient) due to the surface relaxation acceleration from the surface–liquid interaction
(surface relaxivity). As a result, the non-wetting fluid relaxes at a single exponential time
(bulk relaxation time). This mechanism has been reported and recognised by several
authors [8,22,25–27] that for a rock not being thoroughly water wet, the surface relaxation
will accelerate the bulk relaxation time of oil. This acceleration will be dependent on the
volume of oil interacting with the pore surface.
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The general relaxation time of the fluids in the pores of a sample with a uniform
magnetic field can be defined as [28]:

1
T2

=
1

T2B
+ ρ

A
V

fi

Si
(2)

where T2 is the observed relaxation time, T2B is the relaxation rate of bulk fluid, ρ is
the surface relaxivity, A/V is the pore ratio of the surface area to volume and is used to
represent the pore size, fi is the fraction of pore wetted by fluid and Si is the saturation of
pore by fluid. This equation was then used to measure the Nuclear Wetting Index, NWI,
as [11]:

NWI =
Surface wetted by water− Surface wetted by oil

Total Surface
(3)

To correlate to the Amott–Harvey index, results vary from −1 for strongly oil-wet
rocks to +1 from strongly water-wet rocks, with 0 representing neutrally wet rocks. This,
however, is not fundamentally equal to the Amott–Harvey and the USBM indices. The
relationship between the wetting fluid decay time and its interaction with the pore spaces
can also be expressed as [3]:

1
Ti
≈ ρA

V
(4)

where the surface relaxivity ρ is expressed as [3]:

ρ =
δ

TiS
(5)

δ represents the surface area thickness, and TiS represents the surface relaxation time.
Measurement of wettability using measurements of T2 is complicated in that it also relies
on the measurements of fluid viscosity, rock relaxivity, and pore size distribution. The
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most pragmatic way to circumvent this is to quantitatively apply numerical modelling
to measure wettability and saturation [5]. The use of the NMR tool, a non-invasive and
non-destructive tool, as part of the wireline logging suite makes it possible to locate pay
zones in a thinly laminated sandstone reservoir that would have otherwise been missed by
the resistivity, density, and gamma-ray logs. This helps for volumes to be quantified and
identified, improving completion strategy and maximising the reservoir production.

1.3.2. Wettability Determination

Before the advent of pore size distribution measurement and micro-structural proper-
ties being the primary NMR application method, Brown and Fatt [25] published research
on fractional wettability measurement by nuclear magnetic relaxation method. Their work
focused on using uncoated sand packs and dri-film lubricant treated sand packs as water-
and oil-wet porous media, respectively measuring the T1 relaxation time of water in both
media. The dri-film lubricant provides a low friction coefficient, which gives excellent
lubrication. There was an inverse relationship between the fraction of oil-wet sand and the
longitudinal relaxation time. There was extensive analysis and discussion on this done by
Zhang et al. [29], where different heterogenous sandstones were used. Applying a low field
NMR spectrometer on different sandstone reservoir types using two fluids, Soltrol 130 as
refined oil and crude oil from the Gulf of Mexico, alters wettability in aged core analysis.
T1 was found to define wettability alteration quantitatively, culminating in the proposal of
a systematic approach in interpreting wettability alteration in sandstone reservoirs with
varying amounts of shales. This led to further research by Guan et al. [30], where the
arithmetic mean of the transverse relaxation time distribution, initial water saturation,
residual oil saturation, and irreducible water saturation was defined. This result was then
correlated to the fractional wettability index of the samples used. This pioneering work
inspired several other notable pieces of research on NMR.

NMR has proven to be very sensitive to the strength of the rock-fluid boundary. The
fundamental physics behind it is that the wetting fluid has a relatively shorter relaxation
time than the non-wetting fluid. Thus, the wetting fluid has a surface relaxation time
similar to the bulk phase value with the reduction in relaxation time of the oil (oil-wet)
from the bulk phase value being used as a qualitative [26,31] and quantitative wettability
index [8,32,33]. The T2 distribution of the different fluids in a reservoir is illustrated in
Figure 2.

Energies 2022, 14, x FOR PEER REVIEW 7 of 34 
 

 

 
Figure 2. Graphical representation of NMR T2 distribution of different fluid phases. 

1.4. Machine Learning Application in Reservoir Characterisation Related Works 
Implementing machine learning methods and Artificial Intelligence (AI) to solve 

complicated problems has gained momentum in many industries, including the petro-
leum industry [15]. Most of these sophisticated complications impeded critical decision-
making and enhanced advancement in the industry. Hence, researchers progressively 
moved from using empirical correlations and linear regression models to applying AI 
techniques that have been welcomed due to their added value in the industry [34]. Re-
searchers [14,35–37] developed AI to predict subsurface geological and petrophysical 
properties, identify seismic patterns, analyse drill bit problems. The main aim of their re-
search was to improve production, drive down cost and add value to the industry. How-
ever, applying a suitable AI modelling technique is also key in achieving the best results; 
hence many papers have utilised the different AI models suitable to the industry. As a 
result, AI application has achieved some excellent results compared to actual data [38,39]. 

Being able to quantify water saturation accurately forms the basis of wettability 
measurement. However, none of these methods are time-efficient, inexpensive, or gives 
failproof results due to the many limitations hence the advancement of machine learning 
models. Therefore, in determining the best algorithm for this research, the accuracy and 
range of acceptable parameters will be analysed systematically based on performance, 
complexity, accuracy, reliability, and sensitivity to establish a simplified relationship 
amongst core data, wireline logs, and NMR wettability measurements. This could invari-
ably overcome complex relationships between surface wettability and other petrophysical 
data recorded by wireline logs and serves as an immense advantage to accurately predict 
surface wettability in the field. 

1.5. Contribution to Study 
The prediction of wettability has been made by several researchers using numerous 

methods. However, some gaps such as testing with only water- or oil-wet samples, using 
classical mathematical approaches, and its inapplicability on a field scale have been iden-
tified, leading to this research. Wireline logs offer the best approach to measure wettability 
in the field due to them being ubiquitous in every well. The reported success of applying 
machine learning techniques to predict several reservoir parameters makes its use a viable 
candidate in predicting NMR logs from wireline logs. Hence, the main contributions of 
this research are: 

  

Figure 2. Graphical representation of NMR T2 distribution of different fluid phases.



Appl. Sci. 2022, 12, 2942 7 of 32

1.4. Machine Learning Application in Reservoir Characterisation Related Works

Implementing machine learning methods and Artificial Intelligence (AI) to solve com-
plicated problems has gained momentum in many industries, including the petroleum in-
dustry [15]. Most of these sophisticated complications impeded critical decision-making and
enhanced advancement in the industry. Hence, researchers progressively moved from using
empirical correlations and linear regression models to applying AI techniques that have been
welcomed due to their added value in the industry [34]. Researchers [14,35–37] developed
AI to predict subsurface geological and petrophysical properties, identify seismic patterns,
analyse drill bit problems. The main aim of their research was to improve production,
drive down cost and add value to the industry. However, applying a suitable AI modelling
technique is also key in achieving the best results; hence many papers have utilised the
different AI models suitable to the industry. As a result, AI application has achieved some
excellent results compared to actual data [38,39].

Being able to quantify water saturation accurately forms the basis of wettability
measurement. However, none of these methods are time-efficient, inexpensive, or gives
failproof results due to the many limitations hence the advancement of machine learning
models. Therefore, in determining the best algorithm for this research, the accuracy and
range of acceptable parameters will be analysed systematically based on performance, com-
plexity, accuracy, reliability, and sensitivity to establish a simplified relationship amongst
core data, wireline logs, and NMR wettability measurements. This could invariably over-
come complex relationships between surface wettability and other petrophysical data
recorded by wireline logs and serves as an immense advantage to accurately predict surface
wettability in the field.

1.5. Contribution to Study

The prediction of wettability has been made by several researchers using numerous
methods. However, some gaps such as testing with only water- or oil-wet samples, using
classical mathematical approaches, and its inapplicability on a field scale have been identi-
fied, leading to this research. Wireline logs offer the best approach to measure wettability
in the field due to them being ubiquitous in every well. The reported success of applying
machine learning techniques to predict several reservoir parameters makes its use a viable
candidate in predicting NMR logs from wireline logs. Hence, the main contributions of this
research are:

1 The integration of a new technique based on laboratory reported results on Amott-
USBM and NMR T2 logarithmic mean (T2LM) based wettability to develop a new
mathematical model for establishing a relationship between field and laboratory
wettability measurement.

2 The development of a systematic field methodology to predict wettability using NMR
T2LM and water saturation.

3 Engineering new features from existing log data capable of improving the model
prediction of NMR T2LM.

4 The application of deep ensemble super learner to establish a relationship between
wireline logs and NMR T2LM and predict NMR T2LM. This predicted log could
subsequently be used with the developed methodology and mathematical model to
predict reservoir wettability.

2. Methodology
2.1. Data Collection and Description

The primary samples used in this research were experimental and field sandstone
data from Western Australia. The core plugs of the sandstone samples were prepared and
utilised for the surface wettability characterisation through Amott-USBM and NMR-based
measurements. This data will be used to establish a mathematical correlation between the
Amott-USBM wettability index and NMR T2LM field data. Table 2 lists the basic wettability
measurements and properties of the core plug samples. Figure 3 indicates the incremental
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porosity and multiple pore size distribution with relatively good pore-to-pore connectivity
identified using multi-exponential decay time analysis of NMR T2 distribution at 100%
brine saturated samples.

Table 2. Amott-USBM wettability measurements of core samples used in correlating core to log wettability.

Sample ID Depth m Kair md
Helium
Porosity,

pv

Amott Wettability
Oil Drive

Area
Water

Drive Area
USBM

Wettability
Number

Wettability
IndicatedIndex to

Water
Index to

Oil

8 1271.60 4490 0.308 0.313 0.00 0.77 0.25 0.479 Water wet
9 1271.90 3130 0.318 0.158 0.00 0.75 0.27 0.443 Water wet

10 1272.21 2677 0.297 0.143 0.00 1.79 0.32 0.750 Water wet
15 1273.70 2611 0.277 0.116 0.00 2.18 0.42 0.719 Water wet
62 1290.75 2540 0.249 0.513 0.00 1.33 0.35 0.582 Water wet
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Conventional wireline logs from a well in the Coniston field will be used to train
and test the deep super learner model in predicting NMR T2LM. This is crucial for the
next stage, where attempts are made to establish relationships between NMR related
measurements and wireline logs data. The accuracy of this model in predicting NMR T2LM
for wells will be essential in the accurate measurement of porosity, pore size distribution,
and permeability. In addition, this model will be used to determine wettability via the
new empirical formula. This will help test the accuracy of the empirical equation in a
different field.

2.2. Developing an Empirical Determination of Wettability from Core and NMR T2LM Data

A correlation between Amott-USBM test results and NMR T2LM from the same well
depth was used to develop the empirical correlation between laboratory wettability data
and field wettability data. This technique is sought to work for both clastic and carbonate
reservoirs and oil and gas fields to determine in situ wettability conditions. A combined
Amott-USBM wettability data from the five (5) core samples were used to establish a
relationship with NMR T2LM. The depths of these cores were matched with the NMR
T2LM log from the same reservoir. The depth matching enabled a cross-plot of the Amott
USBM wettability results and NMR T2LM. An exponential function was used for this
research because, regardless of how low the T2LM will be, in a hydrocarbon-filled reservoir
interval, there will never be the existence of 100% water; hence Amott-USBM wettability
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index will never reach 0. This mathematical model will form the basis for determining
the wettability from NMR T2LM. In classifying the wettability condition, an integration of
Amott-USBM proposed for this study is illustrated in Figure 4. The proposed sub-categories
of oil-wet and water-wet will help capture the different strengths of wettability existing in
the reservoir. Wireline and core data from a sandstone oil and gas reservoir in Australia
were used to test and validate the hypothesis. These data included Gamma ray (GR),
Density (DEN), Neutron (NEU), Total porosity (POR), Resistivity (RES_DEP, RES_MED,
RES_SLW), water saturation (Sw), and permeability (PERM) logs. The second part of this
research involves applying machine learning techniques in predicting NMR T2LM in the
field using wireline logs. The developed methodology and empirical equation were then
applied to the predicted T2LM to predict the wettability state.
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2.3. Validating the Developed Approach in Wettability Prediction

To test the reliability of this mathematical model on the field, water saturation and
field NMR T2LM log data were used. The integration of water saturation helps to analyse
the depth where hydrocarbon and water coexist, leading to the wettability phenomenon.
The field cut-off for water saturation was increased from 70% to 80%. The increment was to
accommodate enhanced and chemical oil recovery mechanisms and varying field cut-offs
for net pay zones based on the field development plans and production forecasts. Based
on several chemical enhanced oil recovery at field scale, residual oil saturation at 20% is
optimal [40]. The overall reservoir water saturation and NMR T2LM relationship were
established using cross plots. The reservoir interval was subsequently divided into either
increasing or decreasing water saturation zones, based on water saturation cut-off. That
is, where saturation increases up to the point it starts to decrease is delineated and vice
versa. This subdivision created several zones where a cross plot of saturation and T2LM
was employed to help analyse the effect of hydrocarbon on T2LM. The average T2LM for
the observation interval is computed to establish wettability.

2.4. Data Analysis and Feature Engineering

The correlation between the input and output variables was identified using covariance
matrix and pair plots via Jupyter notebook python programming language. The descriptive
statistics of the data are summarised in Table 3. This analysis helps to determine the data
distribution and their expected behaviour.
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Table 3. Summary statistics of the data used in the machine learning modelling.

DEN GR PERM NEU POR RES_DEP RES_MED RES_SLW Sw T2LM

count 1529 1529 1529 1529 1529 1529 1529 1529 1529 1529
mean 2.51 100.35 272.23 0.18 0.1 8.77 8.27 4.11 0.84 55.77

std 0.16 39.41 1201.43 0.10 0.08 38.13 23.12 3.46 0.25 104.92
min 2.02 40.23 0.00 0.01 0.01 0.13 0.51 0.51 0.10 0.49
25% 2.46 66.61 0.00 0.11 0.04 2.08 2.34 2.02 0.72 2.20
50% 2.57 97.14 0.01 0.17 0.07 3.40 3.65 3.07 1.00 6.06
75% 2.62 128.29 1.35 0.23 0.12 6.49 6.97 4.83 1.00 64.77
max 2.75 384.84 10974.59 0.54 0.31 1051.84 457.65 27.22 1.00 700.96

Feature engineering was employed by applying domain knowledge to generate a
useful new feature that was a better predictor of NMR T2LM. A fundamental feature
generation approach summing the RHOB, NPHI, K and Sw log was employed based on
the feature importance of most feature selection techniques used in this study. These logs
were chosen because wettability occurrence results from two immiscible fluid and their
interaction with pore space. In comparison, DEN and water saturation are highly correlated
to pore spaces and the coexistence of two fluids, respectively.

A deep ensemble super learner was used in the next stage to predict the NMR T2LM
using wireline logs. Feature selection was performed to select the best wireline logs to
predict wettability. However, that did not improve the model performance hence was
omitted in this study. The feature selection is a crucial step to ensure that representative
logs will be chosen for the prediction [41], but the primary purpose of applying machine
learning models is to improve performances hence its omission.

2.5. Machine Learning Model Application

The superiority of deep learning over traditional machine learning algorithms has
been well documented. The ability of deep learning models to handle big data has made it
very popular for tasks involving pattern recognition and predictive modelling [15]. How-
ever, deep learning still has some shortcomings with all of its reported improvements in
artificial intelligence applications. These drawbacks, such as hyperparameter tuning, slow
convergence in small datasets, infinite architectures, and complexities, are mainly experi-
enced. Although conventional machine learning models tend to solve these drawbacks
on small datasets, they cannot achieve relatively superior model performance. The vague
definition of small datasets also makes it challenging to know which model to use. Based
on these assertions, a new ensemble method based on deep learning architecture, result
interpretability, and relatively faster convergence on both large and small datasets is used
in this study. This deep ensemble super learning algorithm stacks several diverse base
learners in its architecture to improve model performances. However, these models on
their own do not achieve relatively high performances as compared to the deep ensemble
super learner.

2.5.1. Building a Deep Learning Regression with Keras

The deep neural network created takes all the features as input, feeds them into nine
connected hidden layers, each of 50 nodes creating a dense network. The features are then
connected into an output layer. The data used to evaluate these models were split into train
and test data using a 20% holdout cross-validation. The train data was subsequently split
into 30% for validation. The sequential constructor model is used since the network consists
of a linear stack of layers. The dense layers were used for each hidden layer where the
number of neurons was specified. The Rectified Linear Unit (ReLU) activation function was
used for all the hidden layers in the network. The ReLU activation function is non-linear,
computationally efficient. The activation function takes a derivative function related to all
the input features allowing for backpropagation. The ReLU activation function is a good
approximator. Another advantage of using ReLU is its ability to work with sparse neurons,
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making it much more efficient than the sigmoid and tanh activation functions. The ReLU
function gives an output value if the input is positive but returns zero or no output if
otherwise. The mean absolute error was used as the error metric between the predicted and
actual values. The minimisation algorithm used to optimise the deep learning regression
is the Adaptive Movement Estimation algorithm (Adam). The main advantage of Adam
is that the learning rate for each input is automatically adapted. Adam saves time from
further optimising the learning rate, which is the case when using gradient descent as an
optimiser. Adam also uses an exponential decreasing moving average of the gradient to
update variables.

2.5.2. Implementation of Deep Ensemble Super Learner Model

The deep ensemble super learner model, also referred to as a stacking ensemble or
deep ensemble, is a supervised ensemble algorithm of diverse machine learning models
or one model with diverse hyperparameters, otherwise referred to as base learners. Nine
base learners were used to develop the deep ensemble super learner, and they are listed in
Table 4. The super learner employs the k-fold cross-validation technique in mapping the
training dataset (X, y) into a prediction dataset (Z, y) using the base learners. This strategy
improved model performances.

Table 4. Summary of algorithms used as base learners and corresponding authors.

Base Learner Authors

Category Gradient Boosting Machine (CatBoost) Dorogush [42]
Light Gradient Boosted Machine (LGBoost) Ke et al. [43]
Decision Tree Gordon et al. [44]
Deep learning Bengio [45]
Adaptive Boosting (AdaBoost) Freund and Schapire [46]
Bootstrap aggregation (Bagging) Breiman [47]
Random Forest Breiman [48]
Extremely Randomised Trees (Extra tree) Geurts et al. [49]
Extreme Gradient Boosting (XGBoost) Chen and Guestrin [50]

The development of the super leaner supposes an observation of the learning data
stated as Zi = (Xi, Yi) ∼ W0, i = 1, . . . , n with the sole aim of estimating the regression
function ψ0(Y) = E(X|Y). This regression function may be expressed as the minimiser of
the squared error loss function:

ψ0 = arg min E
[
(X− ψ(Y))2

]
(6)

where (X− ψ(Y))2 represents the loss function, X represents the interest outcome, and Y
is the n-dimensional covariate set. This loss function can be applied to map any input to
output over a parameter space using predictive algorithms for any specified problem.

Although there is a provision of an efficient, super learner algorithm in the python
library [51], the algorithm used in this study was manually developed using a straightfor-
ward implementation with sci-kit learn [52]. The deep ensemble super learner essentially
uses an ensemble model for each layer. In the interest of brevity, this section is simplified.
More detailed statistical theory and implementation of the super learner can be found
in [53–55]. The overall training process is described in the workflow (Figure 5).
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The below code (Algorithm 1) was used to define and stack the diverse regression
machine learning models optimised using Bayesian Optimisation. The code in Algorithm
2 was also used to collect out of fold predictions from the k-fold cross-validation. The
following summarises the procedure:

1 All base learners were identified and hyperparameter tuned. Where the collection of B
candidate learners representing the empirical probability distribution is represented as
Xb, b = 1, . . . , BA 10 K-fold cross-validation technique creates out-of-fold predictions
to train the meta-model (super learner). Where Kε {1, . . . , V} index a data split into
K(v) ⊂ {1, . . . , n}, which refers to the validation data and T(v) ⊂ {1, . . . , n} which is
the training data, a complement of the validation data set.

2 All the out-of-fold model predictions were used as an input column for the meta-
model, where each model’s prediction for the columns was stacked horizontally into
rows and stored. All the stacked rows were vertically stacked and stored for all the out-
of-fold predictions creating a new meta-model matrix dataset of prediction columns.
The construction of the new metadata for n is formulated as a vector consisting of the
predicted base learner values according to the base learners fitted on the training data.
This is represented as (Yi, Zi), where Zi ≡

(
ψnbv(i)(Xi) : b = 1, . . . , B

)
with Z being

the possible outcome set.
3 All Bayesian optimised base learners were trained on the whole training dataset

using the k-fold cross-validation. The performance of these base learners is subse-
quently stored.

4 The meta-model dataset is used to train the super learner using linear regression for
the sequential combination of all base learners.

5 All base learners and super learners’ performances on the test data are evaluated.
6 The super learner predictions function using the meta-model will map new data sets

into a prediction set to make predictions for new data.

Due to the stochastic nature of the models, numerical variations, and the evaluation
criteria used, the results may vary; hence it is encouraged to run the model multiple times
to get an averaged outcome.
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Algorithm 1 is about model architecture creating a stack of ensemble models as base
learners for the Super Learner. Modified after [56].

Algorithm 1: Stacking an ensemble of base learners

1 def get_models():
2 models = list()
3 models.append(DeepLearning_regression_model ( ))
4 models.append(AdaBoostRegressor( ))
5 models.append(DecisionTreeRegressor())
6 models.append(LGBMRegressor( ))
7 models.append(CatBoostRegressor( ))
8 models.append(XGBRegressor( ))
9 models.append(RandomForestRegressor())
10 models.append(BaggingRegressor( ))
11 models.append(ExtraTreesRegressor( ))
12 return models

Algorithm 2 is about collecting out of fold predictions from K-fold cross-validation to
create meta model dataset to train and test the Deep Ensemble Super Learner [56].

Algorithm 2: Collecting out of fold predictions from k-fold cross-validation

def get_out_of_fold_predictions(X, y, models):
meta_X, meta_y = list(), list()
# Data splitting
kfold = KFold(n_splits = 10, shuffle = True)
# Data split computation
for train_ix, test_ix in kfold.split(X):
fold_yhats = list()
# get data
train_X, test_X = X[train_ix], X[test_ix]
train_y, test_y = y[train_ix], y[test_ix]
meta_y.extend(test_y)
# Train and predict with each sub-model
for model in models:
model.fit(train_X, train_y)
ypred = model.predict(test_X)
# store columns
fold_ ypred.append(ypred.reshape(len(ypred),1))
# store fold ypred as columns
meta_X.append(hstack(fold_ypred))
return vstack(meta_X), asarray(meta_y)

2.6. Criteria for Model Evaluation

In assessing the performance of machine learning models, the difference between the
predicted and the actual data represents the prediction error. In evaluating the appropriate-
ness of the models used in this research, the errors of the models were assessed using the
following metric criteria:

Mean Absolute/Percentage Error (MAE/MAPE): This evaluation metric is very sen-
sitive to relative errors and robust against global scaling of the predicted output. This is
statistically defined as:

MAE = ∑n
i=1|yi−ŷi |

n

MAPE = 1
no ∑no−1

i=0
|yi−ŷi |

max(ε,|yi |)

(7)
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Root Mean Squared Error (RMSE): This performance evaluation metric is popular
because it is interpretable as the standard deviation of models’ prediction errors and
specifies the closeness of predicted data to actual data. This is written as:

RMSE =

√
∑n

i=1(yi − ŷi)
2

n
(8)

Mean Poisson Deviance (MPD): This metric produces the expected, predicted regres-
sion output values by computing the mean Tweedie deviance error with a power parameter
of 1.

D(y,ŷ) =
1

nsamples

nsamples

∑
i=0
{2(log(ŷi/yi) + yi/ŷi)− 1} (9)

Coefficient of determination (R2): Another widely used criterion is the coefficient of
determination. It represents how close the dependent value is to the best-fit regression line.
This is written as:

R2 = 1− ∑ (yi − ŷi)
2

∑ (yi − yi)
2 (10)

Besides R2, low errors are indicative of good model performance.

2.7. Model Deployment and Validation

Data from a different field will be used to validate the mathematical formula to assess
its determination of water wetness. Since this data does not have core Amott wettability
measurements, we will mainly assess the formula on relative permeability. The data will
also be segregated into various sections based on water saturation. The Deep Ensemble
Super Learner will be used to predict the T2LM for this reservoir. The same methodology
applied in this research will be employed to analyse the wettability qualitatively. The
mathematical formula will then be used to quantitatively predict the type of wettability in
existence based on the various wettability scale used in this research.

3. Results and Discussion
3.1. Development of a Mathematical Model to Establish a Relationship between Amott-USBM
Wettability and NMR T2LM

From the Amott-USBM test conducted, samples primarily showed water-wet wettabil-
ity states. However, using the Amott-USBM scale used in this study, samples 9, 10, and
15 showed moderately water-wet conditions. Samples 8 and 62 indicated water-wet and
strongly water-wet conditions, respectively (Table 5). This scale was used to analyse the
various heterogeneous wettability states in existence. From the cross-plot of the NMR T2LM
log data and the Amott-USBM experimental data of the core samples, it was observed
that there is some form of correlation between them. However, with the understanding of
wettability in a reservoir, there can never be only hydrocarbon in the pore space as there
will always be irreducible water. The relationship should not be less than or equal to 0 for
the Amott-USBM index with this assumption. This is because an oil-wet system is classified
in the negative (−1 to 0), and water-wet is positive (0 to 1). Therefore, an exponential
function is used, making it impossible for the equation to return negative wettability index
values (see Figure 6). This yielded a correlation coefficient of 0.95, and consequently, a new
formula to quantitatively predict wettability from NMR T2LM is achieved as:

ŵ = ±0.0528e0.0081(log T)×T) (11)

where ŵ refers to the Amott-USBM wettability index and T represents the average NMR
T2LM against water saturation distribution within the reservoir interval. Since NMR
response in the field could be affected by other complicating conditions such as mud
filtrates and their degree of saturation, the applicability of the proposed formula will have
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some limitations. Hence, the NMR log affected by field conditions needs to be adjusted
to cater for their effects. The unavailability of sufficient core wettability and NMR log
data provides a major uncertainty. However, from the cross-plot, high T2LM representing
the gas phase correlates to high Amott-USBM value, representing water-wet to strong
water-wet conditions. This analysis validates the plot, and more data will help improve the
accuracy of the proposed mathematical formula.

Table 5. Initial wettability states and modified wettability states for core samples.

Sample ID Depth m Amott
Wettability

USBM Wettability
Number

Wettability
Indicated

Modified Wettability Indicated Using
the Wettability Scale in This Study

8 1271.60 0.313 0.479 Water wet Water wet
9 1271.90 0.158 0.443 Water wet Moderately water wet
10 1272.21 0.143 0.750 Water wet Moderately water wet
15 1273.70 0.116 0.719 Water wet Moderately water wet
62 1290.75 0.513 0.582 Water wet Strongly water wet
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Figure 6. Application of Amott-USBM—NMR T2LM cross plot to establish an exponential relationship
between core and log wettability data.

3.2. Effect of Wettability on T2 Distribution and T2LM

The ability of crude oils to alter the wettability of a pore surface varies. The T2
relaxation times for fluids existing in rock pores are affected by independent relaxation
mechanisms like bulk fluid processes, surface relaxation, and diffusion in the magnetic
field gradient. Their relative importance is dependent on the fluids in the pores, pore sizes,
surface relaxation strength, and the wetting fluid. The wetting fluid is dominated by surface
relaxation. The non-wetting fluid has bulk relaxation as its primary contributing source,
while gas is mainly dominated by diffusion in the presence of magnetic field gradients.
From NMR data analysis, each fluid exhibits a bulk relaxivity, but when oil molecules wet
pore surfaces, they exhibit additional surface relaxivity, thus complicating the T2 relaxation
mechanism. This complication is because the effect of the surface relaxivity spectra on oil is
quite different from water.

Consequently, when a reservoir exhibits mixed wettability, the situation becomes much
more complicated. Based on this notion, this methodology seeks to establish a simplified
way of determining reservoir wettability using the relationship between the geometrical
mean of T2 relaxation spectra and water saturation. The results of this relationship are
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then related to an Amott-USBM wettability measurement from core data through a new
empirical equation. Figures 7 and 8 show a schematic representation of wettability’s effect
on the T2LM log based on water saturation distribution.
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Analysis shows that a variation in water saturation distribution within the pore
spaces affects the NMR relaxation times. The wettability effect of the surface relaxivity
phenomenon occurs for a water-wet system where under increasing oil saturation, there
is an observed but slight decrease in T2LM. When water is wetting the pore surface, the
water experiences additional surface relaxation. However, the non-wetting fluid, which is
oil, will only experience bulk relaxivity.

Therefore, there is an increase in the water phase T2 relaxation time at decreasing
water saturation. The bulk relaxation time for water is between 10 and 100 ms. In contrast,
the peak relaxation of oil is around 1000 ms, although this is mainly for oil with high
gas-oil-ratio. At 100% water saturation, T2 is usually around 10 ms [57]. When oil is
encountered in the interval, T2 tends to peak, signifying the additional oil relaxivity. The
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contribution of bulk oil relaxation time will be subtle, whereas the water phase dominates.
This behaviour causes the T2 relaxation time to shift to a slower phase. The intensity of the
T2 signal for the oil phase increases as oil saturation increases, causing the bulk relaxivity
of oil to be at its peak. The increase in the oil phase causes a consistent non-linear increase
in the T2LM. However, it is not as pronounced due to the additional contribution of the
surface relaxivity influence of water to the wettability phenomenon. Hence, there is a
slight and consistent increase in T2LM readings close to the single exponential time for
water. In light of this, it is instructive to state that at high water saturation, residual oil
in existence within the reservoir pores is non-wetting. The residual oil is subsequently
only exhibiting bulk relaxation, resulting in a positive trend as a function of increasing
water saturation at the top part of the trend (0.85 Sw and above). When ascribed to weakly
water-wet conditions, this analysis results in a negative trend as a function of increasing
water saturation. This trend is because an increased volume of oil wetting the pore surfaces
leads to the influence of surface relaxivity on oil and water. Therefore, weakly water-wet to
mixed wet will have a flat or negative gradient because no spontaneous imbibition occurs
at these wettability conditions.

This study did not investigate oil-wet conditions due to the unavailability of cores
that have been experimentally analysed for wettability. However, the contributing effect
of surface relaxivity on oil will be pronounced for oil-wet conditions, typically the case in
carbonate reservoirs. Hence, an increase in oil saturation will invariably cause a decreasing
trend in T2LM as a function of decreasing water saturation. This postulation agrees with
the reported research by Johannesen et al. [58], where several core analysis investigations
into the effect of wettability on T2 distribution were conducted. With the information and
methodology detailed in this research, wettability conditions can be established at the field
using water saturation and NMR T2LM log data.

Instances, where high water saturation depicts high NMR T2LM measurements,
indicate a non-linear correlation between NMR T2LM and water saturation, which can help
identify the different wettability conditions in a reservoir. For a mixed wettability condition,
surface relaxivity will depend on fluid volume wetting the pore spaces. Although this
analysis is based on water-wet conditions, the subsequent discussions will illustrate how
heterogeneous wettability states can be classified.

3.3. Development of Methodology to Establish a Relationship between Water Saturation and
NMR T2LM

Using wireline log data from the Coniston well, the applicability of the postulated
empirical equation was verified. Based on the in-depth literature review, it is known that
bulk oil has a slow T2 relaxation time. The opposite occurs for water which has a relatively
faster T2 relaxation time. Further analysis has established that the wetting fluid experiences
surface relaxivity for strongly water-wet conditions. Whereas the non-wetting fluid decays
at its exponential bulk relaxation; hence, there is a shift in T2 relaxation time towards the
high T2 readings in an increasing oil saturation. This indicates an increase in T2LM as a
function of increasing oil saturation. This agrees with the extensive core analysis carried
out by Johannesen et al. [58].

The hydrocarbon coexisting with the water will influence the T2 relaxation times.
Hence, the rate of increase or decrease will be affected based on which fluid wets the pore
spaces. Based on Figure 9, the trend line for the shift in T2LM as a function of decreasing
water saturation primarily indicates a water-wet condition for both the gas and oil zones
agreeing with core wettability measurements. For the delineated reservoir zones, the
different gradients in plots indicate the existence of heterogeneous wetting conditions (see
Figure 10). However, for a weakly water-wet system, it is suggestive that some of the
pore surfaces are wetted by both water and oil, creating a complication. This is further
understood qualitatively through the gradient of the trend line from the subtle shift towards
faster relaxation. The effect of surface relaxation affects water differently from oil; hence
a relative shift to help identify the degree of water wetness is impossible. The proposed
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empirical formula will help to measure wettability using the average T2LM quantitatively.
Based on the average T2LM data for all the intervals under consideration, the new empirical
formula is used to determine the varying wettability conditions quantitatively, and this has
been summarised in Table 6.
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Table 6. Re-evaluation of wettability conditions for core samples based on the criteria used in this study.

Depth from m Depth to m Average T2LM Estimated
Amott Index

Wettability Indicated in
This Study

1269.5 1271.50 203.699 0.55 Water-wet
1271.60 1274.40 112.4131 0.27 Moderately water-wet
1274.50 1278.80 114.4698 0.27 Moderately water-wet
1278.90 1280.90 105.2729 0.25 Moderately water-wet
1281.00 1282.80 93.00 0.21 Moderately to weakly water-wet
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The reservoir used in this research has a gas cap, hence the reservoir was delineated
into gas and oil zones. Although there was no core data for the gas zone, the developed
mathematical model was applied. When used in the mathematical model, the average
T2LM for the gas zone gave an Amott index of 0.55, which shows a strongly water-wet
condition. Gas is a non-wetting fluid because oil and water propitiously wet pore spaces in
reservoir formations [59]. In general, the oil zone interval from the plot showed a positive
relationship with increasing water saturation, indicating that the zone is water-wet. To
know the type of water-wet condition, the average of the T2LM was incorporated in the
model, and results indicated a moderately water-wet condition with an Amott index of
0.26. This agrees with the average experimental Amott results for the entire oil interval
of 0.25. However, the zonation of the oil zones based on decreasing water saturation or
vice versa showed several water-wet conditions, shown in Table 6 above. Zones, where
core wettability results were available agreed with the results from corresponding depths.
Based on the observed trends and average T2LM, the last interval exhibited moderately
to weakly water-wet conditions. This occurrence is due to its saturation being above 0.85.
As earlier explained, at high water saturation of 0.85 and above, the residual oil exists in
the micropores, where it wets the surface of the pores. As a result, the micropores are wet
by oil whiles water wets the macropores, exhibiting some weakly water-wet conditions.
This interval was added to verify this statement. Alternatively, the occurrence of low
water saturation and low T2LM refers to intervals of low permeability as well as a low free
fluid index.

3.4. Evaluation of New Engineered Feature

From the results of the feature selection techniques, the GR, DEN, NEU, POR and Sw
logs were selected as candidates for feature selection for the NMR T2LM prediction. The
variety of logs selected are because the best performing feature selection techniques selected
all of these logs as relevant. These logs also relate to properties on which wettability occurs.
Simple feature engineering techniques were employed in this study to combine existing
features into new variables, and these are shown as:

• New Feature 1: Addition (DEN, Sw)
• New Feature 2: Addition (DEN, NEU)
• New Feature 3: Addition (POR, Sw)
• New Feature 4: Product (POR, Sw)
• New Feature 5: Square root (Product (DEN, GR))
• New Feature 6: Round Sw (2))
• New Feature 7: Scaled (Sw)

The performance of the new feature was analysed using accuracy and Permutation
Feature Importance (PFI) on test data. The XGBoost model was used to evaluate the
performance of all features in NMR T2LM predictions. In terms of the analysis, the XGBoost
feature importance identified Sw and POR as having a low correlation which disagrees
with the literature. For the well data used, the most important feature was the DEN log
which is a formation dependent log. Figure 11 showed the feature performance of all the
9 variables used in predicting T2LM before feature engineering.

The PFI results of the performance of the new feature for NMR T2LM predictions
are illustrated in Figure 12. This study used a similar train/test split in the final XGBoost
model prediction to maintain consistency. The initial testing R2 without the new features
was 0.8148. The importance score is computed in a way that higher values represent better
predictive power. The importance of the values for the most relevant features represents a
significant fraction of the accuracy score. From the results, many of the input variables have
a considerably low importance score. This outcome suggests that the predictive power
of these input variables is condensed into a small number of variables. The permutation
importance plot shows that permuting a feature drops the accuracy by at most 0.12. This
analysis suggests that some of the features are important. This outcome is consistent with
the computed high test accuracy.
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This outcome goes on to support the engineering of the new feature. As density relates
to porosity and the spaces where wettability is formed, these logs should be paramount,
whereas saturation relates to fluid interactions. Based on the hypothesis that these logs
are important in determining wettability, they had inherent important information for the
generalisation of the model. The new feature 1 with DEN and Sw incorporated achieved
a much higher relevance score, improving the model’s performance and confirming the
hypothesis that they have important information that helped improve the model generali-
sation. By omitting this important feature engineering step and this critical feature would
have caused the model to over- or under-fit, which should not be the case. Since there are
variabilities from one model to the other on features considered the most important ones,
feature engineering needs to be performed based on domain knowledge.

Further analysis was performed using 6 different models for the most important
features to ascertain if the new features will be deemed as important when different models
are used. This result is shown in Table 7. The models used are the LGBoost, AdaBoost,
Bagging, Decision Tree, XGBoost and Extra Tree. All the top performing models assessed
some features as not important. The most common irrelevant features are the DEN, Res_Dep
and Res_Med logs. However, New feature 1, PERM and GR variables were commonly
selected as important features.

Table 7. Computed feature importance and accuracy on test data using different models.

Models Top 10 Features Accuracy

• LGBoost PERM, GR, New feature 1, Sw, NEU, New feature 2, New
feature 3, New feature 5, New feature 6, POR 0.8056

• AdaBoost PERM, New feature 2, New feature 5, New feature 3, NEU,
DEN, New feature 1, GR, POR, RES_SLW 0.7119

• Decision Tree PERM, New feature 1, POR, New feature 7, New feature 2,
New feature 5, RES_MED, GR, New feature 3, RES_SLW 0.6204

• Random Forest PERM, New feature 1, GR, New feature 5, NEU, New
feature 7, POR, New feature 3, New feature 2, DEN 0.8244

• Bagging New feature 1, PERM, GR, POR, NEU, New feature 3, New
feature 5, Sw, RES_DEP, New feature 7 0.7991

• Extra Tree PERM, New feature 5, GR, New feature 1, NEU, Sw,
RES_SLW, POR, New feature 4, New feature 7 0.807

• XGBoost PERM, New feature 1, New feature 7, GR, New feature 2,
RES_MED, POR, RES_DEP, New feature 4, New feature 6 0.7954

3.5. Sensitivity Analysis on Features

Figure 13 shows further evaluation of the top 9 features which overall indicates their
superiority over using only the initial features based on all the metrics. The Gradient Boost-
ing model was used to analyse further the performance based on a different model. The
results indicate an increase in model accuracy on test data when the top relevant features
were selected as input. There was also a reduction in the model’s error measurements.
The performance of the new features is a testament that wettability, is dependent on the
saturation and porosity dependent logs. These logs are quite significant in determining
wettability as they resulted in the improvements of the models.
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Figure 13. Evaluation of the performances of top features using the Gradient Boosting Regressor.

In selecting the optimal model fitting to the data set, all the features discussed in this
research can be compared via error metrics. The selected top 9 features are GR, NEU, Sw,
PERM, New feature 1, New feature 2, New feature 3, New feature 5 and New feature 7.
This result indicates that to characterise an oil and gas reservoir in terms of NMR T2LM,
these features should be included as input variables. This inference shows how robust the
likelihood of fit the new features is for wettability prediction. As a result, our proposed
new features, using Sw, POR and PERM, provide the best likelihood of optimising model
fit for NMR T2LM predictions.

3.6. Evaluation of Deep Ensemble Super Learner in Predicting NMR T2LM

Considering the cost of running an NMR log and the success of machine learning
models in reservoir characterisation, a deep ensemble super learner was used to characterise
the Coniston well in terms of NMR T2LM from wireline logs. The results in Figure 14 specify
that in comparison to all selected individual base learners, the deep ensemble super learner
exhibited an improved accuracy in NMR T2LM prediction of the holdout data. Based
on this alone, it is critical to note that even though none of the models overfitted when
tested on the holdout data, the super learner relatively performed more robustly. Therefore,
further analysis was carried out to evaluate the prediction errors of all the models.
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All the models’ precision and consistency were evaluated based on the error measure-
ments, as illustrated in Figure 15. RMSE, MPD, MAE and MAPE results indicate the Deep
Ensemble Super Learner’s superiority over all the base learners, indicating its consistency
and precision in predicting NMR T2LM. However, it is noteworthy to point out that the
newly engineered features, based on further sensitivity analysis, improved the prediction
performances of all the models. When the top 9 features were used in training the deep
ensemble super learner model, it achieved a test R2 of 0.998, MAE of 2.73, RMSE of 4.878,
MAPE of 0.192 and MPD of 0.496. The second best model was the optimised Bagging
regressor. This model achieved a test R2 of 0.0.846, MAE of 14.7423, RMSE of 39.4848,
MAPE of 0.45 and MPD of 9.288. When the Bagging is compared to the Deep Ensemble
Super Learner, it shows a gargantuan disparity in terms of all the metrics. The superiority
of the Deep Ensemble Super Learner is mainly attributed the stacking nature of the base
learners where each error is passed through the base learners iteratively until the last model.
The results are then averaged and returned as the final model prediction. Based on all the
evaluation criteria, it can be concluded that the new features 1, 2, 3, 5 and 7 were highly
relevant and improved model efficiency.
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Figure 15. Comparison of prediction errors of all machine learning models based on MAE, RMSE,
MAPE and MPD on the test data.

Figure 16 below illustrates the kernel density estimate of predicted and actual NMR
T2LM data. The predicted values are shown in blue, and the actual values are represented
in green. From the observation on test data, the deep ensemble super learner predicted
NMR T2LM are much closer to the actual data. This analysis indicates the ability of the
super learner to capture the diverse range of values better than the other models hence
being appropriate for deployment in predicting NMR T2LM prediction for other wells. The
sensitivity analysis, therefore, confirms the evaluation metrics discussed above. The kernel
density plot results is further analysed by comparing the actual data points to the predicted
data points.

Further analysis shown in Figure 17 compares the predicted and actual data points
with the above data points representing the Coniston reservoir. Based on the results, it was
observed that the Deep Ensemble Super Learner tends to predict reasonably accurate NMR
T2LM data between 0 and 200 ms. This range refers to the water and oil phases. NMR T2LM
data points above 250 ms were slightly under-predicted hence contributing to the error
evaluations discussed above. Ranges above 250 are typical of the gas phase in a reservoir.
Since gas tends to be non-wetting, this under-prediction is relatively inconsequential. The
main contributing factor to this under-prediction is the insufficient data within the gas
interval of the Coniston well as well as the other reservoir. The gas cap in the Coniston
well did not have many data points when compared to the water and oil zones, hence in
training the model, a few points in the gas zone will be used. Also, the other well did
not have any gas gap but rather light oil or oil with high gas-oil-ratio contributing to the
prediction errors. Although the errors are low, it is necessary to understand how they occur
and how to mitigate or analyse such results when deployed on different wells that may has
a gas interval. With that said, gases tend to be water wet hence the inaccuracies occurring
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above T2LM 250 ms which refers to the gas phase will not impact the wettability prediction
in any way.
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The excellent performance of the Deep Ensemble Super Learner model is mainly
attributed to the stacking of a Deep Neural Network and eight other highly performing
ensemble models. Training a Deep Neural Network on small and low dimensional datasets
tends to cause memorisation of the data. This typically leads to poor performance of
the model on the holdout data. The ineffectiveness of Deep Neural Network regarding
small data and its inability to interpret results verifies that it cannot be overly considered
the best solution in all cases. However, with ensemble models capable of fitting small
datasets, combining a Deep Neural Network in a super learner makes sure both models
complement each other. As a downside, the training of the deep ensemble super learner is
prohibitively expensive due to the K-fold predictions covering the whole training dataset.
However, computational time was not the considering evaluation factor when the model’s
performance could be significantly improved. Additionally, when the training data has a
high variance or is noisy, the Deep Ensemble Super Learner can utilise all the data necessary
for training due to the stacking of diverse base learners. This forms the basis of its superior
performance over all the individual base learners.

3.7. Field Deployment of Deep Ensemble Super Learner and Wettability
Determination Methodology

The proposed methodology will be applied to the entire sandstone reservoir interval of
a well from south-eastern coast of the Arabian Peninsula. Field deployment of the proposed
methodology is relevant in evaluating the final model. As such, the Deep Ensemble Super
Learner is used to predict the T2LM for the well. The well has two different reservoirs which
is the focus in this deployment. After the prediction, the developed methodology and
mathematical model are employed to predict the wettability of the reservoir. The predicted
wettability is then compared to the initial wettability established by relative permeability
data from the reservoir. For wettability to be established using relative permeability, the
following condition needs to be established:

1 When relative permeability to oil for oil/water displacement (krow) > relative perme-
ability to water (krw) at 50% water saturation, the reservoir is interpreted as water wet.

2 When krow < krw at 50 % water saturation, the reservoir is interpreted as oil wet.
3 When krow = krw at 50 % water saturation, the reservoir is interpreted as neutral wet.

To account for uncertainty, it is relevant to note the reservoir types used in this research.
One of the reservoirs is a vertical sequence of Early Permian clastic deposits. It has been
categorized into three sections. The upper two sections are exclusively fluvial deposits,
whilst the lowermost part is mostly deltaic. The Coniston field is made up of Upper Barrow
Group sandstone from the Berrasian period, with interbedded minor arenaceous sandstone
that grades into interbedded siltstone at the bottom. Towards the end of the Jurassic, the
reservoir was deposited by the erosion and re-deposition northeast-flowing river systems.
This caused parasitic deltaic wedges to be deposited north and west of Coniston.

The reservoir data used to train and test the models were from fluvial and deltaic
depositional environments. The reservoir that the methodology is being deployed was
also deposited by the same depositional system and is an oil bearing sandstone. The Deep
Ensemble Super Learner was deployed on the well to predict the T2LM of the reservoir
interval. The predicted T2LM, shown in Figures 18 and 19, is plotted along with some
logs to analyse its behaviour in the reservoir. The predicted T2LM data was then plotted
against to SW data as shown in Figure 20. The well was further subdivided into their
distinct reservoirs with the upper reservoir having 2 zones. The results of this sub-division
is shown in Figure 21. From the plots, it can be observed qualitatively that all the net pay
intervals are water wet. Table 8 shows the quantitative wettability of the interval when
the proposed equation is used. Based on the results, the shallower reservoir exhibited
moderately water-wet conditions. The deeper reservoir also exhibited weakly water wet
condition. The weakly water-wet condition is results from the micropores being wet by oil
whiles water wets the macropores. This situation occurs due to low water saturation and
low T2LM refers to intervals of low permeability as well as a low free fluid index. With
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T2LM having a direct relationship with these parameters, it may be deduced to be the cause
of the low T2LM value in that interval.
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The relative permeability of the reservoir, shown in Figure 22, confirms the general
wettability of the field as water-wet. This confirmation can only state one wetting condition
unlike the proposed empirical and machine learning methodology that can quantitatively
indicate the different types of wettability in existence.
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4. Conclusions

Being able to quantify the surface wettability in an early stage is vital for every reservoir.
This can give detailed information and advice on the EOR, especially CEOR, to increase
production. This research proposes a novel empirical formula for predicting surface wettability
in the field. There is also the proposal of a novel deep ensemble super learner that can predict
NMR T2LM. The NMR T2LM, when analysed against water saturation data, can indicate the
type of wettability condition existing in a reservoir. The average T2LM can then be calculated
where the mathematical formula is used to predict the type of wetting condition in existence
quantitatively. The integration of these computational techniques thus gives a better indication
of surface wettability in the absence of any core wettability data and NMR logs.

Focusing on the findings of this study, the following conclusions can be drawn:

1 An exponential relationship was established between laboratory Amott-USBM wetta-
bility index and field NMR T2LM, achieving a high R2 of 0.95.

2 An exponential function was used to formulate a mathematical formula that cap-
tures domain knowledge on the existence of 100% water but not oil with the net
reservoir zones.

3 The relationship between Sw and NMR T2LM was used to understand surface wetta-
bility conditions in the reservoir. The mean NMR T2LM was calculated and used in
the mathematical equation to predict wettability based on increasing or decreasing Sw.

4 Since surface wettability occurs in pore spaces and between two immiscible fluids, a
new feature was engineered using DEN and Sw. This feature improved the perfor-
mances of all the machine learning models used in this study.

5 The performance of the deep ensemble super learner was superior to the deep learning
and ensemble models in predicting NMR T2LM. Therefore, the deep ensemble super
learner could predict NMR T2LM when there are money and time constraints.

6 The deep ensemble super learner is robust and flexible enough to perform better on
its own without feature selection.

7 Field deployment of the proposed methodology and deep ensemble super learner
was able to successfully estimate the wettability of 3 different reservoir intervals. This
result was validated using relative permeability plots.
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