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Abstract
AI systems are quickly being adopted in radiology and, in general, in healthcare. A myriad of systems is being proposed 
and developed on a daily basis for high-stake decisions that can lead to unwelcome and negative consequences. AI systems 
trained under the supervised learning paradigm greatly depend on the quality and amount of data used to develop them. 
Nevertheless, barriers in data collection and sharing limit the data accessibility and potential ethical challenges might arise 
due to them leading, for instance, to systems that do not offer equity in their decisions and discriminate against certain 
patient populations or that are vulnerable to appropriation of intellectual property, among others. This paper provides an 
overview of some of the ethical issues both researchers and end-users might meet during data collection and development of 
AI systems, as well an introduction to the current state of transparency, interpretability and explainability of the systems in 
radiology applications. Furthermore, we aim to provide a comprehensive summary of currently open questions and identify 
key issues during the development and deployment of AI systems in healthcare, with a particular focus on the radiology area.
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1 Introduction

The convergence of medical imaging with artificial intel-
ligence (AI) is rapidly enabling the development of tools 
that are able to automatize tasks that have traditionally been 
carried out by human experts [1]. In particular, deep learn-
ing (DL) techniques have led to important breakthroughs in 
the computer vision area [2], which have been successfully 
applied to the radiology domain to, for example, classify 
patients based on chest X-rays diagnosis [3]—a key clinical 
focus area [4]—or nodule detection in computed tomogra-
phy (CT) images [5], enabling the field to develop tools in 
times of crisis (COVID19) in a timely manner [6]. The DL 
field has quickly progressed during the past years, and as 
the field keeps evolving, medical imaging systems powered 
by DL algorithms will become more widespread leading to 
a larger number of radiology data analysis results that will 
depend on the performance and efficiency of such systems 
[7].

The availability and accessibility to large amounts of 
human-annotated data has been one of the key elements 
driving the quick growth and success of traditional DL-
systems [4, 8]. Notably, there are big challenges associated 
to radiology data collection, annotation process, availability 
and accessibility which lead to data scarcity and ultimately, 
hinders the ability of the DL-powered tools to support the 
radiologist in their decisions [9]. Furthermore, if not prop-
erly assessed and reflected upon, the data collection chal-
lenges and limitations can cause other potential issues such 
as data bias, promoting or harming unrepresented groups 
based on their gender, sexual orientation, ethnic, social 
or economic factors, among others [10–12]. In particular, 
the radiology field is also specially hindered by technical 
acquisition factors bias, due to differences between differ-
ent machines or acquisition techniques [9]. As data bias is 
recognized as a force to reckon with, DL explainability tech-
niques have gained popularity with the promise of ensure 
safety, efficacy and equity in the deployment of DL-powered 
systems [12, 13]. However, it has been argued that in their 
current form, explainable techniques for DL applications 
might not be suitable for scenarios such as the radiology 
one in which patients’ lives might be at stake [13].

The aim of this work is to provide a non-exhaustive 
overview of the challenges associated with data collection 
and usage in radiology DL-systems as well as to promote 
and increase awareness of the issues that might arise in 
the deployment phase of the developed DL-system if the 
impact of all the steps involved in the collection process 
and data usage are not properly assessed nor reflected upon. 
In addition, the work provides a critical view of the current 
explainable DL techniques and their added value to avoid 

the opacity of DL algorithms avoiding the so-called “black 
box” nature.

2  Data collection in radiology research

Universally lamented by researchers as an overlooked aspect 
of research, data collection is, arguably, one of the most 
important factors for the success of DL-systems in a clini-
cal environment [14, 15]. Researchers usually do not pay 
enough attention to the data collection details and critical 
aspects such as a good study design, how the data will be 
collected, data availability, design of the data collection sys-
tem and establishing a quality control are often neglected or 
ignored [16, 17]. As the quality and amount of data play a 
crucial role in the results obtained by DL-powered radiol-
ogy systems trained with the supervised learning paradigm 
approach—the most common learning paradigm in radiol-
ogy DL [18]—, taking into account those aspects are of spe-
cial relevance to avoid undesired outcomes such as results 
that might reflect biases present in the data.

Avoiding all the problems that could arise during the data 
collection process—assuming a previously defined good 
study design—represents a challenge but it is the research-
ers’ responsibility to try to limit the reasons for poor data 
quality or biased data and their potentially negative impact 
on the DL-system. To ensure representative and high-quality 
data, continuous monitoring of the data is required during 
the data extraction process [14, 17]. In current practice, 
information system providers (e.g., PACS) have attempted 
to automatize data extraction providing a unified system to 
store, transmit and retrieve data with the main objective of 
optimizing the radiologist workflow. The reality is that the 
lack of standardized data and contextual and user-specific 
variability might hinder the extraction ability of the infor-
mation system [19]. Hereby, long delays in data retrieval or 
unexpected difficulties should be taken into consideration 
when planning the data collection.

To proceed with the data collection, local institutional 
review board (IRB) approval is a must in most, if not all 
studies involving clinical data. Irrespectively of the nature 
of the study, data collection should only start after all ethical 
and legal procedures are in place [17]. If the intention is to 
deploy the DL-system in clinical practice, the CE mark is a 
pre-requisite for medical devices to be allowed in the market 
in Europe. Furthermore, clearance by the U.S. Food & drugs 
administration (FDA) might be required [18]. A detailed 
and comprehensive list of the current CE and FDA cleared 
products and more details about CE and FDA marks can be 
found in [20, 21]. Among the ethical, legal and procedural 
aspects that need to be addressed before getting IRB, CE 
and FDA approval, we can find patient privacy, data protec-
tion, informed consent, data bias, data “truthfulness”, data 
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ownership, providing meaningful and moral access to data 
and DL-system transparency, interpretability and explain-
ability [14, 22]. One could argue that the amount of control 
of such a large number of regulatory agencies could prevent 
the use of DL in radiology and have a negative effect on 
the integration and smooth adaptation of new DL-powered 
technologies in radiology. However, in the current state of 
DL-systems development and the lack of procedures that 
provide and ensure a safe deployment (inclusive technolo-
gies, for instance as introduced in the following sections) 
of DL-technologies that have been approved by interna-
tional agencies [21, 22] the breach between the theoreti-
cal demands of those systems and the reality during their 
deployment and potential issues in a clinical use seems too 
great to relax the existing control. On the other hand, new 
measures might be required to meet the needs of clinical 
practice instead of needs coming from a developer and more 
technological point of view.

3  Ethical issues related to data in radiology

Inter-disciplinary teams including radiologists working on or 
with DL-powered systems have a moral duty to use the data 
they collect in such a way that is for a common good and 
to improve radiology practices. Likewise, they have a duty 
to not use data in a way that may have a negative impact or 
discriminate the patients [14]. Due to the large dependence 
of DL-systems on data amount and quality—well-labeled 
and high-quality “ground truths”, the data used to define 
the quality of the results during the training of the algorithm 
and after the training process—are highly sought after and 
its value is skyrocketing. Besides the common good that is 
achievable by making a good and ethical use of the avail-
able data, harm can also be caused if unethical use of data 
nor following IRB, CE or FDA requirements is not in place.

Unethical use of the data can be unintentional due to 
challenges associated to its collection, such as difficulties 
to obtain patient consent. Limitations during data collec-
tion can have a negative effect on the quality and diversity 
of the collected data, resulting in data biases the researcher 
might not be aware of, with serious consequences such as the 
discrimination of small groups by the developed algorithm 
[12, 23].

3.1  Data bias and shift

Data bias happens to some degree in any collected data [14], 
and it can be defined as the differences in performance of 
the algorithm when dealing with subpopulations of differ-
ent characteristics (e.g., ethnical, economical or technical). 
Even though DL algorithms have been shown to potentially 
reduce bias and improve healthcare practices or workflows 

[24], application of DL algorithms has also been shown to 
systemize or amplify biases [11, 25].

Of particular interest and prevalence is the selection or 
sampling bias, which occurs when the data collection does 
not represent the population accurately [26]. Selection or 
sampling bias is usually the result of aforementioned limi-
tations during data collection, with the result of using data 
that is available at the time the DL-system is planned to 
be developed. A really common example of selection bias 
is when data coming from a single institution is used to 
develop and train the DL-algorithm resulting in a discrimi-
nation of underrepresented subsets of other institutions’ 
populations [27], which can result in the deployment of a 
system that underperforms and discriminates population of 
underrepresented characteristics in the original institution 
dataset when adopted in an institution or setting with a dif-
ferent acquisition protocol or data characteristics. Such a 
situation is a recurring issue in developed DL-systems, as 
even when clear evaluation and validation methodologies 
are in place for similar areas such as classic statistical meth-
ods, DL-powered systems suffer from the lack of validation 
protocols globally accepted and implemented by research-
ers and developers [25–27] such as external validation. A 
clear example of this existing issues is the aforementioned 
external validation, which uses representative data of other 
institutions to avoid issues such as selection bias in future 
deployments and ensure the generalization of the results, 
and in spite of its relevance, only 6% of the recent medical 
DL-papers included validation on an independent external 
data [28].

Data shift is a subset of selection bias and poses one of 
the biggest threats to generalization and usage of DL-sys-
tems. Data shift usually occurs because the data used to train 
the DL-system (commonly of retrospective nature), does not 
accurately reflect the characteristics of the data that will be 
used with the developed system in the future. While for a 
radiologist is common to assess and take into account tech-
nical differences in the acquisition of the data such as slice 
thickness or scanner brand, the developed DL-systems lack 
the ability to detect those differences if they have not been 
taken into account in the training phase of the model [14]. 
To a certain extent, one could say that radiologists are able to 
re-train themselves to adapt to data shifts while a DL-system 
requires careful assessment of the steps followed to train it 
if planned to be developed in an environment in which data 
shifts might be present. In such a scenario, re-assessment 
of the system should be performed as the original results 
might not accurately reflect the system’s performance in the 
presence of data shifts [14, 25]. A potential solution is data 
harmonization a technical process that allows to unify and 
align data of different sources and characteristics. Data har-
monization can be accomplished by setting general rules 
and guidelines which allows such a unification of the data 
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characteristics across institutions and vendors, which would 
allow for a safe deployment of models trained with a single 
(but generic technical characteristics) institution data and 
would allow for easier multi-institutional model develop-
ments. Despite its usefulness, data harmonization would 
require complementary practices and, for instance, a thor-
ough analysis of the data population characteristics would 
need to be in place. Nevertheless, in its current state, data 
harmonization lacks general guidelines or policies which 
could benefit the process and the avoidance of data shifts 
with its implementation.

Data biases and shifts can be especially harmful when 
trying to deploy DL-powered models that have been trained 
on data from developed countries and that might not be rep-
resentative of rural areas, limiting the usefulness and trans-
ferability of the models in areas that could greatly benefit 
from them due to the lack in resources, specialists and data. 
This kind of setting leads to a situation in which DL-models 
are only accessible to those that have enough resources (in 
the form of technology, specialists and, overall, and wealthi-
ness) and access to large amounts of data while limiting 
their usability and amplifying biases present in the original 
institution (the one that has developed the model) in, for 
instance, a rural area due to the presence of data bias, shifts 
and validation of the system in scenarios in which arguably, 
the need for those systems is greater than in areas that enjoy 
that resource availability, presenting an important moral and 
ethical dilemma. Situations such as the presented one raises 
several concerns of whether DL-powered systems are dou-
ble-edged swords, with a great potential to improve the way 
healthcare is delivered but at the same time with the ability 
to worsen disparities in healthcare. Evidence found in stud-
ies shows that this is not just a theoretical concern. Studies 
have found different underdiagnosis rates depending on the 
race, ethnicity, sex, age and insurance type [10–12]. Specifi-
cally, factors such as insurance can be highly influential in 
certain contexts, such as the US where greater disparities 
exist among the population [29] while not as relevant for 
other areas. However, as AI systems become more widely 
available, it is to be expected some degree of transferabil-
ity and re-usability of the systems developed in the leading 
countries in AI development [30], which can lead to greater 
disparities and amplification of the existing ones in coun-
tries or regions where those disparities were not present. In 
other countries and cases where insurance is not as relevant, 
factors such the ethnicity might be prone to creep into the 
system and affect the performance of the system in the pres-
ence of underrepresented groups due to inherent differences 
in the structures of interest present in the image [31]. Other 
studies have found significant differences in the detection 
ability of algorithms depending on the skin tone and gender 
of the population [28], which makes healthcare providers 
wonder what would happen if that kind of algorithms were, 

for instance, to be used to diagnose melanoma on light ver-
sus dark skin [32].

In radiology, and generally speaking in healthcare, data 
that are left unchecked and not properly analyzed could 
incorporate and perpetuate economic and social biases 
that already contribute to healthcare disparities, especially 
in situations and conditions with complex trade-offs and out-
comes with high uncertainty. For instance, if patients with 
low income tend to do worse when receiving treatment, DL-
systems could recommend against treating them, as they 
learn from the data characteristics used to trained the system. 
Hence, social biases that contribute to healthcare disparities 
that are left without rigorous analysis in the implementa-
tion phase of the algorithm can contribute to decisions and 
systems that perpetrate them, such as the example presented 
above. Furthermore, they can be amplified by extrapolat-
ing those decisions to other institutions or settings in which 
the system might be deployed DL-systems pose the risk to 
automatize and make biases invisible that are otherwise well 
known if rigorous analysis of data used to train the system is 
not in place, and the DL-system decisions are accepted over 
our moral and knowledge-guided intuition.

3.2  Data ownership, recollection and model 
re‑training

As data sharing practices start to become more common and 
prevalent among radiologists and other healthcare practi-
tioners (among others), data ownership questions need to 
be addressed. “Who owns the data?” is a question that has 
already been addressed by regulatory bodies with the result 
of a different type of answer depending on the country the 
question is formulated [14]. While there is no general con-
sensus among different hospitals, many include a clause in 
their general consent form given to the patient, which allows 
to use the data in a retrospective way for research purposes 
and which is generally accepted by patients [33]. In Europe, 
the General Data Protection Regulation (GDPR) states that 
patients own and control their sensitive, personal or identifi-
able data (medical and non-medical). The GDPR allows the 
patient to withdraw consent to use their data at any time and 
requires to obtain consent every time the data is planned to 
be reused or shared [34]. These legal restrictions are differ-
ent in other parts of the world, such as the United States. 
Such a difference between the legal restrictions might limit 
the development of DL-systems in some parts of the world, 
skewing the availability and equal opportunities for all the 
entities involved in the field.

Practices such as DL-system re-training also illustrate 
the need for discussions on data ownership and re-use. 
For instance, should the patients that gave consent to use 
their data and train a DL-system be notified if that system 
is reused with the parameters obtained from that training 
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in another institution and re-trained with other data? In the 
same scenario, what happens if a patient decides to withdraw 
their consent? Should the model still be used with the param-
eters obtained trained using the patients’ data or should it 
be re-trained without it? Data ownership is loosely defined 
in some scenarios that have raised with the disruption of 
DL-systems and requires further discussion and attention.

3.3  Data privacy and sharing

The increasing demand and growth of developed DL-sys-
tems in radiology are pushing the limits of data availabil-
ity and sharing. The unprecedented value of medical data 
to build DL-powered systems is blurring the line between 
research-only and commercial use of it, raising some con-
cerns around the regulations and policies involved in aca-
demic and commercial data usage [14]. If a company buys 
the rights to medical data access and makes profit out of a 
product built using it, who should benefit from the profits? 
Since patients have the right and retain in the majority of the 
cases access to their data, should they also be accounted for 
during the profit sharing? Can they, for instance, refuse to 
agree on selling their data to the company but allow to using 
it for academic use? Could they refuse to sell to the specific 
company but sell it to a different one? The lack of mecha-
nisms and rules make it hard to answer those questions and 
there is a growing need for consensus and assessment of 
potential situations that right now are vaguely defined from 
the point of view of the data ownership [35]. Hence, there 
is a need for an updated general guideline that contemplates 
situations such as the aforementioned ones.

Anonymization of the data is an important step to ensure 
patients’ privacy rights are preserved as well as to allow for 
data sharing practices. Nevertheless, full anonymization of 
the data is more complicated than one could picture at first. 
As technologies such as AI keep improving, re-identification 
of the data is becoming easier, such that the source of the 
data is easily identifiable. For example, it has been found 
that facial recognition to 3D reconstruction can recover 
the original identification of the data [36, 37] by generat-
ing realistic facial reconstructions from deidentified medi-
cal images (e.g., MRI) and identifying the participants by 
matching them to publicly available photographs of named 
persons (e.g., from social networks). Given the unprec-
edented ability of DL techniques to re-identify data from 
features that would apparently look harmless in the eyes of 
other techniques or from a human perspective, additional 
developments in privacy-enhancing techniques are required 
to avoid such an identification ability. Specific software to 
avoid re-identification of the data has been developed with 
success [36], but the solutions are tailored to specific models 
and data (e.g., CT and specific DL-models based on convo-
lutional neural networks), thus limiting their generalization 

to other potential re-identification systems. Another cause 
for concern related to data sharing challenges is the ability 
of large data companies that control both social medial and 
medical AI systems, such that they are able to gather data 
from daily-use tools such as smartphones and match it with 
social media one, which could, arguable, be considered a 
non-moral use of the data. The ability to monetize data is 
leading to a model of self-governance by those who own 
the data and actions that should not be morally acceptable. 
Generally speaking, most of the daily users of social media 
platforms are unaware and undervalue the monetary value of 
the data they provide to such large companies or healthcare 
providers. Hypothetically speaking, a necessary condition 
should be, therefore, an informed consent by the end-user 
or patient only when awareness has been raised of the eco-
nomic value carried by their data. However, if users where 
to give consent for all our online activity an unreasonable 
amount of time would be spent reading terms and condi-
tions. Hence, new approaches that allow for an easy integra-
tion in different platforms and acceptance of the implications 
that data sharing has for the end-user would be desirable.

Freely accessible radiology data could benefit for the 
greater good of patients and society, and new necessities 
in the form of robust infrastructures to share radiological 
data in a safe and preserving patients’ privacy rights are 
driving new technological developments aiming to solve 
those challenges [14, 38]. Two of the most iconic devel-
opments are systems that use the federated learning (FL) 
paradigm and blockchain models. Federated learning is a 
learning paradigm that allows to train models “in-house” 
while still allowing in an indirect way to update the model 
parameters based on other centers’ data. The key element 
in a federated learning setting is that instead of sharing the 
data, the users share the parameters of the model and update 
their own “in-house” model accordingly, avoiding privacy 
concerns associated to patients’ data. In a similar fashion, 
blockchain technologies promise to deliver a secure meth-
odology and encryption such that access to medical data is 
secure across different sites [14]. Nevertheless, in the case 
of blockchain technologies, the state of play is still imma-
ture. A large number of recent research papers present novel 
blockchain frameworks, architectures or models from a con-
ceptual point of view but there is rarely an pilot implementa-
tion or prototype showing promising results in a real-world 
scenario [39]. In addition, the deployment of block chain 
technology in health at a big scale (national, for instance) is 
scarce. Some of those examples include the deployment of 
the technology in countries such as Estonia and Malta with 
promising applications in identity management and patient 
consent, among others [39]. In spite of the promising per-
spectives blockchain offers, more development and research 
are required to assess the positive impact of it in clinical 
practice. Regarding FL, like any other AI-based model they 
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are prone to attacks (otherwise called “hacking”) which can 
result in disruption of the services or compromised data 
[40]. In particular, the attacks can be introduced by a com-
promised central server or a compromised local device in the 
learning framework or by any participant in the FL workflow 
[40]. In FL, attacks can be particularly critical when com-
pared to other settings due to the distributed nature of the 
technology, as it makes it harder to deploy defense measures 
in the event of attacks [40]. Hence, more research towards 
the defense against potential attacks is required before the 
technology is fully ready to be deployed and adapted without 
the risk of compromising highly sensitive data.

3.4  DL‑generated data (synthetic data)

DL architectures such as Generative Adversarial Networks 
(GAN) [41] have gained a considerable amount of attention 
due to their ability to generate synthetic data that resembles 
the one used to train the architecture after learning the distri-
bution (characteristics) of the original data. The motivation 
for the usage of synthetic data comes from the currently 
limited availability of radiology datasets, along with the data 
collection and sharing challenges [14]. As an example of 
synthetic-generation data, one could generate realistic-look-
ing prostate magnetic resonance images (MRI) after training 
the GAN with thousands of prostate MRI slices [42]. Fol-
lowing, the generated images can be used to train the DL-
system along with the original data, considerably increasing 
the amount of available data to train with (hopefully) a posi-
tive effect on the final performance of the developed model.

After the model able to generate synthetic data has been 
trained, generating new data become fast and inexpensive. 
Synthetic data can be particularly useful for pre-training [8], 
trying to tackle potential biases such as data imbalance (for 
instance, a clear higher prevalence of healthy population 
when compared with the amount that has a specific diagnos-
tic in the data collection) by increasing the amount of data 
of the least prevalent class or ground truth [43] or for new 
learning paradigms such as self-supervised learning [44]. In 
addition, synthetic data minimize the risk of compromising 
patient data and the challenges associated with data shar-
ing practices. By contrast, synthetic data can also introduce 
artifacts which are impossible to perceive by the human eye, 
hindering the final performance of the model. Furthermore, 
if the original data used to develop the generative model 
suffer from biases, the synthesized data will pick up and 
amplify those data biases. Little research has been carried 
out to understand the effect of synthesized images on real-
life settings, including the current evaluation measures to 
determine whether the synthetic data reach an acceptable 
quality standard. For instance, evaluation measures com-
monly used for natural images [45] might not be enough 
to evaluate synthetic data generated with the purpose of 

screening patients for a certain disease and other measures 
to evaluate specific areas or regions of, for instance, the gen-
erated image (e.g., a tumor), would be of interest.

4  DL‑systems’ transparency, interpretability 
and explainability

Transparency, interpretability and explainability are con-
cepts that are closely related to data ethics and necessary to 
build trust in DL-system and in its safe usage, and for the 
patients’ and society benefit. It is in human nature to have 
the need to understand how decisions are made and which 
are the factors underlying those decisions. More impor-
tantly, if a DL-system contributes to adverse events, the team 
involved in its development needs to be able to understand 
and pinpoint why the system reached such a result and how 
it reached it, such that reasonable explanations can be given 
to the ones affected by the adverse outcome [14]. Moreover, 
by per GDPR regulations, an individual has the right to an 
explanation of how the system reached that decision if an 
automated decision-making system is being used [34, 46]. 
However, the extent of such an “explanation” is unclear as 
the European Council Data Protection Working Party defines 
it as “the right to the envisaged consequences of a process”, 
rather than an explanation of a particular decision [14, 47].

The concept of “black box” for DL-systems has been 
present ever since their disruption and historically, DL-sys-
tems have lacked mechanisms that allowed to understand 
why they obtain certain results. The “black box” nature can 
result especially problematic in healthcare and in particu-
lar, radiology. Take for instance a DL-system that recom-
mends a diagnosis to patients based on their imaging data. 
Would a patient undergo treatment or surgery if the doctor 
mentioned “my computer software has proposed a specific 
diagnosis that would require further treatment, so you should 
take it” without any other reasonable explanation that led to 
that decision? A human radiologist will usually be able to 
explain the train of thoughts behind a decision [48]. Simi-
larly, we require mechanisms that to some degree allow to 
have some traceability and explainability for DL-systems 
decisions [49, 50]. Some initiatives in explainable AI (XAI) 
are already in place. For example, saliency maps have been 
proposed to highlight the areas of the image deemed most 
important, for instance, for the diagnosis of a certain disease 
[51]. Nevertheless, as noted in [13], such highlights contain 
both useful and non-useful information (from the human 
perspective) and the region does not reveal exactly what it 
was in that area the model considered useful for the diag-
nosis. At this point, it is important to remember that a DL-
system is not human but rather something built by humans. 
Hereby, asking for the same level of traceability a human 
could provide should be out of the scope of the capabilities 
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of a DL-system. However, a DL-system should be capable 
of providing enough information such that a radiologist or 
health specialist equipped with the necessary knowledge is 
able to interpret and provide a human-like explanation of the 
decisions reached by the computer.

Interpretability can be defined as the ability to understand 
the workings of an AI model, while transparency occurs 
when the model is both visible and comprehensible to out-
side viewers [14]. In spite of being desirable attributes for 
the developed DL-systems, the more transparent and inter-
pretable a model is, the more prone it might be to appro-
priation of intellectual property or malicious attacks [35, 
52]. Generally speaking, the more complex a system is, the 
less transparent and interpretable it might become, due to 
the large number of parameters and operations happening 
under the hood of the developed systems. Hereby, finding the 
right balance between model complexity, interpretability and 
transparency is especially important, such that the final per-
formance of the model is not hindered nor privacy is com-
promised. Guidelines from the radiology community might 
be needed to explain and assess DL-systems with specifica-
tions on the amount of knowledge required by the radiologist 
using the DL-system and what adequate explanations entail.

5  Conclusions

This paper has shown that it is important to evaluate how the 
data collection process influences the final performance of the 
DL-system and the data ethics associated to it. We present an 
introduction to the data collection process challenges present in 
the radiology area that can hinder the amount and quality of the 
data available for DL-systems development. Following, some 
data ethics points that are deemed of interest and of relevance 
in the context of data collection are presented. In particular, we 
focus on data bias and shifts, ownership, recollection, privacy, 
sharing, synthetic data and model re-training. Ethical problems 
can arise from the challenges experienced during data collection 
and which can have undesirable outcomes such as the under-
diagnosis of subpopulations based on their ethnical origin or 
economic status, potentially exacerbating the disparities that are 
already present in healthcare services. We argue that is the duty 
of the DL-system developers to take into account these poten-
tial issues such that the final result could benefit for the greater 
good the patients, instead of perpetrating issues that are already 
present in nowadays’ practices.

The widespread of DL-systems in radiology also calls for 
new approaches to provide some degree of interpretability, 
transparency and explainability. Current efforts of explain-
ability in AI are not necessarily aligned with the necessities 
in healthcare [13] and the trade-off between model com-
plexity and transparency/interpretability should be carefully 
assessed, as data confidentiality and model performance 

might be compromised if not properly addressed. Questions 
such as “what is an appropriate explanation in healthcare?”, 
“To what extent should practitioners be able to dissect and 
understand the model?” need more discussion and areas such 
as radiology might require guidelines to provide some gen-
eral and accepted consensus among practitioners and users 
of DL-systems.

Artificial intelligence, and in particular, DL-systems, hold 
tremendous potential to improve radiology workflow and, 
in general, medicine. If properly deployed and developed, 
more efficient, accurate and equitable outcomes could be 
obtained. Nevertheless, such potential requires awareness 
of the ethical issues that might arise during its development 
and deployment, as well as anticipation and guarding against 
potential negative consequences of it. Ultimately, humans 
are the ones responsible of the design and development of 
DL-systems and at the same time, responsible for the patient 
care. Hereby, it is our duty to ensure an ethical and for the 
general good usage of AI tools.
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