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A B S T R A C T

A risk assessment has a more or less subjective nature, as the analyst needs to make assumptions, analyse data,
use models, and so on, to produce risk-related knowledge of the phenomena of interest. This background
knowledge that forms the foundation of a risk assessment can be more or less strong, implying that it needs to be
taken into consideration when describing and communicating risks. To meet this challenge, different methods
have been developed to evaluate and inform the decision-maker about the strength of the background knowl-
edge. For all these methods to be fully informative, the content of the background knowledge needs to be of good
quality, covering, for example, all the relevant assumptions. To identify all the relevant assumptions, however, is
not a trivial task, and the risk of missing assumptions increases with the complexity of the situation of interest.
Hidden assumptions, which are not considered or identified, may induce false confidence in the risk assessment,
its results and recommendations. This paper suggests a framework, using a systems approach, to identify and
assess the background knowledge, as a means to reduce the risk of missing critical knowledge and obtain a more
complete background knowledge, on which risk can be assessed.

1. Introduction

If we are to study risk of real-life systems and activities, such as
offshore installations or emergency medical services, the assessments
will inevitably be more or less conditional on our knowledge (justified
beliefs), which is often formulated as assumptions [14], founded on
data, models, information, and so on [39]. The fact is that a risk as-
sessment is subjective by nature [16,47], which implies that the back-
ground knowledge, K, on which a risk assessment is based, needs to be
taken into consideration when describing and communicating risk
[8,46]. By simply addressing the conditional risk description, all the
relevant uncertainties are not properly reflected [16], as the knowledge
can be more or less strong [5] and uncertainties can be hidden within it,
such as assumptions that turn out to be wrong [71]. To meet these
challenges and inform the decision-maker of the foundation of the risk
assessment, different approaches have been developed over recent
decades to consider and reflect the strength of the background knowl-
edge (e.g., [5,8,39,46,56,90]).

A prerequisite for all these methods to be fully informative is that
the content of the background knowledge is of high quality, covering,
for example, all the relevant assumptions. To identify all the relevant
and critical assumptions, however, is not always straightforward,

especially if the situation of interest is complex [53,87]. Take the case
of evaluating the background knowledge associated with a risk assess-
ment. Following common practice, the analyst identifies, inter alia, a
list of assumptions and evaluates the extent to which they are reason-
able. The more reasonable the assumptions are, the stronger is the
judged strength of knowledge [39]. But what if this knowledge only
includes a fraction of the relevant assumptions? The consequence is
incomplete background knowledge, which hampers risk management
and decision-making and potentially leads to false confidence in the
produced risk description and level of safety [17]. The issue is that the
analyst might be unaware that crucial assumptions are missing.

In other words, it is not always sufficient just to have a sound
methodology to evaluate the strength of the knowledge. In many si-
tuations, there is also a need to assist the analyst in identifying the
critical and relevant assumptions, to obtain more complete background
knowledge. Here, assumptions are understood as fixed conditions/in-
puts that underlie the risk assessment but which are acknowledged to
have the potential to deviate [20]. The hidden assumptions are then
understood as the ones not identified (i.e. missed) by the analyst.
Consequently, they are not included in the analysis and therefore not
presented to the decision-makers. Multiple reasons can be seen as fac-
tors for not having identified the hidden assumptions. Amongst them,
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the paper particularly addresses the assumptions that are made im-
plicitly by the analyst, in the sense that the analyst is not aware of them,
or the ones missed as a result of lack of understanding of the phe-
nomenon of interest, for example that relevant interactions are ignored.
The assumptions are subjective beliefs, expectations or considerations
about some unknown aspects (in a broad sense) related to the real
system of interest. The challenge is therefore not to identify assump-
tions per se but to identify the unknown aspects of the real world that
we want to make fixed in the assessment. We refer to these unknown
aspects as knowledge elements, which have a role to play in the
background knowledge.

Although there are a few methods that address how to identify as-
sumptions in certain situations (e.g., [32,59]), there is, to the extent of
our knowledge, no systematic framework for identifying and assessing
the knowledge elements that contribute to obtaining good-quality
background knowledge in a risk assessment context. Perfect knowledge
is obviously unachievable in any practical setting, but it does not negate
the goal of searching for more complete knowledge [59]. Another
practical problem is that it is not feasible to consider all possible
knowledge elements; thus, the analyst must limit the identification and
assessment of knowledge, to some extent. However, a more or less ar-
bitrary approach to these tasks does not appear to be the optimal so-
lution [87].

In this paper, we suggest a framework that takes a systems approach
to identify and assess relevant knowledge elements for a risk assess-
ment, which assists the risk analyst in obtaining a good-quality back-
ground knowledge, reduces the arbitrariness of how the identification is
carried out and reduces the risk of missing critical knowledge elements.
In the safety and risk domains, there is a significant number of system
approaches that could be applied, ranging from linear thinking of ac-
cidents as chains of events (e.g., [18,19,62,75]) to consideration of the
dynamic interactions (e.g., [26,48,51,54,58,59,61,73]). But, as our goal
is to develop a framework to identify and assess knowledge elements
rather than accident scenarios and hazards, the systems engineering
initiative for patient safety (SEIPS) by Carayon et al. [26] seems to be
promising (see, [57]). The SEIPS model is relatively easy to use and
suitable for most systems and activities, as it forms a general basis for
identifying and describing system components and interactions. In ad-
dition, the model provides a starting point to evaluate how critical the
identified knowledge elements are with respect to the risk assessment;
thus, the framework is also a means to increase the trustworthiness of
the risk assessment and inform the decision-maker about the quality
and uncertainty of the background knowledge [87]. Although the
suggested framework can inform the decision-makers about the
knowledge, which is an important dimension of risk [16], it is also a
means to provide information on which the other system models can be
based, such as the Workgroup Occupational Risk Model (Papazoglou
and Ale, 2007) or Storybuilder [18]. The key is to ensure a good
knowledge base on which risk is assessed.

The remainder of the paper is organised as follows. In Section 2, we
motivate the need for a systems approach to identify and assess back-
ground knowledge. Section 3 introduces the SEIPS model, which is the
starting point for the framework presented in Section 4. Section 5 il-
lustrates the framework with an example. A discussion of the frame-
work is given in Section 6. Finally, in Section 7, we make some con-
cluding remarks.

2. Motivativing the need to assist the risk analyst

To motivate the need for a framework that can assist the risk analyst
in mapping and assessing knowledge elements, parts of a risk assess-
ment performed by Eidesen et al. [36] will be used. The case of interest
is a medical procedure called tracheotomy, which is used to secure the
airway of critically ill patients that require ventilator support. In simple
terms, the procedure consists of making an incision on the frontal as-
pect of the patient's neck, where a tube is inserted, allowing the patient

to breathe without the use of mouth or nose. Traditionally, surgeons
have performed this type of procedure, but an increasing number are
now being performed at the bedside in the intensive care unit (ICU),
using a special technique called percutaneous dilatational tracheotomy
(PDT). The experience from the Norwegian ICUs, at least at the time
when Eidesen and her colleagues conducted their study, indicated the
potential for serious complications and negative patient outcomes re-
lated to PDT [86]. This resulted in a discussion among experts about
whether PDT should be the preferred technique in cases where tra-
cheotomy is deemed necessary [36]. One way to contribute to the
discussion is by a risk assessment, which was carried out in Eidesen
et al. [36], aiming to produce risk-related knowledge in respect of
performing a PDT procedure in the ICU.

In light of the premises outlined in Section 1, proper treatment and
communication of risk and uncertainties related to the PDT procedure is
conditional on the background knowledge being taken into account. The
risk assessment in Eidesen et al. [36] is in compliance with this under-
standing, as the background knowledge was assessed in an apparently
comprehensive manner. For example, 12 years of data on tracheotomy
practice at the Stavanger University Hospital's ICU were collected, ana-
lysed and evaluated. In addition, a series of interviews with attending
physicians or managers at 30 Norwegian ICUs had been conducted (see,
[86]), which provided both general and specific knowledge. All the
available information was structured and evaluated to form the back-
ground knowledge, on which the risk was assessed. The identified
background knowledge in Eidesen et al. [36] is presented in Figure 1.

More specifically, the knowledge assessment indicated three com-
ponents of importance: the physician, the patient and the system. For
each component, several associated aspects (i.e. knowledge elements)
were identified, each with its own potential to affect the real procedure
and, therefore, also the risk assessment. This knowledge, K, and its
strength explicitly inform the decision-makers about the foundation of
the risk assessment results and recommendations [16] and implicitly
affect the decisions. But does the background knowledge, K, in Figure 1
include and express all the relevant knowledge elements for this par-
ticular case?

The ICU is a sociotechnical system of interdisciplinary character,
with high stress, high values at stake, intense time pressure, a myriad of
decisions and shifting clinical situations [37,64], indicating that it is
unlikely that all the relevant background knowledge is revealed by the
consideration of three single components in isolation. The interactions
between the system components clearly have a role to play. For ex-
ample, the physician performs a PDT procedure in a certain physical
environment that is likely to cause fatigue or stress [84]. If the mental
or physical condition of the physician turns out to be lower than
normal, which we have interpret to be the state implicitly assumed in
Eidesen et al. [36], the risk assessment does not fully reflect the si-
tuation of interest. Another example of missed knowledge in this case is
that the work environment could lead to contemporary disorders or
interruptions, possibly affecting the procedure if they occur. The
knowledge aspects depicted in Figure 1, such as a physician's level of
training and the available equipment, cannot be viewed solely in iso-
lation, as the interactions are also relevant for the real case of interest
and, therefore, the associated risk assessment.

We are concerned that important information has been overlooked
as a result of hidden assumptions of which the analyst is unaware or
difficulties in identifying the relevant knowledge. These concerns are
not particularly related to the PDT case but to (almost) all risk assess-
ments, especially those concerning sociotechnical systems. It is, how-
ever, difficult to capture all the relevant background knowledge in a
risk assessment context, and there is often a veil of arbitrariness sur-
rounding the mapping of background knowledge, which stems from the
subjective nature of this process. By acknowledging this, it is reasonable
to call for a more systematic approach to identify the knowledge ele-
ments, especially those generated more or less by subjective reasoning,
such as assumptions [15].
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A general approach that guides the analyst in mapping the back-
ground knowledge appears to be useful and needed. Such an approach
must take a holistic perspective on the system of interest, to capture
both single components and interactions, given that many con-
temporary systems have sociotechnical features, which are char-
acterised by their continuously interacting and influencing components
[31,55]. In addition, the approach should explicitly assist the analyst,
by pointing out where to look for knowledge, using simple generic
components relevant for any system of interest. One issue, however, is
that in theory an infinite number of knowledge elements can be em-
bedded in a particular system, not all of which are critical for the real-
life situation or risk assessment. It is therefore necessary to distinguish
critical from non-critical knowledge elements, to inform the decision-
makers about knowledge elements that might require further attention.
Although a systematic approach to search for assumptions in the
background knowledge is no guarantee that important knowledge will
be missed, it is likely to reduce the risk of it happening.

3. The systems engineering initiative for patient safety

On these premises, an attractive tool for identifying the relevant
knowledge elements of a system of interest is the systems engineering
initiative for patient safety (SEIPS). The SEIPS model, developed by
Carayon et al. [26], is custom-made to describe and understand the
sociotechnical features of healthcare systems [27,50]. Despite the
model's healthcare orientation, its components are general and suitable
for most systems. The model, which is illustrated in Figure 2, builds on
Donabedian's [33] structure-process-outcome model and consists of

three dynamically influencing parts.
To illustrate, the SEIPS model components can be described in the

case of, say, an air traffic control system. The person, who can be an
individual or a group of individuals, such as a traffic controller or an
organisational unit, respectively, is at the centre of the work system,
performing certain tasks, which can be considered as actions, for ex-
ample communicating with the aircraft crew. The tasks are performed
within a physical environment, such as a control centre, supported by
different technologies and tools, for example software simulators. All the
tasks are subject to the organisational conditions such as rules and
procedures. In addition, the external environment provides a boundary
for the other five components, through resources, standards, legislation,
and so on. The work system influences the processes, which are a series
of steps [26], for example to direct the runway traffic, generating the
outcomes, such as safe and effective flow of runway traffic. Finally,
feedback loops are present in the model, to promote learning, knowledge
sharing and improvement [27].

Although the SEIPS model requires all the relevant components
within a work system to be described individually, it forms a framework
which emphasises the interactions between the components, in order to
provide a deeper and broader understanding of how they influence each
other, the processes and outcomes [27]. If any changes occur within a
work system, for example that a new technology is introduced, they
have possible positive or negative effects on the other work system
components, processes and outcomes (see, e.g., [87]). The SEIPS model
can identify such implications, which is why the SEIPS model is at-
tractive for the purpose of identifying and structuring relevant knowl-
edge elements, on which a risk assessment can be based.

Figure 1. An overview of the knowledge on which the risk related to the PDT procedure was assessed. Based on: Eidesen et al. [36].

Figure 2. The SEIPS model. Based on: Carayon et al. [27].
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The key is to remember that the work system components are net-
worked, mutually interacting with and influencing each other. But, as the
processes and outcomes are thought to be shaped by all the interactions
in the work system at the same time, it is in theory possible that any
number of work system components can interact with any other si-
multaneously [50]. The result is an unmanageable situation, in which
there are too many interactions associated with a particular process of
interest. To overcome this issue, Holden et al. [50] suggest applying the
concept of configuration. The idea of configuration is to limit all the
possible interactions which can occur in the work system to a subset of
them, which includes only those relevant for the particular process of
interest [50]. Building a configurative model is not straightforward, but,
if performed correctly by qualified analysts with knowledge of the si-
tuation on interest, the SEIPS model can assist the analyst in scrutinising
the system components and interactions, in order to identify knowledge
elements that are not intuitively and easily discovered. One issue, which
was highlighted by one reviewer of an earlier version of the paper, is that
such simplifications can lead to missed assumptions. This is true and
important to acknowledge. However, we believe that simplifications will
always be more or less required when using the tools available in a risk
assessment; for example, a model is a simplified representation of reality
[6]. This fact is not an argument against the use of configurative models
and the SEIPS, but rather a part of the motivation to develop a frame-
work for identifying the relevant background knowledge, such that we
foster increased understanding of what knowledge the risk analysis
considers and what it does not take into account.

4. The framework

This section introduces the suggested framework, which intends to
guide the analyst in identifying and assessing relevant background
knowledge to support a risk assessment. The foundation of the frame-
work stems from the SEIPS model and its ability to identify knowledge
elements, which have a role to play in the background knowledge. In
such matters, the framework aims to reduce the risk of missing critical
assumptions (knowledge elements). Depending on the characteristics of
the system in focus, the number of identified knowledge elements might
be significant, resulting in an unmanageable situation, where the many
identified knowledge elements provide limited practical decision sup-
port, possibly concealing those which need further treatment. It is
therefore recommended to distinguish the critical knowledge elements
from the non-critical.

Here, the meaning of criticality is influenced by the ones in the
literature on critical infrastructure, in which it is commonly referred to
as an incapacity or destruction which leads to significant consequences
[21,94]. In light of this, we consider a critical knowledge element to be
an element of the background knowledge related to the phenomena of
interest, where its incapacity or destruction leads to significant

consequences, for both the real case of interest and the risk assessment.
To determine whether a knowledge element is critical, we evaluate its
foundation (background knowledge), implication for the risk assess-
ment and associated uncertainty. The background knowledge, on which
the knowledge element is identified, is reasonable to consider in this
context, as an element can be related to more or less strong knowledge.
The impact of a knowledge element on the risk assessment should also
be evaluated, as some elements are likely to be of greater importance
for the risk assessment than others. Finally, we must take into account
that the impact is uncertain, and it is informative to know whether the
evaluated impact can be considered to give a good or poor prediction of
the real impact. These three evaluations provide information about the
uncertainties and quality of the knowledge elements, making the fra-
mework a means to increase the trustworthiness of the risk assessment.
From the list of critical knowledge elements, the analyst can also study
how to best treat and control them. The main parts of the framework
are illustrated in Figure 3.

Before the framework can be applied, however, it is paramount that
the analyst has a good understanding of the risk assessment context,
which is established in a planning phase [7]. This involves, amongst
other things, clarifying and specifying the decisions to be supported by
the risk assessment and developing the objectives of the assessment
[11]. Without a clear and unambiguous context, the analyst will
struggle to understand which knowledge elements are relevant and
critical for a particular case of interest. In the following, we discuss each
step of the framework.

4.1. Identification of the Knowledge Elements

The first step in the framework is to identify relevant knowledge
elements using the SEIPS model, which requires it to be customised to
the risk assessment context. Only then can the analyst use its generic
components as guidance for identifying those knowledge elements
which are relevant to the real processes and the risk assessment. In
theory, however, any number of work system components can interact
with any other at the same time [50], resulting in a situation with too
many (irrelevant) interactions. To overcome this issue, we apply the
concept of configuration, which is similar to our idea of identifying the
relevant knowledge elements. We consider the configuration to be a
two-step procedure, in which we first focus on single components and
then the interactions.

The single components are identified and described using the SEIPS
model and its generic components as guidance, that is, to identify and
describe the person, tasks, physical environment, technologies and
tools, organisation, and external environment, associated with the
specified processes and outcomes. Based on human factors principles
(e.g., [34]), a natural starting point is the person component at the
centre of the work system, followed by the other work system compo-
nents, systematically. The components should be accompanied by de-
scriptions of their characteristics (see, e.g., [26]).

Following the single component characterisations, the analyst has a
basis to identify interactions among the components that are relevant
for the processes. This is more challenging and time-consuming than
the single component considerations, but it is also likely to be more
rewarding, given that the risk of missing knowledge elements is greater
among the interactions [87]. Different approaches are possible [50],
but we recommend starting by pairing two and two components and
their characteristics, for example the person's level of training and the
tasks’ complexity, then proceeding with person and physical environ-
ment, and so forth. Depending on the scope of the risk assessment, the
analyst might also consider the interactions between three or more
components.

The identified components and interactions (i.e. the configurative
model) are the basis for identifying relevant knowledge elements,
which are believed to influence the processes of interest and/or risk
assessment. To illustrate, consider the case of applying the SEIPS model

Figure 3. The workflow of the suggested framework.
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to identify knowledge elements for a risk assessment related to a
medical procedure. First, the analyst directs his attention to the person
component, leading to the physician performing the procedure being
identified and described. Secondly, the analyst focuses on the task
component, leading to an identification and description of multiple
actions (e.g., communication, decision-making, teamwork). For sim-
plicity, we limit this example to those two components. The physician is
characterised, among others, by his experience and training. The levels
of these two attributes have the potential to influence the process and,
therefore, should be considered and explicitly listed as knowledge
elements. The link between the person and tasks is obvious, but the key
is to remember that this interaction is networked with the other com-
ponents and must be evaluated from a systems perspective; how will the
physician perform the tasks, given the presence of the other work
system components? Depending on the system of interest, the physician
can experience fatigue or stress, which will affect his performance.
These are other examples of knowledge elements, potentially affecting
the process, and, therefore, have a role to play in the background
knowledge.

The SEIPS model assists the analyst in taking a systematic and
holistic approach to identify knowledge elements, which is likely to
reduce the risk of missing relevant knowledge [57,87]. We suggest that
the identified knowledge elements are listed and presented along with
descriptions of the elements, as well as a reflection of the source (i.e.
expert judgments, assumptions, data, and models) that guided the
identification.

4.2. Assessment of the Knowledge Elements

Despite the fact that all the identified knowledge elements are be-
lieved to have an effect on the processes of interest and the risk as-
sessment, it is likely that some of them are more critical than others.
Considerations of the criticality should be made to increase the trust-
worthiness of the risk assessment and to fully inform the decision-
maker about the uncertainties in the background knowledge. In addi-
tion, highlighting the critical knowledge elements means that the de-
cision-maker obtains a basis for understanding which knowledge ele-
ments require further treatment and how to efficiently respond to the
threats ([13], p.136). The three aspects of criticality will be discussed in
the following.

4.2.1. Evaluation of the Strength of Knowledge
Knowing whether it was expert judgments, data, models, assump-

tions or, most likely, a combination of the four, which resulted in a
particular knowledge element being identified is informative for the
decision-makers [6,46]. More important is knowing whether the
knowledge elements constitute uncertainty, in the sense that they might
be based on poor or insufficient knowledge. This relates to the purpose
of this step in the framework: to reveal any weak or insufficient
knowledge elements, which might demand further treatment, as they
impose uncertainties on the risk assessment.

The arguments for taking the strength of the knowledge, which guided
the identification of knowledge elements, into account, follow those
presented in Section 1. That is, the knowledge can be more or less strong,
and uncertainties can be hidden within it. To evaluate the strength of
knowledge (SoK) associated with the identified knowledge elements, we
suggest using the qualitative categorisation by Flage and Aven [39], but
other methods exist (e.g., [46,90]). The crude SoK categorisation is pre-
sented in Table 1. In a stringent form, the knowledge elements are said to
be based on strong knowledge if all the aspects (whenever they are ap-
plicable) in the left column of Table 1 are met, and weak knowledge if at
least one of the aspects in the right column is satisfied [6]. Cases in be-
tween strong and weak are said to be medium SoK [6,39]. The evaluation
of SoK will be case-specific and subject to the analyst's judgments, where
each of the four aspects related to weak and strong SoK can take on a
weak, medium or strong score [41]. The SoK can be represented as an

overall evaluation of the four aspects (see, [6]) or by separately high-
lighting the SoK for each of the four aspects (see, [46]).

4.2.2. Evaluation of the Impact
Although an assumption that is formulated on the basis of a weaker

knowledge element is often considered a (strong) simplification, it can
be justified if the knowledge element has a negligible impact on the risk
assessment [42]. All the identified knowledge elements are assumedly
affecting the risk assessment but most likely to varying degrees, in the
sense that some knowledge elements are of greater importance for the
risk assessment than others. The purpose of this step is to gain such
understanding, emphasising that the analyst must address what effects
the knowledge elements have on the risk assessment. Traditionally,
sensitivity analysis is preferred in such cases, as it can be understood as
the “study of the relationships between information flowing in and out
of a model” [82]. However, given that many of the identified knowl-
edge elements will have a qualitative nature without a mathematical
relationship to the risk assessment, it is not straightforward to use
sensitivity analysis as a standard tool [83]. Please note that sensitivity
analysis is not the same as uncertainty analysis [10,82].

Whenever a knowledge element relates to an observable quantity or
direct input to a mathematical model, its value and impact on risk can
be expressed quantitatively. A common approach is to use predictors,
for example expected values, to represent the quantities of interest [87],
but such metrics have limitations [1]. An alternative is to represent the
quantities by prediction intervals (credibility intervals for model
parameters), reflecting that we are, say, 90% certain that the unknown
quantity will be in the interval [a, b], i.e. P(a ≤ X ≤ b)=0.90 [10].
For these knowledge elements, which are direct input to mathematical
models, traditional sensitivity analysis is recommended to determine
the impact on the risk assessment (see, e.g., [83]).

For other knowledge elements, which are neither observable nor
direct input to models, it can be meaningless, but not impossible or
undesirable, as it is not economical, to assign quantitative values and
use them as input in a model. If quantification is desired, however, the
analyst can build a mathematical model, which links the “qualitative”
knowledge elements, expressed for example by a cardinal (0.5, 1.5, 2.3
…) or ordinal (low=1, medium=2 …) scale [24], to the risk as-
sessment. However, there are two aspects which must be considered: is
such treatment of knowledge elements in line with the context of the
risk assessment, and does it, in comparison to, say, a qualitative scoring
of the impact, produce additional decision support. It is outside the
scope of the paper to study these questions in detail, but we strongly
recommend making such considerations before evaluating the impact.

Although a qualitative evaluation of the knowledge elements’ im-
pact on risk assessment does not give the comprehensive and integrated
level of quantitative insight of traditional sensitivity analysis, it offers
practicality and manageability, providing a sufficient impression of the
knowledge elements’ impact on the risk assessment [5,42]. We suggest
expressing the impact qualitatively (e.g. low, medium, and high), unless
traditional sensitivity analysis is believed to significantly increase the
decision support or strongly desired. Consequently, it is necessary to
clarify what is meant by, for example, a scoring of low, medium and
high impact. A qualitative categorisation, which is frequently used in
the literature (e.g., [12,20,89]), is the crude sensitivity classification
suggested by Flage and Aven [39], which we have modified to fit our
context (based on [39]):

3- High impact: Relatively small changes in the knowledge elements
needed to bring about different risk assessment results and re-
commendations.

3- Medium impact: Relatively large changes in the knowledge elements
needed to bring about different risk assessment result and re-
commendations.

3- Low impact: Unrealistically large changes in the knowledge ele-
ments needed to bring about a different risk picture.
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The intent of this section is not to propose a “correct” method to
evaluate the impact but, rather, to highlight the importance of con-
sidering how each knowledge element can affect the risk assessment.
We must emphasise that the impact evaluations and, therefore, the
definitions of the qualitative categories, will be case-specific [39,89]. It
is not our intention, or desire, that the framework should be a “black-
box”, with an explicit input-output relation, but a tool for guidance and
assistance on how to manage the knowledge elements. In Table 2, we
have provided an example of how the analyst can summarise the impact
evaluation in a clear and informative matter, by a consideration of the
knowledge element, “person's level of experience”; the impact is eval-
uated and represented qualitatively, complemented by informative
descriptions.

4.2.3. Evaluation of the Stochastic Uncertainty
From the previous step, each knowledge element has been evaluated

in terms of its impact on the risk assessment, but the evaluated impact
could be a good or poor prediction of the real (unknown) impact. To be
in line with fundamental principles of risk management, such as the
cautionary principle, we need to be aware of these uncertainties. Over
time, system components, both social and technological, will be re-
placed, fail, change, be repaired, age, adapt to their surroundings, and
so on [95], indicating that the associated knowledge elements’ impact
can vary. In other words, the evaluated impact could turn out to be
wrong. This is of especial importance working with sociotechnical
systems, which involve (unpredictable) human actions and components
that are adaptive and dynamic by nature [31,55]. Conditioned on the
knowledge elements’ SoK and impact on risk assessment, the quality of
the knowledge elements’ expected impact might be a trigger for taking
precautionary actions.

To reflect the evaluated impact's quality in predicting the real im-
pact, we suggest considering the stochastic uncertainties. A qualitative
measure of the stochastic uncertainty in the knowledge element's im-
pact (i.e., low, medium or high) is considered sufficient for the scope of
the paper. We therefore suggest the following criteria for evaluating the
quality of the impact (based on [3]):

3- High stochastic uncertainty: The uncertainty is classified as high if
the expected impact is considered to give a poor prediction of the
real impact.

3- Low stochastic uncertainty: The uncertainty is classified as low if the
expected impact is considered to give a good prediction of the real
impact.

Medium stochastic uncertainty is then given as cases in between
high and low. All these evaluations must be seen in light of the available

knowledge, for example referring to the SoK from Section 4.2.1.
Through these definitions, stochastic uncertainty is understood as a
reflection of variation, in the sense that high (low) stochastic un-
certainty is used when the population of a certain knowledge element
has high (low) variation. To inform the decision-makers about the
variation in the expected impact, the uncertainty can be represented
next to the impact evaluation, as in Table 2.

4.2.4. Summarising the Critical Knowledge Elements
After the three evaluations, the results should be communicated to

the decision-maker in a clear and unambiguous way, which helps to
classify critical knowledge elements. Here, the challenge is to decide on
which combinations of SoK, impact and uncertainty make a knowledge
element critical. Is a knowledge element with, say, weak SoK, low im-
pact and medium stochastic uncertainty more critical than another with
strong SoK, high impact and medium stochastic uncertainty? We con-
sider this to be a managerial issue, which must be seen in light of the
context of the risk assessment. Following general risk management
principles, however, it is intuitive that the weaker the SoK is and the
greater the impact and stochastic uncertainty are, the more critical is
the knowledge element for the risk assessment.

Various policies can be used to determine criticality. For example, a
simplified scoring system (see, e.g., [88]) with a predetermined cri-
terion might be sufficient, but this could also lead to a mechanistic
classification of criticality, which hampers risk-informed decision-
making. We, therefore, recommend summarising the evaluations from
the previous steps, as in Table 3, in which criticality can be determined
by an overall evaluation of the SoK, impact and uncertainty. In terms of
being precautious, however, cases in which the SoK is evaluated to be
weak might require special treatment, as the implication is that the
impact and uncertainty evaluations are founded on weak knowledge.
The summary informs the decision-makers on what knowledge the
decision support is based, which elements that are deemed critical and
how they could affect the risks. From this, the decision-makers has a
basis to evaluate if the system is safe enough and to consider different
types of treatment of the critical elements. This can be achieved by
considering one knowledge element of the time, or by an overall im-
pression of all the knowledge elements (e.g. a majority of critical
knowledge elements might need precautionary measures such as not
carrying out the activity).

4.3. Treatment of the Critical Knowledge Elements

A critical knowledge element is one which calls for further atten-
tion, as it brings about uncertainty and/or a possible adverse effect on
the system of interest, potentially weakening the credibility of the risk

Table 1
The strength of knowledge (SoK) categorisation [6,39].

Strong SoK Weak SoK

- The assumptions made are seen as very reasonable - The assumptions made are seen as strong simplifications
- Large amount of reliable and valid data - None or highly unreliable data
- There is broad agreement among experts - There is strong disagreement among experts
- The phenomena in focus are well understood; the models are known to give predictions

with required accuracy.
- The phenomena in focus are poorly understood; models are non-existent or believed
to give poor predictions.

Table 2
Example of impact and uncertainty evaluation.

Knowledge element Impact Stochastic
uncertainty

Comments

The level of experience Medium/high Medium The values of the element can be medium or high. Given the complexity of the tasks, level of experience is
likely to be important for the outcome. The knowledge element contributes more to uncertainty than to the
consequences.
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assessment results and recommendations. The final step in the frame-
work is to provide decision support on how to best manage the
knowledge elements of potential risk-reducing measures and the im-
plication of those measures for the system. One way to present the
findings to the decision-makers is to include them in the summary of
the knowledge elements, for example as in the two right-most columns
of Table 3.

Which risk-reducing measures are required can be seen in light of
the criticality evaluations, where the measures should, at least, aim to
reduce the uncertainty and consequence of incapacity or destruction of
a knowledge element, by strengthening the factors that contributed the
most to its criticality. For example, the first knowledge element in
Table 3 has a high impact on the risk assessment, indicating that it
should be treated, for example, by implementing a physical measure to
reduce the associated vulnerabilities in the system. Other risk-reducing
measures could be to increase the knowledge base and understanding,
as is relevant for the second knowledge element in Table 3. The critical
elements are those which mostly require treatment, but we also suggest
going through the non-critical elements in terms of potential surprises,
unexpected or unwanted events.

An evaluation of the effects of the identified measures is re-
commended, since the measures might have lower than intended or
unexpected negative effects on the system. Implementation of risk-re-
ducing measures also raises concerns about costs and benefits which
should be taken into consideration. It is outside the scope of this paper
to say how this should be done, but alternative methods could be cost-
benefit analyses or the ALARP principle (see, e.g., [9]). The final task
for the analyst is to ensure that all the information is presented in a
clear and unambiguous way to the decision-maker for review and
judgments, as it enhances the risk management and decision-making
process [6]. The results can, for example, be presented by the summary
in Table 3 with references to Table 2 and a list of the identified
knowledge elements. See also Sørskår et al. [87] for inspiration on how
to represent the findings.

5. An example: applying the framework to support the pdt risk
assessment

In this section, we revisit the PDT case of Eidesen et al. [36], in-
troduced in Section 2, to illustrate how the suggested framework can
support the risk analyst in revealing and reducing the risk of missing
critical knowledge elements. We therefore focus on the first two steps of
the framework: the identification of knowledge elements (Section 4.1)
and the assessment of criticality (Section 4.2). The identification step of
the example is a revised version of the example presented in Langdalen
et al. [57], improved by the experience of creating the initial study.
Prior to operationalising the framework, however, we need to align the
SEIPS model to the risk assessment context. Given that the objective of
the risk assessment introduced in Section 2 is to provide risk-related
knowledge of performing PDT procedures in the ICU, it is reasonable to
specify the processes of interest as the PDT procedure, while limiting
the outcomes to patient safety and quality of care. The SEIPS model and
its components can then be used to identify knowledge elements to
support the risk assessment.

5.1. Identification of the Knowledge Elements

The first steps of the framework are to identify and describe the
components and interactions within the work system, which are re-
levant for the specified process and outcomes. According to the work-
flow described in Section 4.1, we start by identifying and describing the
person component and systematically mapping all the other compo-
nents. The characteristics of the components of interest are presented in
Table 4. Although the framework suggests that the single component
descriptions should be followed by identification and description of the
relevant interactions, such as the fact that the level of experience affects
the way the different tasks are performed, we have, for the sake of
simplicity, not reported the list of interactions. But, based on all the
characterised single components and (non-reported) interactions, we

Table 3
Example of a summary of the identified knowledge elements.

Knowledge element SoK Impact Stochastic uncertainty Critical Risk-reducing measure Effects and costs

#1 Strong High Medium Yes Physical safety measure. Reduces consequences. Medium costs.
#2 Weak Medium Medium Yes Increase the knowledge base. No direct impact on system. Low costs.
#3 Medium Low Low No – –

Table 4
A non-exhaustive list and description of the relevant SEIPS components for the example case. Based on: Langdalen et al. [57].

System components Descriptions and characteristics

Person Physician who performs the tasks, with the following characteristics:
- Education, specialty (e.g., intensive, anaesthesiology, neurology), experience.
- Level and type of training and post-assessment of the training.
- Level of non-technical skills (i.e., decision-making, leadership, communication, situation awareness, teamwork, managing stress, coping with fatigue).
Patient, not relevant/performing any tasks in our case, but his/her characteristics are important for the outcome: Medical history, general health condition,
anatomy, medication, etc.

Tasks Performing the tracheotomy; different steps and techniques:
- Communication, care coordination, decision-making, leadership, teamwork, stress, high work demand, etc.

Technology and tools Perform tracheotomy with the PDT technique, requiring the following tools:
- Equipment (endotracheal tube, monitors, headlights/source of natural light, mechanical ventilator, bronchoscope and video screen, checklists,
anaesthetics, sedatives, etc.), supplies (haemostats, dilators, surgical sutures, etc.) and back-ups.

Physical environment Intensive care unit, characterised by, e.g.:
- Noise, lighting, air quality, room hygiene, space (large enough), etc.
- Physical layout of the room (location of the bed, monitors, ventilator, etc.), unit (e.g., sleeping/resting facilities for on-call staff, waiting area for family)
and team (e.g., physician on the right side of the bed).

Organisation Department/hospital level
- Interaction with managers, organisational support, information flow, safety culture and climate, procedures, best practice guidelines, rules, teamwork,
team composition, experience, etc.

External environment Resources, legislation, standards, new technology, duty regulations, etc.
Processes The PDT procedure, which is affected by all the components in the work system.
Outcomes Patient safety and quality of care.
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have identified numerous knowledge elements that are relevant for this
particular case, which are summarised in Tables 5 and A1.

5.2. Assessment of the Knowledge Elements

To fully inform the decision-maker about the uncertainties and
quality of the knowledge element, we proceed by evaluating the asso-
ciated criticality, according to Section 4.2. For the purpose of this ex-
ample, it is sufficient to qualitatively evaluate the three aspects of cri-
ticality. The knowledge that guided the identification is classified using
the crude SoK classification by Flage and Aven [39], as explained in
Section 4.2.1. For the impact evaluations, we follow the criteria listed in
Section 4.2.2, whereas the uncertainty related to the impact is de-
termined according to the qualitative criteria presented in Section
4.2.3. Based on the three aspects, we have made an overall judgment
about each knowledge element's criticality for the risk assessment. If
this had been a real-life project, we would have continued the assess-
ment by identifying risk-reducing measures for the knowledge elements
and evaluated the associated effects on the system (as discussed in
Section 4.3). However, the purpose of this example is to illustrate how
the suggested framework provides additional information, compared to
the case of not taking a systematic and holistic approach to the
knowledge identification. We therefore proceed by comparing the
findings in Tables 5 and A1 with the information provided in Section 2.

5.3. Comparing the Different Knowledge Bases

After we have applied the SEIPS model to identify knowledge ele-
ments, it is reasonable to say that the identified knowledge in Eidesen
et al. [36] was incomplete. By comparing the knowledge elements in
Figure 1 and Tables 5 and A1, it is clear that the systematic and holistic
approach is capable of providing a more complete and informative
knowledge base. More specifically, the systems approach is able to
identify interactions between the single components, identify more
knowledge elements for each single component, and highlight the
quality and uncertainty associated with the identified elements.

It is the ability to take the interactions into consideration that really
makes the framework and SEIPS model attractive in terms of obtaining
a more complete background knowledge. As an example, in Figure 1,
the relevant components (physician, patient, system) are considered in
isolation, such as the physician's level of training and the type of
equipment that is available, but what is important for the real PDT
procedure is whether the physician has training in using the available
equipment (no. 10 in Table 5). The systematic and holistic approach has
identified other apparently critical knowledge elements that should
have been considered in the risk assessment (see Table 5). The physi-
cian's mental and physical conditions, for example, are implicitly as-
sumed to be good in Eidesen et al. [36], implying that any physician
performing a PDT procedure will neither be, nor has been during his
time on-call, subject to fatigue or stress at the time of the procedure, if
the risk assessment results and recommendation can be considered re-
presentative for the real case of interest. These assumptions, however,
can easily be violated, given the characteristics of working in the ICU
(see, [84]). As the SEIPS model assists the analyst in taking a system
perspective, the risk of missing such assumptions is reduced (nos. 8 and
9, Table 5). Other critical interactions, which were ignored by the
somewhat atomistic and arbitrary identification in Eidesen et al. [36],
are listed in Table 5.

Although it is the ability to identify and consider interactions that
really promotes the use of the SEIPS model to map knowledge elements,
the systematic and structured approach of the framework also enables
the risk analyst to identify more knowledge elements related to each
single component than is the case if a non-systematic approach is taken.
For example, the external environment's impact on a system of interest
(no. 5 in Table 5 and nos. 37 and 38 in Table A.1), is easily forgotten
when working with sociotechnical systems [93]. The framework, on the

other hand, will explicitly direct the analyst's focus towards the relevant
system components, demanding that each component is fully under-
stood and described; it reduces the risk of missing critical knowledge
elements.

The assessment of criticality is clearly informative and ensures that
the uncertainties and quality of the background knowledge are properly
understood, reflected and communicated. In such matters, the frame-
work assists the risk analyst in proper treatment of the background
knowledge (e.g., [16]). The SoK, impact and uncertainty evaluations
inform the decision-makers about the quality of what the risk assess-
ment considers and represents, what the outcome expresses and the
knowledge that guided the analyst. Therefore, the framework is also a
means to increase the trustworthiness of the risk assessment. Finally, we
must emphasise that our aim is not to criticise the work of Eidesen et al.
[36] but, rather, to highlight the advantage of and need for a systematic
and holistic approach to identify, structure and evaluate the back-
ground knowledge.

6. DISCUSSION

The fundamental idea of the paper is that, in order to map and
obtain good-quality background knowledge, a systems or holistic ap-
proach, which captures both single components and system interac-
tions, is often needed. Risk assessments will always be more or less
conditional on the available background knowledge (data, information,
assumptions, etc.) and it is important that this knowledge contains all
the relevant elements. Making sure that the background knowledge
contains all the relevant information is a challenging task. The current
practice of identifying background knowledge does not appear to be the
ideal solution, as it is usually a more or less arbitrary approach. The
suggested framework, provides a methodological approach that con-
tributes to this end and can be applied to assist the risk analyst in the
search of relevant knowledge, on which the risk assessment can be
based. This is an important issue as the quality of the background
knowledge influences the risk management. The suggested framework
can be used to assist the risk analysts to increase the quality of the risk
analysis by improving the quality of the background knowledge and
reducing the risk of missing assumptions. By presenting the results to
the decision-makers, the framework can also increase the trustworthi-
ness and understanding of the produced decision support.

We have suggested a framework which can assist the risk analyst.
Firstly, the framework reduces the risk of missing critical knowledge, as
it guides the analyst in the search for knowledge elements which have a
role to play in the background knowledge. However, a reasonable
question that needs further elaboration is why the SEIPS model, and not
one of the many other system models reported in the literature, should
be applied. Secondly, the framework increases the trustworthiness of
the risk assessment, which is achieved by evaluating the SoK, impact
and stochastic uncertainty related to the identified knowledge ele-
ments. The suggested framework, however, does not need to be applied
in this depth of detail. Its application and implementation should be
seen in light of the scope of the risk assessment and the uncertainty,
complexity and ambiguity of the risk-related problem. We therefore
also need to discuss the practical application of the suggested frame-
work.

6.1. Why the SEIPS model?

The SEIPS model is, as stated in the introduction, one of many
candidates with promising features for identifying knowledge elements.
The reader may therefore wonder why the SEIPS model was selected
over the other system models reported in the literature (e.g.,
[18,19,48,51,54,58,59,61,62,69,73,75]). First of all, we are not
claiming that the SEIPS model is the only model which is applicable for
mapping knowledge elements, but it is, to the extent of our knowledge
and understanding, one of the most suitable models for this task with
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respect to certain aspects which we consider essential for obtaining
good-quality background knowledge: (1) the model takes a systems
approach and perspective, (2) the model captures both social and
technological aspects, and (3) the model also captures external factors,
such as economic concerns.

In many contemporary real-life systems, the complexity is high and
increasing, as a result of globalisation, digitalisation and so on [34,55].
The increased complexity gives rise to previously rare and non-existent
forms of risk [49,73], such as unforeseen interactions between the
system components [25,30]. Therefore, most of the traditional ap-
proaches to systems design and safety that were considered adequate in
the past are now seen as less useful [60]. It is, for example, acknowl-
edged that, to capture the complexity of many contemporary systems,
traditional root-cause analysis is unsuitable [31,59]. Consequently, a
model which is based on linear thinking is generally not suitable to map
all the relevant knowledge elements to support a risk assessment, as
such models are likely to miss knowledge elements whenever interac-
tions within a system are present (see, e.g., [87]). The SEIPS model
supports this way of thinking, as it captures the interactions and in-
terdependencies among the system components. This is what we mean
when speaking of taking a systems approach, which is similar to the
understanding of a systems approach within the disciplines of ergo-
nomics and human factors (see, e.g., [34]).

We should emphasise that this does not imply that SEIPS is only
applicable if the system involves non-linear and non-foreseen scenarios
or that other system models that does not see non-linearity as an es-
sential factor of complexity can be used in the framework. Tools such as
Workgroup Occupational Risk Model [69] or Storybuilder [18], are
examples of promising tools for identifying relevant knowledge ele-
ments. However, they are based on a different way thinking compared
to the one in the suggested framework. In the suggested framework, we
are concerned about the background knowledge, which is used as input
data in the other tools when focusing on scenarios and accidents. The
challenge with those models, is that they imply a reliance on having the
input data. The SEIPS model, when applied as described in Section 4,
can contribute to this end by providing relevant knowledge about the
situation. Although the analysts use should use their own and other
experts’ experience, available literature and logic to identify scenarios
[18], we believe that a more systematic approach is needed to reduce
the risk of missing relevant knowledge. In addition, the framework can
complement risk assessments and accident investigations when there is
insufficient data about the situation of interest. For example, Bellamy
et al. [18] states that determining if a centre event in a bow-tie model
occurs implies a reliance on having knowledge about the barriers. It is
this knowledge the suggested framework aims to identify and reveal to
the decision-maker.

Which interactions we are able to identify in a system, however, is
also conditional on which single components we include in the system
model, as the system as an integrated whole is understood as the set of
interactions between the single components [34]. A framework which is
supposed to reduce the risk of missing knowledge needs to take the
relevant single components into account. The number of possible
system components that can be relevant for any risk assessments is
almost infinite, and we need to generalise it to a manageable number.
In the human factors discipline, for example, system components are
commonly divided into humans and their environment, understood as
other humans and so-called human-made artefacts, such as workplaces,
tools, technologies, tasks, products, organisational procedures, and so
on [34,92]. This is similar to the common understanding of socio-
technical systems, which can be defined as the influencing combination

of “humans, machines, environments, work activities and organiza-
tional structures and processes impacting an organization and its per-
formance” [25], in which the system components are related to either
social or technological aspects [68]. Therefore, the system model ap-
plied to identify knowledge elements in the suggested framework
should be capable of considering both social and technological com-
ponents, which the SEIPS model does.

Although it is essential to focus on the individual components and
interactions within a work system, to map the relevant background
knowledge, the external environment (pressure, factors) could also
have a role to play [27,74,93]. If the decision to be supported by a risk
assessment is, say, formulated as a go or no-go decision about a certain
process, it is essential that, for example, the economic (budget) con-
straints are taken into account. Resources spent on one activity might
lead to fewer resources spent on other activities or planned activities
[2]. Then, from a portfolio perspective, assuming that a company is
involved in several projects (activities, systems), the effect of an activity
might be less than intended if economic concerns are not taken into
consideration. This is often forgotten when working with sociotechnical
systems [93], which is why we find it important to explicitly have the
external environment as an element in the system model, in order to
obtain good-quality background knowledge, on which risk can be as-
sessed. In the initial SEIPS model [26], the external environment was
not separated from the physical environment. But, as a result of in-
creased understanding [50], the external environment is now con-
sidered a separate component in the SEIPS model [27], which increases
the likelihood of identifying knowledge elements related to external
aspects, such as scarce resources or new technology, as well as the
potential implications and effects of the external environment on the
work system and its components.

The SEIPS model and the use of configurative models to identify
knowledge elements have some weaknesses which we must acknowl-
edge. As one of the reviewers of an earlier version of the paper high-
lighted, knowledge elements that are not considered critical toady may
become critical in the future. Using configurative models implies that
we are taking snapshots of the system as it is today, which might be
different in the future (see e.g. [87]). The time dimension could be an
addition to the three aspects of criticality that we mentioned in Section
4. One possible method that appears to be useful is the concept of as-
sumption deviation risk (see, e.g., [5]). The three aspects of criticality
(SoK, impact and stochastic uncertainty) provide relevant information
to assess the deviation risk of the knowledge elements. This is poten-
tially a topic for further development and improvement of the sug-
gested framework.

To summarise, any model that is applied to identify relevant
knowledge to support a risk assessment should take a systems approach,
cover single components related to both social and technological as-
pects, and motivate considerations of external factors such as economic
concerns. This does not imply that the SEIPS model is the only option,
although it is clearly an attractive alternative. In addition, the SEIPS
model does not rely on any initial assumptions about the system of
interest before it is applied. It has a given structure with a few generic
components, which can be used directly to assist the risk analyst in
identifying the relevant knowledge elements.

6.2. Using the Framework in Practice

Independent of which system model is used as the search engine of
the framework (e.g. SEIPS or SADT), it is, as presented in Section 4,
somewhat detailed and comprehensive. Consequently, it might not
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always be resource-effective nor in line with the risk assessment context
to apply the full framework (i.e. identification, assessment and treat-
ment of knowledge elements). This does not mean that the framework
has limited applicability, as the fundamental idea of taking a systems
approach to map the background knowledge will always be relevant.
The key is to understand when to perform a crude mapping of knowl-
edge elements versus a full identification and assessment.

In the planning phase of the risk analysis process, we therefore re-
commend considering the scope (e.g., aim and resources) of the risk
assessment and the uncertainty, complexity and ambiguity of the risk-
related phenomena of interest. Then the analyst can decide how de-
tailed and rich in information the background knowledge should be, to
fully support the risk assessment. We have presented the two bound-
aries of the framework's applications in Figure 4. In general, a risk as-
sessment that is characterised by a small scope and low degrees of
uncertainty, complexity and ambiguity is likely to be sufficiently sup-
ported by a crude mapping of the background knowledge, by using, for
example, the first step of the suggested framework (see Section 4.1).
Whenever the scope is large and the uncertainty, complexity and am-
biguity are high, it is reasonable to call for a more detailed approach to
handle the background knowledge.

There are various types of risk problems that require different types
of risk assessment and management strategies, which the suggested
framework acknowledges when being interpreted as a dynamic fra-
mework that ranges from a crude mapping to a more detailed assess-
ment of knowledge elements (Figure 4). For the simpler risk problems,
in which the phenomena of interest are well understood, the con-
sequences are obvious, the uncertainty and ambiguity are low [80], it
would not necessarily be resource-effective to perform a full assessment
of the knowledge elements in terms of SoK, impact, uncertainty and
risk-reducing measures. On the other hand, a risk problem that is, say,
emerging (e.g., [40]) or systemic (e.g., [79]) would require a more
detailed and holistic approach to risk assessment. Then, the value of the
background knowledge is likely to increase with its quality of in-
formation, implying that a more detailed and comprehensive treatment
of its uncertainties and quality can be justified and should be taken, for
example as described in Section 4.

The key, however, is to focus on the interactions and inter-
dependencies among the system components, and their potential ripple-
and spill-over effects on the other components and the risk-related
problem of interest. The framework is therefore an appropriate tool for
obtaining better background knowledge, independent of the risk pro-
blem, but the extent to which it is applied should always be seen in
relation to the risk assessment context.

7. Conclusion

In this paper, we have suggested a framework that takes a systems
approach to identify and assess the background knowledge, on which
risk can be assessed. We conclude that to ensure a good quality back-
ground knowledge a systems approach is required. The framework
serves the purposes of reducing the risk of missing critical knowledge
elements, which might have a role to play in the background knowl-
edge, and increasing the trustworthiness of the risk assessment, its re-
sults and recommendations. In addition, the identification and assess-
ment of knowledge elements highlight the background knowledge that
might require further attention and treatment to obtain the desired
outcome of an activity/system. The core message of the paper, how-
ever, is that, to obtain good-quality background knowledge, it is often
essential to take a systems approach, which captures social and tech-
nical components, interactions and interdependencies and their po-
tential effects on the system of interest and risk assessment. In such
matters, the framework presents a new approach, which explicitly as-
sists the risk analyst in the challenging task of obtaining good-quality
background knowledge. An example was included in the paper, which
builds on a shorter version that was presented at the ESREL 2019
conference in Hannover, Germany [57], to illustrate the framework.
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Table A1

Figure 4. A dynamic interpretation of the suggested framework allows it to be more resource-effective, as its use should be seen in light of the risk assessment
context.

H. Langdalen, et al. Reliability Engineering and System Safety 200 (2020) 106909

11



Ta
bl
e
A
.1

A
no
n-
ex
ha
us
tiv

e
lis
t
of

id
en
tifi

ed
kn
ow

le
dg
e
el
em

en
ts
w
ith

as
so
ci
at
ed

cr
iti
ca
lit
y
as
se
ss
m
en
ts
fo
r
th
e
ex
am

pl
e
ca
se
.

N
o.

Sy
st
em

co
m
po
ne
nt

or
in
te
ra
ct
io
n

Kn
ow

le
dg
e
el
em

en
ts
in
flu

en
ci
ng

th
e
ri
sk

as
se
ss
m
en
ta

nd
/o
r
ou
tc
om

es
Kn

ow
le
dg
e
so
ur
ce

So
K

Im
pa
ct

U
nc
er
ta
in
ty

Cr
iti
ca
l

Re
fe
re
nc
es

Co
m
m
en
ts

11
Ta
sk
s

Si
tu
at
io
n
aw

ar
en
es
s

D
at
a,

ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

M
ed
iu
m

Ye
s

Re
id

an
d
Br
om

ile
y
[7
7]

12
Ta
sk
s

U
na
nt
ic
ip
at
ed

ev
en
ts
/c
om

pl
ic
at
io
ns
/

bl
ee
di
ng
s

D
at
a,

A
ss
um

pt
io
n

M
ed
iu
m

H
ig
h

H
ig
h

Ye
s

Br
as
s
et

al
.[
23

]
U
nc
er
ta
in

ab
ou
tt
he

es
tim

at
ed

eff
ec
t,
as

fu
rt
he
rr
es
ea
rc
h
is

ve
ry

lik
el
y
to

ha
ve

an
im

pa
ct

on
th
e
kn
ow

le
dg
e
ba
se
.

13
Te
ch
no
lo
gy

an
d
to
ol
s

Ba
ck
-u
ps

A
ss
um

pt
io
n

M
ed
iu
m

M
ed
iu
m

H
ig
h

Ye
s

M
os
t
lik

el
y
av
ai
la
bl
e
bu

t,
if
no
t,
hi
gh

im
pa
ct
.

14
Te
ch
no
lo
gy

an
d
to
ol
s

Be
st
av
ai
la
bl
e
te
ch
no
lo
gy

D
at
a,

ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

H
ig
h

Lo
w

Ye
s

So
lli
d
et

al
.[
86

];
Po

w
el
l-

Co
pe

et
al
.[
72

]
Id
en
tifi

ed
as

ve
ry

im
po
rt
an
tf
or

th
e
pe
rc
ei
ve
d
sa
fe
ty

of
th
e

op
er
at
or
.N

ee
d
th
e
su
pp
or
tf
ro
m

al
lt
he

be
st
to
ol
s,
to

m
in
im

is
e
th
e
ri
sk

of
co
m
pl
ic
at
io
ns
.

15
Ph

ys
ic
al

en
vi
ro
nm

en
t

Fa
m
ili
ar

eq
ui
pm

en
t

D
at
a,

ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

M
ed
iu
m

Ye
s

M
cE
lr
oy

et
al
.[
65

]

16
O
rg
an
is
at
io
n

Th
e
sa
fe
ty

cu
ltu

re
an
d
cl
im

at
e
in

th
e
IC
U

D
at
a,

ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n,

m
od
el

M
ed
iu
m

H
ig
h

M
ed
iu
m

Ye
s

H
ua
ng

et
al
.[
52

]
M
od
er
at
e
as
so
ci
at
io
n
be
tw

ee
n
cu
ltu

re
/c
lim

at
e
an
d

ou
tc
om

es
.

17
O
rg
an
is
at
io
n

W
or
k
sc
he
du

le
s,
w
ith

cl
ea
r
ro
le
s
an
d

w
or
ki
ng

ho
ur
s

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

M
ed
iu
m

Ye
s

Pa
rs
hu

ra
m

et
al
.[
70

]
Sh
or
te
r
sc
he
du

le
s
–
po
si
tiv

e
fo
r
fa
tig

ue
/s
tr
es
s
bu

t
in
vo
lv
e

m
or
e
tr
an
si
tio

ns
.

18
O
rg
an
is
at
io
n

Le
ad
er
sh
ip

A
ss
um

pt
io
n

W
ea
k

M
ed
iu
m

H
ig
h

Ye
s

Bo
tw

in
ic
k
et

al
.[
22

]
Le
ad
er
sh
ip

is
th
e
cr
iti
ca
le

le
m
en
t
in

a
su
cc
es
sf
ul

pa
tie

nt
sa
fe
ty

pr
og
ra
m
m
e
an
d
is
no
n-
de
le
ga
bl
e.

19
Ex
te
rn
al

en
vi
ro
nm

en
t

N
ew

te
ch
no
lo
gy

A
ss
um

pt
io
n

W
ea
k

M
ed
iu
m

Lo
w

Ye
s

20
Ta
sk
s-
te
ch
no
lo
gy

an
d

to
ol
s

In
cr
ea
se
d
w
or
kl
oa
d

D
at
a,

as
su
m
pt
io
n

M
ed
iu
m

H
ig
h

M
ed
iu
m

Ye
s

Si
m
ps
on

et
al
.[
85

]
In
cr
ea
se
d
nu

m
be
r
of

tr
ac
he
os
to
m
ie
s
pe
rf
or
m
ed

w
ith

PD
T.

21
Pe
rs
on
-ta

sk
s-

or
ga
ni
sa
tio

n
Co

nt
em

po
ra
ry

di
so
rd
er
s

A
ss
um

pt
io
n

W
ea
k

M
ed
iu
m

H
ig
h

Ye
s

22
O
rg
an
is
at
io
n-
ta
sk
s-

ph
ys
ic
al

en
vi
ro
nm

en
t

Th
e
nu

m
be
r
of

st
aff

pr
es
en
ti
n
th
e
IC
U
at

an
y
tim

e
Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

W
ea
k

M
ed
iu
m

H
ig
h

Ye
s

Re
as
on

[7
6]

M
ee
tin

g
pe
ak

de
m
an
d
pe
ri
od
s,
w
he
ne
ve
r
th
ey

oc
cu
r.

23
Pe
rs
on

Sp
ec
ia
lty

(e
.g
.,
an
ae
st
he
si
ol
og
y,

in
te
ns
iv
e)

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

Lo
w

N
o

Br
as
s
et

al
.[
23

];
So
lli
d

et
al
.[
86

];
Si
m
ps
on

et
al
.

[8
5]

G
iv
en

th
at

al
lo

pe
ra
to
rs
,i
nd

ep
en
de
nt

of
sp
ec
ia
lty

,h
av
e

ex
pe
ri
en
ce

in
us
in
g
th
e
PD

T
te
ch
ni
qu
e.

24
Pe
rs
on

Le
ve
lo

ft
ra
in
in
g
(a
nd

as
se
ss
m
en
t)

D
at
a,

ex
pe
rt
ju
dg
m
en
ts

M
ed
iu
m

M
ed
iu
m

Lo
w

N
o

G
ar
di
ne
r
et

al
.[
45

]
Sh
ou
ld

no
t
pe
rf
or
m

PD
T
w
ith

ou
t
pr
op
er

tr
ai
ni
ng
.

25
Pe
rs
on

Le
ve
lo

fn
on
-te

ch
ni
ca
ls
ki
lls

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

M
ed
iu
m

N
o

Fl
in

an
d
M
ar
an

[4
3]

Cr
iti
ca
lf
or

sa
fe
ty

an
d
pa
tie

nt
ou
tc
om

e.
D
at
a
fr
om

ot
he
r

m
ed
ic
al

pr
oc
ed
ur
es
/d
om

ai
ns
.

26
Ta
sk
s

Pe
rf
or
m
an
ce

A
ss
um

pt
io
n

M
ed
iu
m

H
ig
h

Lo
w

N
o

N
o
ev
id
en
ce
,b

ut
w
ha
ta

nd
ho
w
th
e
op
er
at
or

pe
rf
or
m
s
th
e

ta
sk
s
is
of

in
te
re
st
,b

ut
m
os
tl
ik
el
y
to

a
sa
tis
fy
in
g
le
ve
l.

27
Ta
sk
s

Co
m
m
un

ic
at
io
n/
Co

or
di
na
tio

n
D
at
a,

ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

M
ed
iu
m

N
o

Co
ie
ra

et
al
.[
29

]

28
Ta
sk
s

D
ec
is
io
n-
m
ak
in
g

A
ss
um

pt
io
n

M
ed
iu
m

Lo
w

M
ed
iu
m

N
o

29
Ta
sk
s

D
ur
at
io
n

D
at
a,

ex
pe
rt
ju
dg
m
en
ts

St
ro
ng

Lo
w

Lo
w

N
o

Fr
ie
dm

an
et

al
.[
44

]
M
or
e
ra
pi
d
pr
oc
ed
ur
e,
be
ne
fic
ia
lf
or

th
e
ou
tc
om

e.
30

Ta
sk
s

Co
m
pl
ex
ity

A
ss
um

pt
io
n

St
ro
ng

H
ig
h

Lo
w

N
o

M
an
y
po
te
nt
ia
ls
ou
rc
es

fo
r
er
ro
rs

or
un

w
an
te
d
ou
tc
om

e.
31

Te
ch
no
lo
gy

an
d
to
ol
s

Po
si
tio

n
A
ss
um

pt
io
n

M
ed
iu
m

Lo
w

Lo
w

N
o

Lo
ca
tio

n
of

te
ch
no
lo
gy

an
d
eq
ui
pm

en
tm

ig
ht

be
cr
uc
ia
lt
o

av
oi
d
ad
ve
rs
e
ev
en
ts
.

32
Ph

ys
ic
al

en
vi
ro
nm

en
t

Th
e
ph

ys
ic
al

la
yo
ut

of
th
e
ro
om

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

St
ro
ng

H
ig
h

M
ed
iu
m

N
o

Re
ili
ng

et
al
.[
78

]

33
Ph

ys
ic
al

en
vi
ro
nm

en
t

Th
e
qu
al
ity

of
th
e
lig

ht
in
g

A
ss
um

pt
io
n

M
ed
iu
m

Lo
w

Lo
w

N
o

Po
or

lig
ht
in
g
le
ad
s
co
ul
d
co
m
pl
ic
at
e
th
e
pr
oc
ed
ur
e,
bu

t
lik

el
y
th
at

th
e
qu
al
ity

is
su
ffi
ci
en
ti
n
th
e
IC
U
.

34
Ph

ys
ic
al

en
vi
ro
nm

en
t

Sl
ee
pi
ng
/r
es
tin

g
ar
ea

Ex
pe
rt
,j
ud

gm
en
ts

A
ss
um

pt
io
n

W
ea
k

Lo
w

H
ig
h

N
o

Fe
rr
ie

t
al
.[
38

]
A
ss
um

pt
io
n
th
at
,w

ith
ou
t
su
ch

fa
ci
lit
ie
s,
it
is
lik

el
y
th
at

th
e
op
er
at
or

is
no
t
pr
op
er
ly

re
st
ed
.

35
O
rg
an
is
at
io
n

Th
e
in
fo
rm

at
io
n
flo

w
sy
st
em

D
at
a,

as
su
m
pt
io
n

M
ed
iu
m

Lo
w

M
ed
iu
m

N
o

Eh
te
sh
am

ie
t
al
.[
35

]
N
o
cl
ea
r
ev
id
en
ce
,b

ut
lik

el
y
to

be
im

po
rt
an
t.

36
O
rg
an
is
at
io
n

Ex
pe
ri
en
ce

w
ith

PD
T
pr
oc
ed
ur
es

A
ss
um

pt
io
n

St
ro
ng

M
ed
iu
m

H
ig
h

N
o

Re
as
on
ab
le

as
su
m
pt
io
n;

th
e
m
or
e
ex
pe
ri
en
ce

in
IC
U
an
d

PD
T
pr
oc
ed
ur
es
,t
he

be
tt
er
.

37
Ex
te
rn
al

en
vi
ro
nm

en
t

Re
le
va
nt

ru
le
s
an
d
re
gu
la
tio

ns
D
at
a,

as
su
m
pt
io
n

St
ro
ng

M
ed
iu
m

M
ed
iu
m

N
o

Cl
ar
k
et

al
.[
28

]
38

Ex
te
rn
al

en
vi
ro
nm

en
t

O
pp
or
tu
ni
ty

co
st
of

PD
T
pr
oc
ed
ur
es

A
ss
um

pt
io
n

M
ed
iu
m

Lo
w

Lo
w

N
o

39
Ta
sk
s-
te
ch
no
lo
gy

an
d

to
ol
s

Re
du

ce
d
ex
pe
ri
en
ce
/s
ki
lls

in
ot
he
r
ty
pe
s

of
su
rg
er
ie
s

D
at
a,

as
su
m
pt
io
n

W
ea
k

H
ig
h

M
ed
iu
m

N
o

Si
m
ps
on

et
al
.[
85

]
Re

du
ce
d
op
po
rt
un

iti
es

to
pe
rf
or
m

op
en

su
rg
ic
al

tr
ac
he
ot
om

y.
Es
pe
ci
al
ly

fo
r
tr
ai
ne
es
.I
m
pl
ic
at
io
ns

fo
r

su
rg
ic
al

tr
ai
ni
ng
.

(c
on
tin

ue
d
on

ne
xt

pa
ge
)

H. Langdalen, et al. Reliability Engineering and System Safety 200 (2020) 106909

12



Supplementary materials

Supplementary data associated with this article can be found, in the
online version, at 10.1016/j.ress.2020.106909.

References

[1] Abrahamsen EB, Aven T, Vinnem JE, Wiencke H. Safety management and the use of
expected values. Risk, Decision and Policy 2004;9(4):347–57.

[2] Abrahamsen EB, Moharamzadeh A, Abrahamsen HB, Asche F, Heide B, Milazzo MF.
Are too many safety measures crowding each other out? Reliability Engineering &
System Safety 2018;174:108–13. https://doi.org/10.1016/j.ress.2018.02.011.

[3] Abrahamsen EB, Selvik JT, Berg H. Prioritising of safety measures in land use
planning: on how to merge a risk-based approach with a cost-benefit analysis ap-
proach. International Journal of Business Continuity and Risk Management
2016;6(3):182–96.

[4] Amoore JN. A structured approach for investigating the causes of medical device
adverse events. Journal of Medical Engineering 2014;2014. https://doi.org/10.
1155/2014/314138.

[5] Aven T. Practical implications of the new emerging risk perspectives. Reliability
Engineering & System Safety 2013;115:136–45. https://doi.org/10.1016/j.ress.
2013.02.020.

[6] Aven T. Risk, Surprises and Black Swans: Fundamental Ideas and Concepts in Risk
Assessment and Risk Management. London, UK: Routledge; 2014.

[7] Aven T. Risk Analysis. 2nd ed. Chichester, UK: John Wiley & Sons; 2015.
[8] Aven T. An emerging new risk analysis science: foundations and impacts. Risk

Analysis 2018;38(5):876–88. https://doi.org/10.1111/risa.12899.
[9] Aven T, Abrahamsen EB. On the use of cost-benefit analysis in ALARP processes.

International Journal of Performability Engineering 2007;3(3):345–53.
[10] Aven T, Baraldi P, Flage R, Zio E. Uncertainty in Risk Assessment: The

Representation and Treatment of Uncertainties by Probabilistic and Non-
Probabilistic Methods. Chichester, UK: John Wiley & Sons.; 2014.

[11] Aven T, Flage R. Risk Assessment with Broad Uncertainty and Knowledge
Characterisation: An Illustrating Case. In: Aven T, Zio E, editors. Knowledge in Risk
Assessment and Management. Chichester, UK: John Wiley & Sons; 2018. p. 3–26.

[12] Aven T, Pedersen LM. On how to understand and present the uncertainties in
production assurance analyses, with a case study related to a subsea production
system. Reliability Engineering & System Safety 2014;124:165–70. https://doi.org/
10.1016/j.ress.2013.12.003.

[13] Aven T, Renn O. Risk Management and Governance: Concepts, Guidelines and
Applications. Berlin, Germany: Springer Verlag; 2010.

[14] Aven T, Ylönen M. A risk interpretation of sociotechnical safety perspectives.
Reliability Engineering & System Safety 2018;175:13–8. https://doi.org/10.1016/j.
ress.2018.03.004.

[15] b Aven T, Ylönen M. The Enigma of Knowledge in the Risk Field. In: Aven T, Zio E,
editors. Knowledge in Risk Assessment and Management. Chichester, UK: John
Wiley & Sons; 2018. p. 27–47.

[16] Aven T, Zio E. Quality of Risk Assessment: Definition and Verification. In: Aven T,
Zio E, editors. Knowledge in Risk Assessment and Management. Chichester, UK:
John Wiley & Sons; 2018. p. 297–312.

[17] Beard AN. Risk assessment assumptions. Civil Engineering and Environmental
Systems 2004;21(1):19–31.

[18] Bellamy LJ, Ale BJM, Geyer TAW, Gossens LHJ, Hale AR, Oh J, Mud M, Bloemhof A,
Papazoglou IA, Whiston JY. Storybuilder – A tool for the analysis of accident re-
ports. Reliability Engineering & System Safety 2007;92:735–44. https://doi.org/10.
1016/j.ress.2006.02.010.

[19] Benner L. Accident investigations: multilinear event sequencing methods. Journal
of Safety Research 1975;7(2):67–73.

[20] Berner C, Flage R. Strengthening the quantitative risk assessments by systematic
treatment of uncertain assumptions. Reliability Engineering & System Safety
2016;151:46–59. https://doi.org/10.1016/j.ress.2015.10.009.

[21] Boin A, McConnell A. Preparing for critical infrastructure breakdowns: the limits of
crisis management and the need for resilience. Journal of Contingencies and Crisis
Management 2007;15(1):50–9. https://doi.org/10.1111/j.1468-5973.2007.
00504.x.

[22] Botwinick L, Bisognano M, Haraden C. Leadership Guide to Patient Safety.
Cambridge, MA: Institute for Healthcare Improvement; 2006. IHI Innovation Series
white paper.

[23] Brass, P., Hellmich, M., Ladra, A., Ladra, J. and Wrzosek, A. (2016). Percutaneous
Techniques versus Surgical Techniques for Tracheostomy (Review). Cochrane Database
for Systematic Reviews 2016, Issue 7. Art. No.: CD008045. DOI: 10.1002/
14651858.CD008045.pub2.

[24] Campolongo F, Saltelli A. Design of Experiments. In: Saltelli A, Chan K, Scott EM,
editors. Sensitivity Analysis. Chichester, UK: John Wiley & Sons; 2000. p. 51–63.

[25] Carayon P, Hancock P, Leveson N, Noy YI, Sznelwar L, van Hootegem G. Advancing
a sociotechnical systems approach to workplace safety: developing the conceptual
framework. Ergonomics 2015;54(4):548–64. https://doi.org/10.1080/00140139.
2015.1015623.

[26] Carayon P, Hundt AS, Karsh BT, Gurses AP, Alvarado CJ, Smith M, Brennan PF.
Work system design for patient safety: the SEIPS model. Quality and Safety in
Health Care 2006;15(suppl. 1):i50–8. https://doi.org/10.1136/qshc.2005.015842.

[27] Carayon P, Wetterneck TB, Rivera-Rodriguez AJ, Hundt AS, Hoonakker P, Holden
R, Gurses AP. Human factors systems approach to healthcare quality and patient
safety. Applied Ergonomics 2014;45(1):14–25. https://doi.org/10.1016/j.apergo.Ta

bl
e
A
.1

(c
on
tin

ue
d)

N
o.

Sy
st
em

co
m
po
ne
nt

or
in
te
ra
ct
io
n

Kn
ow

le
dg
e
el
em

en
ts
in
flu

en
ci
ng

th
e
ri
sk

as
se
ss
m
en
ta

nd
/o
r
ou
tc
om

es
Kn

ow
le
dg
e
so
ur
ce

So
K

Im
pa
ct

U
nc
er
ta
in
ty

Cr
iti
ca
l

Re
fe
re
nc
es

Co
m
m
en
ts

40
Te
ch
no
lo
gy

an
d
to
ol
s-

ex
te
rn
al

en
vi
ro
nm

en
t

M
ed
ic
al

de
vi
ce

de
si
gn
/d
ev
el
op
m
en
t

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

Lo
w

Lo
w

N
o

M
on
ey

et
al
.[
67

]
En

co
ur
ag
e
to

in
vo
lv
e
in

th
e
de
si
gn
/d
ev
el
op
m
en
t.

41
Te
ch
no
lo
gy

an
d
to
ol
s-

ph
ys
ic
al

en
vi
ro
nm

en
t

Th
e
po
si
tio

n
of

th
e
m
on
ito

rs
in

th
e
ro
om

(e
.g
.,
ca
n
al
lt
ea
m

m
em

be
rs

se
e
th
e

m
on
ito

rs
?)

A
ss
um

pt
io
n

M
ed
iu
m

Lo
w

M
ed
iu
m

N
o

42
Te
ch
no
lo
gy

an
d
to
ol
s-

ph
ys
ic
al

en
vi
ro
nm

en
t

D
am

ag
e
to

eq
ui
pm

en
t

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

W
ea
k

M
ed
iu
m

Lo
w

N
o

A
m
oo
re

[4
]

Ph
ys
ic
al

en
vi
ro
nm

en
tc

an
ca
us
e
da
m
ag
e
to

eq
ui
pm

en
t

(h
um

id
ity

,e
tc
.).

43
Te
ch
no
lo
gy

an
d
to
ol
s-

or
ga
ni
sa
tio

n
Eq

ui
pm

en
ta

nd
su
pp
lie
s
in

pl
ac
e

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

H
ig
h

H
ig
h

Lo
w

N
o

Re
as
on

[7
6]

If
eq
ui
pm

en
t
is
no
t
in

pl
ac
e,
th
e
pr
oc
ed
ur
e
w
ill

no
t
be

ca
rr
ie
d
ou
t.

44
Te
ch
no
lo
gy

an
d
to
ol
s-

ex
te
rn
al

en
vi
ro
nm

en
t

Po
w
er

su
pp
ly

A
ss
um

pt
io
n

M
ed
iu
m

H
ig
h

Lo
w

N
o

Cr
iti
ca
li
fl
os
s
of

po
w
er
,b

ut
un

lik
el
y
to

oc
cu
r.

45
O
rg
an
is
at
io
n-
ta
sk
s

G
ui
de
lin

es
/p
ro
ce
du

re
s
fo
r
ho
w

to
pe
rf
or
m

PD
T
pr
oc
ed
ur
es

D
at
a,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

Lo
w

N
o

Cl
ar
k
et

al
.[
28

]
Se
e
no
.3

7.

46
O
rg
an
is
at
io
n-
ph

ys
ic
al

en
vi
ro
nm

en
t

Ch
an
gi
ng

w
or
k
en
vi
ro
nm

en
t

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

H
ig
h

M
od
er
at
e

Lo
w

N
o

Re
as
on

[7
6]

47
O
rg
an
is
at
io
n-
pe
rs
on
-

ta
sk
s

Fa
tig

ue
ri
sk

m
an
ag
em

en
t
pr
og
ra
m
m
e

Ex
pe
rt
ju
dg
m
en
ts
,

as
su
m
pt
io
n

M
ed
iu
m

M
ed
iu
m

M
ed
iu
m

N
o

In
pl
ac
e,
lik

el
y
to

be
po
si
tiv

e,
bu

t
no

ev
id
en
ce

of
di
re
ct

ne
ga
tiv

e
im

pa
ct
.

H. Langdalen, et al. Reliability Engineering and System Safety 200 (2020) 106909

13

http://dx.doi.org/10.1016/j.ress.2020.106909
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0001
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0001
https://doi.org/10.1016/j.ress.2018.02.011
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0003
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0003
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0003
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0003
https://doi.org/10.1155/2014/314138
https://doi.org/10.1155/2014/314138
https://doi.org/10.1016/j.ress.2013.02.020
https://doi.org/10.1016/j.ress.2013.02.020
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0006
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0006
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0007
https://doi.org/10.1111/risa.12899
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0009
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0009
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0010
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0010
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0010
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0011
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0011
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0011
https://doi.org/10.1016/j.ress.2013.12.003
https://doi.org/10.1016/j.ress.2013.12.003
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0013
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0013
https://doi.org/10.1016/j.ress.2018.03.004
https://doi.org/10.1016/j.ress.2018.03.004
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0015
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0015
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0015
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0016
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0016
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0016
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0017
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0017
https://doi.org/10.1016/j.ress.2006.02.010
https://doi.org/10.1016/j.ress.2006.02.010
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0019
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0019
https://doi.org/10.1016/j.ress.2015.10.009
https://doi.org/10.1111/j.1468-5973.2007.00504.x
https://doi.org/10.1111/j.1468-5973.2007.00504.x
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0022
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0022
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0022
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0023
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0023
https://doi.org/10.1080/00140139.2015.1015623
https://doi.org/10.1080/00140139.2015.1015623
https://doi.org/10.1136/qshc.2005.015842
https://doi.org/10.1016/j.apergo.2013.04.023


2013.04.023.
[28] Clark SC, Dunning J, Alfieri OR, Elia S, Hamilton LR, Kappetein AP, Lockowandt U,

Sarris GE, Kolh PH. EACTS guidelines for the use of patient safety checklists.
European Journal of Cardio-Thoracic Surgery 2012;41(5):993–1004. https://doi.
org/10.1093/ejcts/ezs009.

[29] Coiera EW, Jayasuriya RA, Hardy J, Bannan A, Thorpe ME. Communication loads
on clinical staff in the emergency department. Medical Journal of Australia
2002;176:415–8. https://doi.org/10.5694/j.1326-5377.2002.tb04482.x.

[30] Dekker S. Safety Differently. Boca Raton, FL: CRC Press; 2015.
[31] Dekker S, Cilliers P, Hofmeyr JH. The complexity of failure: implications of com-

plexity theory for safety investigations. Safety Science 2011;49(6):939–45. https://
doi.org/10.1016/j.ssci.2011.01.008.

[32] Dewar JA. Assumption-Based Planning: A Tool for Reducing Avoidable Surprises.
Cambridge, UK: Cambridge University Press; 2002.

[33] Donabedian A. The quality of medical care. Science 1978;200(4344):856–64.
[34] Dul J, Bruder R, Buckle P, Carayon P, Falzon P, Marras WS, van der Doelen B. A

strategy for human factors/ergonomics: developing the discipline and profession.
Ergonomics 2012;55(4):377–95. https://doi.org/10.1080/00140139.2012.661087.

[35] Ehteshami A, Sadoughi F, Ahmadi M, Kashefi P. Intensive care information system
impacts. Acta Informatica Medica 2013;21(3):185–91. https://doi.org/10.5455/
aim.2013.21.185-191.

[36] Eidesen K, Sollid SJ, Aven T. Risk assessment in critical care medicine: a tool to
assess patient safety. Journal of Risk Research 2009;12(3-4):281–94.

[37] Embriaco N, Papazian L, Kentish-Barnes N, Pochard F, Azoulay E. Burnout syn-
drome among critical care healthcare workers. Current Opinion in Critical Care
2007;13(5):482–8. https://doi.org/10.1097/MCC.0b013e3282efd28a.

[38] Ferri M, Zygun DA, Harrison A, Stelfox HT. Evidence-based design in an intensive
care unit: end-user perceptions. BMC Anesthesiology 2015;15(57). https://doi.org/
10.1186/s12871-015-0038-4.

[39] Flage R, Aven T. Expressing and communicating uncertainty in relation to quanti-
tative risk analysis. Reliability & Risk Analysis: Theory & Applications
2009;2(13):9–18.

[40] Flage R, Aven T. Emerging risks – conceptual definition and a relation to black swan
type of events. Reliability Engineering & System Safety 2016;144:61–7. https://doi.
org/10.1016/j.ress.2015.07.008.

[41] Flage R, Aven T. Comments to the article by Goerlandt & Reniers titled “On the
assessment of uncertainty in risk diagrams” [Safety Sci. 84 (2016) 67-77]. Safety
Science 2017;98:9–11. https://doi.org/10.1016/j.ssci.2017.04.007. (Letter to the
editor).

[42] Flage R, Berner C. Treatment and Communication of Uncertain Assumptions in
(Semi-)quantitative Risk Assessments. In: Aven T, Zio E, editors. Knowledge in Risk
Assessment and Management. Chichester, UK: John Wiley & Sons; 2018. p. 49–79.

[43] Flin R, Maran N. Basic concepts for crew resource management and non-technical
skills. Best Practice & Research. Clinical Anaesthesiology 2015;29(1):27–39.
https://doi.org/10.1016/j.bpa.2015.02.002.

[44] Friedman Y, Fildes J, Mizock B, Samuel J, Patel S, Appavu S, Roberts R. Comparison
of percutaneous and surgical tracheostomies. Chest 1996;110(2):480–5. https://
doi.org/10.1378/chest.110.2.480.

[45] Gardiner Q, White PS, Carson D, Shearer A, Frizelle F, Dunkley P. Technique
training: endoscopic percutaneous tracheostomy. British Journal of Anaesthesia
1998;81:401–3. https://doi.org/10.1093/bja/81.3.401.

[46] Goerlandt F, Reniers G. On the assessment of uncertainty in risk diagrams. Safety
Science 2016;84:67–77. https://doi.org/10.1016/j.ssci.2015.12.001.

[47] Haimes YY. Systems-based guiding principles for risk modelling, planning, assess-
ment, management, and communication. Risk Analysis 2012;32(9):1451–67.
https://doi.org/10.1111/j.1539-6924.2012.01809.x.

[48] Harrison MI, Koppel R, Bar-Lev S. Unintended consequences of information tech-
nologies in health care: an interactive sociotechnical analysis. Journal of the
American Medical Informatics Association 2007;14(5):542–9. https://doi.org/10.
1197/jamia.M2384.

[49] Hettinger LJ, Kirlik A, Goh YM, Buckle P. Modelling and simulation of complex
sociotechnical systems: envisioning and analysing work environments. Ergonomics
2015;58(4):600–14. https://doi.org/10.1080/00140139.2015.1008586.

[50] Holden RJ, Carayon P, Gurses AP, Hoonakker P, Hundt AS, Ozok AA, Rivera-
Rodriguez AJ. SEIPS 2.0: a human factors framework for studying and improving
the work of healthcare professionals and patients. Ergonomics
2013;56(11):1669–86. https://doi.org/10.1080/00140139.2013.838643.

[51] Hollnagel E. FRAM: The Functional Resonance Analysis Method: Modelling
Complex Socio-technical Systems. UK, Farnham: Ashgate Publishing Ltd; 2012.

[52] Huang DT, Clermont G, Kong L, Weissfeld LA, Sexton JB, Rowan KM, Angus DC.
Intensive care unit safety culture and outcomes: a US multicenter study.
International Journal for Quality in Health Care 2010;22(3):151–61. https://doi.
org/10.1093/intqhc/mzq017.

[53] Jensen A, Aven T. A new definition of complexity in a risk analysis setting.
Reliability Engineering & System Safety 2018;171:169–73. https://doi.org/10.
1016/j.ress.2017.11.018.

[54] Kleiner BM. Macroergonomics: analysis and design of work systems. Applied
Ergonomics 2006;37(1):81–9. https://doi.org/10.1016/j.apergo.2005.07.006.

[55] Kleiner BM, Hettinger LJ, DeJoy DM, Huang YH, Love PE. Sociotechnical attributes
of safe and unsafe work systems. Ergonomics 2015;58(4):635–49. https://doi.org/
10.1080/00140139.2015.1009175.

[56] Kloprogge P, van der Sluijs JP, Petersen AC. A method for the analysis of as-
sumptions in model-based environmental assessments. Environmental Modelling &
Software 2011;26:289–301. https://doi.org/10.1016/j.envsoft.2009.06.009.

[57] Langdalen H, Abrahamsen EB, Abrahamsen HB. A Systems Approach to Identify
Hidden Assumptions in the Background Knowledge. In: Beer M, Zio E, editors.

Proceedings of the 29th European Safety and Reliability Conference ESREL 2019.
Research Publishing; 2019.

[58] Leveson N. A new accident model for engineering safer systems. Safety Science
2004;42(4):237–70. https://doi.org/10.1016/S0925-7535(03)00047-X.

[59] Leveson N. A systems approach to risk management through leading safety in-
dicators. Reliability Engineering and System Safety 2015;136:17–34. https://doi.
org/10.1016/j.ress.2014.10.008.

[60] Leveson NG. Engineering a Safer World: Systems Thinking Applied to Safety.
Cambridge, MA: The MIT Press; 2012.

[61] Lintern G. The Foundations and Pragmatics of Cognitive Work Analysis: A
Systematic Approach to Design of Large-Scale Information Systems. In: Lintern
Gavan, editor. Cognitive Systems Design. 2009.

[62] Marca DA, McGowan CL. SADT: Structured Analysis and Design Technique. New
York: McGraw-Hill Book Co. Inc; 1988.

[63] Manser T. Teamwork and patient safety in dynamic domains of healthcare: a review
of the literature. Acta Anaesthesiologica Scandinavica 2009;53:143–51. https://doi.
org/10.1111/j.1399-6576.2008.01717.x.

[64] Marshall JC, Bosco L, Adhikari NK, Connolly B, Diaz JV, Dorman T, Fowler RA,
Meyfroidt G, Nakagawa S, Pelosi P, Vincent J, Vollman K, Zimmerman J. What is an
intensive care unit? A report of the task force of the World Federation of Societies of
Intensive and Critical Care Medicine. Journal of Critical Care 2017;37:270–6.
https://doi.org/10.1016/j.jcrc.2016.07.015.

[65] McElroy LM, Macapagal KR, Collins KM, Abecassis MM, Holl JL, Ladner DP, Gordon
EJ. Clinician perceptions of operating room to intensive care unit handoffs and
implications for patient safety: a qualitative study. American Journal of Surgery
2015;210(4):629–35. https://doi.org/10.1016/j.amjsurg.2015.05.008.

[66] Melloni G, Muttini S, Gallioli G, Carretta A, Cozzi S, Gemma M, et al. Surgical
tracheostomy versus percutaneous dilatational tracheostomy: a prospective ran-
domized study with long-term follow-up. The Journal of Cardiovascular Surgery
2002;43(1):113–21.

[67] Money AG, Barnett J, Kuljis J, Craven MP, Martin JL, Young T. The role of the user
within the medical device design and development process: medical device man-
ufacturers' perspectives. BMC Medical Informatics and Decision Making
2011;11(15). https://doi.org/10.1186/1472-6947-11-15.

[68] Mumford E. The story of socio-technical design: reflections on its successes, failures
and potential. Information Systems Journal 2006;16(4):317–42. https://doi.org/
10.1111/j.1365-2575.2006.00221.x.

[69] Pappazoglou IA, Ale BJM. A logical model for quantification of occupational risk.
Reliability Engineering & System Safety 2007;92:785–803. https://doi.org/10.
1016/j.ress.2006.04.017.

[70] Parshuram CS, Amaral ACKB, Ferguson ND, Baker GR, Etchells EE, Flintoft V,
Granton J, Lingard J, Kirpalani H, Mehta S, Moldofsky H, Scales DC, Stewart TE,
Willan AR, Friedrich JO. Patient safety, resident well-being and continuity of care
with different resident duty schedules in the intensive care unit: a randomized trial.
Canadian Medical Association Journal 2015;187(5):321–9. https://doi.org/10.
1503/cmaj.140752.

[71] Patè-Cornell E. Finding and fixing systems weaknesses: probabilistic methods and
applications of engineering risk analysis. Risk Analysis 2002;22(2):319–34. https://
doi.org/10.1111/0272-4332.00025.

[72] Powell-Cope G, Nelson AL, Patterson ES. Patient Care Technology and Safety. In:
Hughes RG, editor. Patient Safety and Quality: An Evidence-Based Handbook for
Nurses. RockvilleMD: Agency for Healthcare Research and Quality (US); 2008
Chapter 50. Available from: https://www.ncbi.nlm.nih.gov/books/NBK2686/.

[73] Rasmussen J. Risk management in a dynamic society: a modelling problem. Safety
Science 1997;27(2/3):183–213.

[74] Rasmussen J. Human factors in a dynamic information society: where are we
heading? Ergonomics 2000;43:869–79. https://doi.org/10.1080/
001401300409071.

[75] Reason J. Human Error. NY: Cambridge University Press; 1990.
[76] Reason J. Human error: models and management. British Medical Journal

2000;320(7237):768–70. https://doi.org/10.1136/bmj.320.7237.768.
[77] Reid J, Bromiley M. Clinical human factors: the need to speak up to improve patient

safety. Nursing Standard 2012;26(35):35–40. https://doi.org/10.7748/ns2012.05.
26.35.35.c9084.

[78] Reiling J, Hughes RG, Murphy MR. The Impact of Facility Design on Patient Safety.
In: Hughes RG, editor. Patient Safety and Quality: An Evidence-Based Handbook for
Nurses. RockvilleMD: Agency for Healthcare Research and Quality (US); 2008 2008
Apr. Chapter 28. Available from: https://www.ncbi.nlm.nih.gov/books/NBK2633/.

[79] Renn O. Risk Governance. Coping with Uncertainty in a Complex World. 2008.
[80] Renn O, Klinke A, van Asselt. Coping with complexity, uncertainty and ambiguity in

risk governance: a synthesis. Ambio 2011;40(2):231–46. https://doi.org/10.1007/
s13280-010-0134-0.

[81] Rivera-Rodriguez AJ, Karsh BT. Interruptions and distractions in healthcare: review
and reappraisal. Quality and Safety in Health Care 2010;19(4):304–12. https://doi.
org/10.1136/qshc.2009.033282.

[82] Saltelli A. What is Sensitivity Analysis. In: Saltelli A, Chan K, Scott EM, editors.
Sensitivity Analysis. Chichester, UK: John Wiley & Sons; 2000. p. 3–13.

[83] Saltelli A, Chan K, Scott EM. Sensitivity Analysis. Chichester, UK: John Wiley &
Sons; 2000.

[84] Seamann JB, Cohen TR, White DB. Reducing the stress on clinicians working in the
ICU. Journal of American Medical Association 2018;320(19):1981–2. https://doi.
org/10.1001/jama.2018.14285.

[85] Simpson TP, Day CJ, Jewkes CF, Manara AR. The impact of percutaneous tra-
cheostomy on intensive care unit practice and training. Anaesthesia 1999;54:186–9.
https://doi.org/10.1046/j.1365-2044.1999.00667.x.

[86] Sollid SJM, Strand K, Søreide E. Percutanous dilatational tracheotomy in the ICU: a

H. Langdalen, et al. Reliability Engineering and System Safety 200 (2020) 106909

14

https://doi.org/10.1016/j.apergo.2013.04.023
https://doi.org/10.1093/ejcts/ezs009
https://doi.org/10.1093/ejcts/ezs009
https://doi.org/10.5694/j.1326-5377.2002.tb04482.x
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0029
https://doi.org/10.1016/j.ssci.2011.01.008
https://doi.org/10.1016/j.ssci.2011.01.008
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0031
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0031
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0032
https://doi.org/10.1080/00140139.2012.661087
https://doi.org/10.5455/aim.2013.21.185-191
https://doi.org/10.5455/aim.2013.21.185-191
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0035
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0035
https://doi.org/10.1097/MCC.0b013e3282efd28a
https://doi.org/10.1186/s12871-015-0038-4
https://doi.org/10.1186/s12871-015-0038-4
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0038
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0038
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0038
https://doi.org/10.1016/j.ress.2015.07.008
https://doi.org/10.1016/j.ress.2015.07.008
https://doi.org/10.1016/j.ssci.2017.04.007
https://doi.org/10.1016/j.ssci.2017.04.007
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0041
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0041
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0041
https://doi.org/10.1016/j.bpa.2015.02.002
https://doi.org/10.1378/chest.110.2.480
https://doi.org/10.1378/chest.110.2.480
https://doi.org/10.1093/bja/81.3.401
https://doi.org/10.1016/j.ssci.2015.12.001
https://doi.org/10.1111/j.1539-6924.2012.01809.x
https://doi.org/10.1197/jamia.M2384
https://doi.org/10.1197/jamia.M2384
https://doi.org/10.1080/00140139.2015.1008586
https://doi.org/10.1080/00140139.2013.838643
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0050
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0050
https://doi.org/10.1093/intqhc/mzq017
https://doi.org/10.1093/intqhc/mzq017
https://doi.org/10.1016/j.ress.2017.11.018
https://doi.org/10.1016/j.ress.2017.11.018
https://doi.org/10.1016/j.apergo.2005.07.006
https://doi.org/10.1080/00140139.2015.1009175
https://doi.org/10.1080/00140139.2015.1009175
https://doi.org/10.1016/j.envsoft.2009.06.009
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0056
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0056
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0056
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0056
https://doi.org/10.1016/S0925-7535(03)00047-X
https://doi.org/10.1016/j.ress.2014.10.008
https://doi.org/10.1016/j.ress.2014.10.008
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0059
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0059
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0060
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0060
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0060
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0061
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0061
https://doi.org/10.1111/j.1399-6576.2008.01717.x
https://doi.org/10.1111/j.1399-6576.2008.01717.x
https://doi.org/10.1016/j.jcrc.2016.07.015
https://doi.org/10.1016/j.amjsurg.2015.05.008
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0065
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0065
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0065
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0065
https://doi.org/10.1186/1472-6947-11-15
https://doi.org/10.1111/j.1365-2575.2006.00221.x
https://doi.org/10.1111/j.1365-2575.2006.00221.x
https://doi.org/10.1016/j.ress.2006.04.017
https://doi.org/10.1016/j.ress.2006.04.017
https://doi.org/10.1503/cmaj.140752
https://doi.org/10.1503/cmaj.140752
https://doi.org/10.1111/0272-4332.00025
https://doi.org/10.1111/0272-4332.00025
https://www.ncbi.nlm.nih.gov/books/NBK2686/
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0072
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0072
https://doi.org/10.1080/001401300409071
https://doi.org/10.1080/001401300409071
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0074
https://doi.org/10.1136/bmj.320.7237.768
https://doi.org/10.7748/ns2012.05.26.35.35.c9084
https://doi.org/10.7748/ns2012.05.26.35.35.c9084
https://www.ncbi.nlm.nih.gov/books/NBK2633/
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0078
https://doi.org/10.1007/s13280-010-0134-0
https://doi.org/10.1007/s13280-010-0134-0
https://doi.org/10.1136/qshc.2009.033282
https://doi.org/10.1136/qshc.2009.033282
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0081
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0081
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0082
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0082
https://doi.org/10.1001/jama.2018.14285
https://doi.org/10.1001/jama.2018.14285
https://doi.org/10.1046/j.1365-2044.1999.00667.x
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0085


Norwegian survey focusing on perceived risk and safety attitudes. European Journal
of Anaesthesiology 2008;25(11):925–32.

[87] Sørskår LIK, Abrahamsen EB, Abrahamsen HB. On the use of economic evaluation
of new technology in helicopter emergency medical services. International Journal
of Business Continuity and Risk Management 2019;9(1). https://doi.org/10.15054/
IJBCRM.2019.096693.

[88] Thekdi S, Aven T. A Decision Support Method for Prioritizing Investments Subject
to Uncertainties. In: Aven T, Zio E, editors. Knowledge in Risk Assessment and
Management. Chichester, UK: John Wiley & Sons; 2018. p. 223–40.

[89] Tuft VL, Wagnild BR, Slyngstad OM. A Practical Approach to Risk Assessments from
Design to Operation of Offshore Oil and Gas Installations. In: Aven T, Zio E, editors.
Knowledge in Risk Assessment and Management. Chichester, UK: John Wiley &
Sons; 2018. p. 267–96.

[90] van der Sluijs PJ, Craye M, Funtowicz S, Kloprogge P, Ravetz J, Risbey J. Combining
quantitative and qualitative measures of uncertainty in model-based environmental
assessment: the NUSAP system. Risk Analysis 2005;25(2):481–92. https://doi.org/

10.1111/j.1539-6924.2005.00604.x.
[91] Weerakkody RA, Cheshire NJ, Riga C, Lear R, Hamady MS, Moorthy K, Darzi AW,

Vincent C, Bicknell CD. Surgical technology and operating-room safety failures: a
systematic review of quantitative studies. BMJ Quality & Safety 2013;22:710–8.
https://doi.org/10.1136/bmjqs-2012-001778.

[92] Wilson JR. Fundamentals of ergonomics in theory and practice. Applied Ergonomics
2000;31(6):557–67.

[93] Ylönen, M., Engen, O.A., Le Coze, J.C., Heikkilä, J., Skotnes, R., Pettersen, K. et al.
(2017). Sociotechnical Assessment within Three Risk Regulation Regimes: SAF€RA
STARS Final Report, 295, VTT Technical Research Centre of Finland, Finland.

[94] Zio E. Challenges in the vulnerability and risk analysis of critical infrastructures.
Reliability Engineering & System Safety 2016;152:137–50. https://doi.org/10.
1016/j.ress.2016.02.009.

[95] Zio E. The future of risk assessment. Reliability Engineering and System Safety
2018;177:176–90. https://doi.org/10.1016/j.ress.2018.04.020.

H. Langdalen, et al. Reliability Engineering and System Safety 200 (2020) 106909

15

http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0085
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0085
https://doi.org/10.15054/IJBCRM.2019.096693
https://doi.org/10.15054/IJBCRM.2019.096693
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0087
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0087
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0087
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0088
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0088
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0088
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0088
https://doi.org/10.1111/j.1539-6924.2005.00604.x
https://doi.org/10.1111/j.1539-6924.2005.00604.x
https://doi.org/10.1136/bmjqs-2012-001778
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0091
http://refhub.elsevier.com/S0951-8320(19)30793-8/sbref0091
https://doi.org/10.1016/j.ress.2016.02.009
https://doi.org/10.1016/j.ress.2016.02.009
https://doi.org/10.1016/j.ress.2018.04.020

	A New Framework To Idenitfy And Assess Hidden Assumptions In The Background Knowledge Of A Risk Assessment
	Introduction
	Motivativing the need to assist the risk analyst
	The systems engineering initiative for patient safety
	The framework
	Identification of the Knowledge Elements
	Assessment of the Knowledge Elements
	Evaluation of the Strength of Knowledge
	Evaluation of the Impact
	Evaluation of the Stochastic Uncertainty
	Summarising the Critical Knowledge Elements

	Treatment of the Critical Knowledge Elements

	An example: applying the framework to support the pdt risk assessment
	Identification of the Knowledge Elements
	Assessment of the Knowledge Elements
	Comparing the Different Knowledge Bases

	DISCUSSION
	Why the SEIPS model?
	Using the Framework in Practice

	Conclusion
	CRediT authorship contribution statement
	Acknowledgements
	Appendix A
	Supplementary materials
	References




