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Abstract—Bladder cancer patients’ stratification into risk
groups relies on grade, stage and clinical factors. For non-muscle
invasive bladder cancer, T1 tumours that invade the subepithelial
tissue are high-risk lesions with a high probability to progress into
an aggressive muscle-invasive disease. Detecting invasive cancer-
ous areas is the main factor for dictating the treatment strategy
for the patient. However, defining invasion is often subject to
intra/interobserver variability among pathologists, thus leading to
over or undertreatment. Computer-aided diagnosis systems can
help pathologists reduce overheads and erratic reproducibility.
We propose a multi-scale model that detects invasive cancerous
areas patterns across the whole slide image. The model extracts
tiles of different tissue types at multiple magnification levels
and processes them to predict invasive patterns based on local
and regional information for accurate T1 staging. Our proposed
method yields an F1 score of 71.9, in controlled settings 74.9, and
without infiltration 90.0.
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I. INTRODUCTION

Bladder cancer is one of the most commonly diagnosed
cancer worldwide, with over 573,000 new cases and 213,000
deaths estimated in 2020 [1]. Approximately 90% of newly
diagnosed cases are urothelial carcinomas that arise from the
urothelial lining, from these 75% are non-muscle invasive blad-
der cancers (NMIBC) and 25% are muscle-invasive bladder
cancer (MIBC) [2]. NMIBC can be divided into non-invasive
papillary tumours Ta, T1 with invasion into the lamina propria
and carcinoma in situ Tis, which is a superficial lesion. The
three aforementioned groups account for 70, 20, and 10%
of NMIBC, respectively [3]. Ta tumours typically are non-
aggressive low-risk lesions that can be treated cautiously.
However, T1 tumours are considered high-risk lesions with
a higher chance of progressing into muscle-invasive tumours,
resulting in higher mortality rates [4]. NMIBC accurate staging
of the tumour is important to categorize patients into risk
groups, and guides which treatment strategy the patient will
receive, and, thus, patient outcome [5].

Invasive patterns can be problematic to identify correctly,
see Fig 1. Morphological features indicating lamina propria
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(LP) invasion include irregular nests, refraction artifacts, stro-
mal reaction, among others [6]. External factors such as frag-
mented material and tangential sectioning are often present,
providing a false sense of invasion. Also, benign structures
like von Brunn nests might mimic invasion [7]. Complex
evaluation of multi-variate scenarios leads to high inter-and
intraobserver variability, resulting in down- or upstaging [8].
Variability in diagnosing T1 tumours has significant clinical
consequences; thus, the necessity for higher reproducibility in
assessing staging categories arises.

Fig. 1: Tiles of invasive (T1) and non-invasive (Ta) areas at different magnifi-
cation levels. The lining contour of the basement membrane of the urothelial
layer is interfered with the infiltrating tumour cells. Atypical clusters of tumour
cells invade the lamina propria, resulting in irregularly shaped nests.

Computer-aided diagnosis (CAD) systems relying on ma-
chine learning methods for medical imaging analysis have
proven to be an efficient manner to reduce subjectivity and
accelerate the diagnostic procedure [9], [10]. Digital mi-
croscopy scanners generate high-resolution digital images from
the scanned tissue sections, also named Whole Slide Images
(WSI), in a fully automatic way. WSI are stored at multiple
magnifications views, allowing the observer to adjust the zoom
level, replicating physical microscopes. Pathologists use lower
magnification levels to overview the regions of interest and
analyse tissue-level morphology, while higher magnification is
desirable for observing cell-level morphology. Convolutional
neural networks (CNN) are the gold standard for feature
extraction from histological images [11]. CNNs have been
used for applications related to pattern detection of cellular
features in breast, prostate, among other cancer types [12]–
[15]. There are some examples in the literature where features
are extracted at multiple magnification levels to incorporate



Fig. 2: During the training stage, exclusively tiles from annotated areas are extracted. Areas from all tissue types are extracted for analysis at the inference stage,
resulting in a labelled colormap based on tile predictions.

contextual information of surrounding areas together with
detailed information at the cellular level. Both Harmon et al.
[16] and Li et al. [17] define tiles at different magnification
levels independently from one another. However, Wetteland et
al. [18] define one magnification to extract the tiles from and
projects the centre of the pixel to other magnifications.

Bladder cancer staging should first and foremost distin-
guish NMIBC from MIBC. Image modalities such as CT, MRI
or PET have proven to be effective, non-invasive methods
to identify muscle invasion [19]–[21]. However, a detailed
examination of NMIBC substaging requires histopathological
analysis. Automatic applications that help to identify a possible
invasion into the lamina propria include tissue segmentation
to delineate the boundaries of urothelium, lamina propria and
muscle tissue [18], [22]. Yin et al. [23] propose a method to
classify tumour regions of H&E stained slides as stage Ta or T1
tumours using machine learning. The method was developed
and evaluated in a control set containing patches of already
segmented and verified Ta and T1 tumour tissue, disregarding
the remaining tissue in WSIs. Analysing the entirety of the
tissue in the slides is important to define the extent of invasion.
Identifying focal points of invasion would provide important
information to clinicians as an outcome predictor [24].

We propose an algorithm that finds invasive cancerous
areas (ICA) associated with T1 stage across the WSI without
the need of previous region of interest (ROI) or tumour
segmentation. In ICA, the tumour has spread into the lamina
propria that separates the urothelium layer from the bladder
muscle beneath, whereas non-invasive areas are the regions of
urothelium and lamina propria where no invasion is present.
The proposed algorithm takes tissue tiles from all tissue types
present in the WSI and discerns invasive from non-invasive
patterns using both local and regional information extracted at
different magnification levels.

II. METHODS

A. Datasets

51 WSI of NMIBC patients were collected from two
independent cohorts from Erasmus MC (EMC), Rotterdam,
The Netherlands and Stavanger University Hospital (SUH),
Stavanger, Norway. The EMC dataset is a multi-center cohort
containing 37 H&E stained WSI of high-risk NMIBC. WSI

were scanned using a 3DHistech P1000 scanner at 800x
magnification stored as MRXS files. The SUH dataset contains
14 WSI of NMIBC that were digitized using a Leica SCN400
scanner at 400x magnification stored in the SCN file format,
8 H&E and 6 HES stained. The combined dataset included 23
non-invasive and 28 invasive tumours. All slides were partially
annotated and revised by pathologists, with the annotations
serving as ground truth. Only representative regions were
annotated from each WSI; thus, no slide was fully annotated.
Annotated regions from EMC included mainly tissue types
(urothelium, lamina propria, blood, muscle and artifacts),
while SUH annotations contain primarily urothelium grading.
In some cases, these tissue annotations might come with a
subclass, such as grading of urothelium, presence of tumour
infiltrating lymphocytes (TILs) in both urothelium and lamina
propria, ICA, artifact type, among others. A dataset consisting
of tiles was extracted from the annotated areas. Tiles were
categorized into four main classes: invasive cancerous areas
(ICA); ”non-invasive urothelium” (Uro); ”lamina propria with
no invasion” (LP); and the rest of the tissue types, which
we will refer as Others. We define non-invasive areas as the
regions of Uro and LP where no invasion is present. Others
includes blood, muscle and damaged tissue. Further details on
the number of tiles extracted from our datasets can be found
in Table I.

TABLE I: Number of WSI and tiles from EMC and SUH datasets.

WSI
Tiles

ICA
Urothelium Lamina Propria

Others
Ta / T1 with / without TILs with / without TILs

EMC 16 / 21 14253 603 / 8859 2816 / 22154 34666
SUH 6 / 8 1333 0 / 60378 1858 / 1054 2726

From the extracted tiles, we defined two subsets; i) a
control set, and ii) an inclusion set. A control set is sampled
from the original dataset, containing ICA and selected non-
invasive areas (Uro, LP). Extracting carefully selected tiles,
we remove the surrounding tissue present in the slides while
maintaining tiles related to the ROI. An inclusion set is defined
including Others tissue types in addition to ICA, Uro and LP
from the control set. The sets were split into training and test
patients, ensuring no data leakage.



Fig. 3: Input tiles at different magnification levels are extracted from the WSI and fed into the feature extractors. Extracted features are concatenated and fed
into the dense layers which will give the final prediction.

B. Multi-scale Model

We propose a CNN-based deep learning algorithm that can
process all available tissue areas in a WSI and produces a
segmentation map to detect ICA. Fig. 2 depicts the pipeline of
the proposed method. The algorithm consists of a combination
of feature extractors with input tiles at different magnification
levels to obtain detailed as well as contextual information.
Then, feature maps are downsampled using Global Average
Pooling (GAP) to form a low-dimensional embedding. This
information is later concatenated to embeddings from other
magnification views and fed into the dense layers which will
give the final prediction, as shown in Fig. 3. Our proposed
algorithm is a TRI-scale model which analyses tiles at three
magnification levels (400x, 100x, 25x), inspired by [18].

III. EXPERIMENTS

Multiple models using different combinations of magnifica-
tion levels were trained and tested. The following combinations
of magnification views were used: MONO (400x), DI (400x,
100x), and TRI-scale (400x, 100x, 25x). Tiles of size 256×256
were extracted from annotated regions at 400x magnification.
Tiles at different magnifications were extracted so that the
center of the tile remains the same for all views, as described in
[25]. An example of this can be seen in Fig. 1. Extracted tiles
at 400x are required to be covered by at least 70% of a tissue
mask in order to be assigned such label. Background tiles
were excluded using a thresholding technique. The number of
annotated regions of ICA were significantly less than others. To
address the data imbalance problem, we used undersampling
of overrepresented classes. Tiles were converted to grayscale
as datasets come from different laboratories, with different
scanners and stain compositions, and the dataset was not
large enough to support color variation. VGG16 was used
as a feature extractor. To avoid overfitting, frozen weights
were used due to the limited amount of training samples.
Early stopping and learning rate decay were enabled. Cross
entropy was defined as loss function. Models were trained
for a maximum of 50 epochs. All models are implemented
in Python 3.6 using Tensorflow machine learning library [26].

The experiments carried out are described as follows: i)
for the first set of experiments, denoted Emag , MONO, DI
and TRI-scale models are evaluated to determine the relevance

of contextual tissue morphology for discerning invasion; ii)
for the second set of experiments, denoted Eds, one of the
original subsets was used, either control or inclusion, to
ascertain the performance variation for adding non-ROI tissue;
iii) for the third set of experiments, denoted Etils, we excluded
all tiles which included ”tumour infiltrating lymphocytes”
(TILs). TILs are small immune cells that can be found either
in the urothelium or the lamina propria. TILs may lead to
confusion for discerning them from invasion; iv) finally, for the
fourth set of experiments, denoted Eemc, we used tiles from
one of the hospitals exclusively. We chose EMC over SUH
since the number of available data from EMC is far greater,
especially regarding the number of ICA tiles. Eemc will show
how impactful data balance among classes and domain shift
are toward detecting invasive cancerous patterns. Also, the
experiments were run in a binary and multi-class manner to
assess whether grouping of non-invasive tissue improves ICA
detection performance.

IV. RESULTS & DISCUSSION

Results of all experiments are collected in Table II for space
efficiency. For experiment Emag , TRI-scale models provide the
best results for ICA detection, inferring that regional context
derived from tissue morphology is beneficial in the task of
discerning invasive patterns over non-invasive ones. Hence,
models that incorporate lower magnification views provide
better performance than those who focus on local patterns
solely.

With respect to experiment Eds, results on the control
set demonstrate that discerning invasive from non-invasive
patterns is possible, carefully selecting ROIs containing urothe-
lium and lamina propria, with and without invasion. We
observe that trained models with all sorts of tissue provide
comparable results, using the inclusion set. It is, however,
with models trained on the inclusion set that we can directly
deploy the algorithm for WSI analysis. Models trained with
the control set require a pre-processing step to sample carefully
selected patches from the slides. Moreover, we further evaluate
the discriminatory competence of our models for both sets
representing a scatterplot of a two-component feature em-
bedding visualization using t-SNE [27], see Fig. 4. Sample
embeddings are clustered into separate locations of the feature



TABLE II: Results of all experiments are depicted with precision, recall and F1 score for the ICA class only. The experiment names explained in the text are
indicated as the method (Emag) and datasets (Eds, Etils, Eemc).

Control set (Eds) Inclusion set (Eds)
ICA vs (Uro+LP) ICA vs Uro vs LP ICA vs (Uro+LP+Others) ICA vs Uro vs LP vs Others

Method (Emag) Precision Recall F1 Score Precision Recall F1 Score Precision Recall F1 Score Precision Recall F1 Score
MONO (400x) 48.5 78.4 60.0 53.8 70.1 60.8 41.0 75.6 53.2 44.3 77.5 55.3
* Etils 69.3 81.2 74.8 67.6 79.9 73.2 60.9 74.3 67.0 52.9 80.3 63.8
* Eemc 30.4 90.4 45.5 33.9 83.6 48.3 24.9 91.1 39.1 30.5 80.8 44.3

DI (400x,100x) 65.4 76.7 70.6 64.3 81.1 71.7 64.6 74.3 69.1 59.6 79.1 68.0
* Etils 91.7 79.1 84.9 87.6 87.2 87.4 85.9 78.2 81.9 75.3 86.0 80.3
* Eemc 41.5 91.3 57.0 42.7 98.2 59.6 32.3 90.6 47.6 40.3 97.5 57.0

TRI (400x,100x,25x) 66.4 81.3 73.1 70.5 79.8 74.9 65.9 79.2 71.9 63.4 80.3 70.8
* Etils 93.8 86.4 90.0 85.5 89.1 87.3 89.0 81.2 85.0 77.6 88.9 82.9
* Eemc 48.1 94.1 63.6 49.2 93.3 64.4 53.1 79.5 63.7 43.1 93.2 58.9

space based on the class label; hence there is a clear separation
of the classes. With regard to the number of classes, binary
classification has proven to be more efficient than multi-
class for ICA predictions in the inclusion set, but not for the
control set. The best performing binary model of the inclusion
set, TRIincl binary model, was used to produce probability
heatmaps over WSIs from the test set, as shown in Fig. 5. Tile
predictions were overlaid on the WSI, ranging from blue to red
for ICA likelihood. A pathologist could later use the generated
heatmaps as a tool for guidance in detecting potential ICA.
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Fig. 4: tSNE scatterplot of test samples embeddings on the control and
inclusion sets, respectively. Embeddings were extracted as the output of the
feature extractor and reduced to two components.

Fig. 5: Heatmaps showing the probability of a patch to belong to the ICA
class, based on the TRIincl binary model. Two test WSI samples with stage
Ta (left) and T1 (right) are shown. An annotated ICA region is highlighted by
a white border in the T1 WSI. Inclusion set models support the analysis of
the entire WSI, not limited to pre-defined ROIs. A thumbnail of the original
WSI is displayed at the bottom right corner.

Regarding experiment Etils, we noticed that the presence
of TILs dampers the predictive performance, as models strug-
gle to differentiate such areas from ICA. Tiles where TILs are
present are often missclassified for ICA. Excluding areas with
abundant TILs results in a significant F1 score improvement.
The positive effect of TILs exclusion is relevant for both sets
and all combinations of magnification views, although it is
higher when using TRI-scale models. For the TRIincl binary
model, the F1 score difference reaches over 13%. Based on the
results obtained, a future pipeline should include a posterior
classifier to discriminate ICA false positives with infiltration
from genuine ICA.

Finally, for experiment Eemc, despite reducing scanning
and staining variability, we lit upon poor performance in
comparison to the other experiments. This can be due to the
lack of a substantial number of urothelium tiles, which are
present mostly in the excluded cohort, see Table I. Even though
most of the ICA tiles remained in the dataset, discarding
the majority of the Uro class proved unfavourable. Precision
results infer a bias towards ICA. Distinguishing ICA patterns
for non-invasive patterns relies mainly on telling Ta from T1
regions apart. As the tumour grows from the urothelial layer
into the lamina propria, it is essential to have a significant
representation of Uro over LP.

V. CONCLUSION & FUTURE WORK

A multi-scale model was developed for detecting invasive
patterns in ICA across the WSI. A control set shows that
CNNs distinguish invasive areas from other tumour regions,
while including non-diagnostically relevant regions barely de-
creases the model capability of discerning invasion. Multi-scale
models give best performance indicating that using contextual
information combined with local patterns is highly beneficial.
Predicted heatmaps for the invaded areas can be represented
for user-friendly interpretation. Automatic ICA detection can
also can be a first step for automated staging of T1 tumours.
This can be useful for treatment planning, both alone and in
combination with automated grading. The results are promising
but due to the lack of large scale manual annotated regions,
it is conducted over a small dataset. Future developments
should be conducted over larger cohorts and with implemented
color normalization schemes to alleviate scanning and staining
variability. Likewise, a post-processing step for TILs exclusion
should be adopted to alleviate infiltration misclassifications.
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