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Abstract 

Steady state relative permeability experiments are performed by co-injection of two fluids 

through core plug samples. The relative permeabilities can be calculated using Darcy’s law 

from the stabilized pressure drop and saturation of the core if capillary end effects and transient 

effects are negligible. In most cases such conditions are difficult to obtain. Recent works have 

presented ways to extrapolate steady state pressure drop and average saturation measurements 

affected by capillary end effects collected at different rates to obtain correct relative 

permeabilities at correct saturations. Both the considered methods are based on linear 

extrapolations to determine intercepts. Gupta and Maloney (2016) derived their method 

intuitively and validated it with numerical and experimental data. Andersen (2021a) derived a 

method from fundamental assumptions and presented an intercept method in a different form 

where the saturation and relative permeabilities are found directly and uniquely from straight 

line intercepts. All system parameters, including saturation functions and injection conditions 

appear in the model. 

In this work the two methods are compared. It is proven theoretically that Gupta and 

Maloney’s method is correct in that it produces the correct saturation and pressure drops 

corrected for capillary end effects. Especially, a constant pressure drop was assumed and here 

proved to exist, as result of capillary end effects as addition to the Darcy law pressure drop with 

no end effects. Their method assumes a well-defined end effect region with length 𝑥𝐶𝐸𝐸 , but 

this length can be defined almost arbitrarily. This choice has little impact on average saturation 

and pressure drop, however. They also assumed that for a defined end effect region, the average 

saturation there was constant and equal to the slope in their saturation plot. It is shown that if 
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the region is defined, the average saturation is indeed constant, but not given by the slope. The 

correct slope is predicted by the Andersen model. 

We also comment on theoretical misinterpretations of the Gupta and Maloney method. 

A few works have correctly calculated that the pressure drop over the end effect region is 

independent of rate, but not accounted for that its length is rate dependent. We show that the 

combined pressure drop is equal to a constant plus the Darcy pressure drop over the full core. 

Examples are presented to illustrate the model behaviors. Literature datasets are 

investigated showing that (a) apparently rate-dependent CO2-brine relative permeability end 

points can be explained by capillary end effects (b) the intercept methods can be applied to 

correct shale relative permeabilities. 

 

Keywords: Capillary end effects; Intercept method; Steady state relative permeability 
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1 Introduction 

Description of multiphase flow in porous media relies on two important parameters: the relative 

permeability and capillary pressure saturation functions. The former describes how much the 

effective permeability of a phase is reduced in the presence of another phase at a given 

saturation, while the latter expresses the difference in phase pressures at a given saturation. 

Both are measured in the laboratory using core plugs (McPhee et al. 2015). Our focus is on the 

measurement of relative permeabilities using the steady state technique: two phases are 

simultaneously injected into a core plug at specified rates and the average saturation and 

pressure drop are measured against time. When they have stabilized, it is often assumed that 

the saturation is uniformly distributed, and Darcy’s law can then be applied to calculate the 

relative permeabilities.  

It is however observed in many cases that the calculated relative permeabilities are 

affected by the measurement conditions (Osoba et al. 1951; Odeh et al. 1985; Henderson et al. 

1998; Jeong et al. 2021), e.g. injection rate, core length, etc, (even for same fluid compositions, 

pressure and temperature). Relative permeabilities are expected to be independent of these 

properties and one can ask what values are correct or if they truly have such dependencies. The 

observations can in many cases be explained by the presence of capillary forces which cause 

accumulation of the more wetting phase near the outlet, where capillary pressure is zero 

(Leverett 1941; Richardson et al. 1952; Abeysinghe et al. 2012; Lenormand et al. 2017; 

Andersen 2020). The steady state saturation may then be shifted towards values with low 



capillary pressure and the pressure drop increased compared to if capillary forces were 

negligible. Such effects are especially important to account for in the laboratory where length 

scales allow capillary forces to be significant. During forced imbibition (or drainage) capillary 

forces act as a resisting force to displacement, but during spontaneous imbibition (or drainage) 

capillarity is the driving force permitting oil and gas production (Bourbiaux and Kalaydjian 

1990; Andersen et al. 2019; Andersen 2021b). The accumulation can be observed directly by 

means of in-situ imaging techniques such as computerized tomography and nuclear magnetic 

resonance (Hove et al. 1987; Wellington and Vinegar 1987; Cheng et al. 2015) but is expensive 

and not available in most laboratories. Chen and Wood (2001) measured in-situ saturation 

distributions and found that the relative permeabilities were rate independent when the 

saturations did not show signs of accumulation near the outlet. Zou et al. (2020) measured the 

saturation gradient to better estimate the capillary pressure. 

A relative increase in advective forces over the capillary forces reduces the 

accumulation at the outlet and reduces the impact of capillary end effects. Several works have 

investigated how variations in system parameters, especially rate, affect steady state pressure 

drop and average saturation. Rapoport and Leas (1953) found that water breakthrough behavior 

in an oil-wet medium converged when the product of core length, rate and injected viscosity 

was sufficiently large and suggested this as a scaling parameter. Virnovsky et al. (1995) showed 

that the relative permeabilities and capillary pressure were analytically related to derivatives of 

phase pressure drop and saturation with respect to injected rate. Their analysis was tested 

experimentally using special inlet equipment (Virnovsky et al. 1998). Huang and Honarpour 

(1998) found implicit analytical relations for pressure drop and average saturation for single 

phase injection in strongly wetted media with Corey and Brooks (1964) saturation functions. 

Based on measurements of pressure drop and fluid production against time, and even 

in-situ saturation profiles, numerical simulators can history match (invert) the data by assuming 

saturation function correlations and finding the correlation parameters that best reproduce the 

observations with forward simulations (Lenormand et al. 2017). Classic works have focused on 

finding one good (the best) match of the data, manually or automatically. A downside is that 

some parameters could be highly uncertain, the curves could be very uncertain on parts of the 

saturation interval, or a low number of tuning parameters could falsely indicate a narrow 

variation in predictions based on matching the available data. Recent works have put more focus 

into uncertainties or sensitivities and the range of parameterized correlations that give similar 

match of the data, and thus propagate the uncertainty of the data and its match to an ensemble 

(Valdez et al. 2020; Berg et al. 2021a,b). Although such techniques exist, an accurate 



determination of the curves (with a range representing the experimental variation and less so 

the ability to estimate them) relies on obtaining data that can separate the contributions from 

advective and capillary forces, over as much of the saturation range as possible (Maas and 

Schulte 1997). 

 The main focus of this work is on so called intercept methods for correction of steady 

state relative permeability data, where the data in focus are stabilized (steady state) pressure 

drop and average saturation at a given injected fraction and rate. Gupta and Maloney (2016) 

suggested that there is a capillary end effect region with finite extent and fixed average 

saturation and that the presence of end effects adds a rate independent pressure drop to the 

pressure drop over the core resulting from Darcy’s law without end effects. Measuring pressure 

drop and average saturation at different rates allowed determining this added pressure drop as 

the intercept of pressure drop against rate, thus allowing to correct the measured pressure data 

for end effects by subtracting this term. The corrected saturation was found as the intercept of 

a plot based on average saturation and assuming the ratio of pressure drop from end effects to 

corrected pressure drop was equivalent to the fractional length end effects covered the core. 

Most of their assumptions were not based on fundamental theory, but validated empirically and 

numerically. Further empirical support was provided in Reed and Maas (2018).  

Andersen et al. (2017a) derived explicit solutions for water-flooding with end effects 

assuming simple saturation functions. Linear trends were obtained in average saturation and 

scaled pressure drop against inverse rate at high rates, providing correct end saturation and 

relative permeability. The model also gave analytical results at low rates and was used to 

determine entire capillary pressure and relative permeability functions from experimental data 

in Andersen et al. (2020). Andersen and Zhou (2020) obtained explicit solutions for co-injection 

type experiments, assuming linear saturation functions, again demonstrating linear trends at 

high rates with end effect corrected relative permeability points at the intercepts.  

Moghaddam and Jamiolahmady (2019) derived that the pressure drop over the end effect 

region was constant (rate independent) and that the remaining pressure drop was given by the 

unaffected region of the core. They stated that this disproved Gupta and Maloney’s assumption 

about pressure drop (being equal to unaffected pressure drop over the whole core plus a constant 

term). We will show that the findings actually are consistent as different pressure drop terms 

were compared in their work. They suggested that measurements at four rates at the same 

fraction were needed to determine four end effect region lengths, the end effect pressure drop, 

one corrected relative permeability end point and the corrected saturation, solving 8 equations. 

Then Darcy’s law with the same corrected pressure gave the last relative permeability. Such a 



comprehensive procedure is not necessary. As we will see, two rates are sufficient 

(mathematically) to calculate the corrected relative permeabilities and saturation. 

 Li et al. (2021) considered that relative permeabilities could be calculated from the 

unaffected zone in the core where end effects had not reached. If the length and pressure drop 

over this zone are known, Darcy’s law gives correct relative permeabilities, corresponding with 

the constant saturation there. The (rate dependent) end effect length, unaffected relative 

permeability and pressure drop over the end effect zone were unknown, but could be determined 

with multiple tests. They found empirically from the data that the fractional length of the end 

effect region was proportional to, but not equal (as Gupta and Maloney assumed) the ratio of 

pressure drop over the end effect region to the corrected pressure drop and called it a stability 

factor. Nonetheless, their final method appears equivalent to Gupta and Maloneys method for 

obtained slope and intercept parameters. The main exception was perhaps using the slope 

through the pressure data to calculate relative permeability, rather than individual points along 

it. This is the same as averaging the estimates and does not invalidate Gupta and Maloney’s 

method, as they claimed. 

 Andersen (2021a) derived general solutions for steady state flow of immiscible fluids 

with capillary end effects. It was shown that there is no well-defined end effect length since it 

takes infinite length to reach the unaffected saturation. However, when enough of the saturation 

profile is within the core, the impact on average saturation and pressure drop is as if there was 

a finite end effect length. At those conditions pressure drop and average saturation can both be 

scaled to one universal curve based on dimensionless numbers for all injection conditions. A 

more intuitive intercept method was derived: plotting average saturation and inverse effective 

relative permeability against inverse rate led to corrected saturation and corrected inverse 

relative permeability at the intercept (zero inverse rate). The effective relative permeability is 

simply based directly on the measured pressure drop. The method utilizes the pressure and 

saturation data independently and returns a single estimate for each based on all their data. 

Further, data from different cores and conditions could be plotted together and yield full relative 

permeability and capillary pressure curves. Further, given that only two straight lines can be 

obtained from pressure and saturation measurements in the high rate domain, 4 parameters (two 

slopes and two intercepts) are obtained from two rates at a given fraction. Performing more 

rates in the high rate domain will not provide more parameters, but can quantify the uncertainty. 

Low rates add more information since the point where linear trends stop and how the trends 

vary in the nonlinear domain (against inverse rate) provide useful information about the 

saturation functions, see examples of this in Andersen et al. (2017a, 2020). 



 Based on the general theory in Andersen (2021a), in this work we reexamine the method 

and assumptions made by Gupta and Maloney (2016) and the following works that have 

claimed inconsistencies in their model. Mainly we prove that their method is sound for finding 

corrected relative permeability and saturation and that some assumptions are incorrect (the 

existence of a well-defined end effect region length and that its fractional length is identical to 

a normalized pressure), but without impact on determining relative permeability points. 

Confusion related to rate-constant pressure drops from end effects being different is due to 

comparison of different parameters. Empirical relations are justified from theory.  

The paper is structured as follows: In Section 2 we present theory for steady state flow 

during co-injection of two phases including general equations for average saturation and 

pressure drop. Limits of these equations at high capillary numbers are derived in Section 3 

describing the Andersen (2021a) intercept method to correct relative permeabilities. These 

equations are compared to the intercept method by Gupta and Maloney (2016) and the claims 

by Moghaddam and Jamiolahmady (2019) and Li et al. (2021). Applications of the model are 

presented in Section 4. The paper is finalized with conclusions. 

 

2 Theory 

2.1 System geometry 

In the steady state relative permeability experiment the system, illustrated in Figure 1, consists 

of a core with length 𝐿 and we assume two fluids are injected at the inlet side 𝑥 = 0. The fluids 

are produced at the outlet side 𝑥 = 𝐿 where the capillary pressure is zero. 

 

 

Figure 1 Model geometry (from Andersen 2021a) describing injection of two phases from the inlet at x=0 to 

the outlet at x=L where the capillary pressure is zero. 𝒔𝒘
𝒓  is the saturation with no end effects and 𝒔𝒘

𝒆𝒒
 is the 

saturation where capillary pressure is zero. 

 

2.2 General model description 



The mathematical description of 1D incompressible and immiscible flow of oil (𝑜) and water 

(𝑤) in a porous homogeneous medium is given by: 

(1)  𝜙𝜕𝑡𝑠𝑖 = −𝜕𝑥𝑢𝑖, (𝑖 = 𝑜,𝑤) 

(2)  𝑢𝑖 = −𝐾𝜆𝑖𝜕𝑥𝑝𝑖, 𝜆𝑖 =
𝑘𝑟𝑖

𝜇𝑖
, (𝑖 = 𝑜, 𝑤) 

where 𝜙 is porosity, 𝑠𝑖 saturation, 𝑢𝑖 Darcy velocity, 𝐾 absolute permeability, 𝜆𝑖 mobility, 𝑘𝑟𝑖 

relative permeability, 𝜇𝑖 viscosity and 𝑝𝑖 pressure. Volume conservation and capillary pressure 

constraints state that: 

(3)  𝑠𝑤 + 𝑠𝑜 = 1, 𝑝𝑜 − 𝑝𝑤 = 𝑃𝑐(𝑠𝑤) 

The total Darcy velocity 𝑢𝑇 is defined as: 

(4)  𝑢𝑇 = 𝑢𝑜 + 𝑢𝑤 = −𝐾𝜆𝑇𝜕𝑥𝑝𝑤 − 𝐾𝜆𝑜𝜕𝑥𝑃𝑐 

It follows from adding the transport equations in (1) that: 

(5)  𝜕𝑥𝑢𝑇 = 0 

The water phase equation can then be expressed with variables 𝑢𝑇 , 𝑠𝑤 as: 

(6)  𝜙𝜕𝑡𝑠𝑤 = −𝜕𝑥[𝑢𝑇𝑓𝑤 + 𝐾𝜆𝑜𝑓𝑤𝜕𝑥𝑃𝑐] 

where the water fractional flow function 𝑓𝑤 is defined as: 

(7)  𝑓𝑤 =
𝜆𝑤

𝜆𝑤 + 𝜆𝑜
 

 

2.3 Boundary conditions 

Water and oil are injected simultaneously at the inlet 𝑥 = 0 with a water flow fraction 𝐹 (the 

water fraction of the total injected flux) with a total Darcy flux 𝑢𝑇: 

(8)  𝑢𝑤(𝑥 = 0) = 𝑢𝑇𝐹 

The flux of a given phase is composed of both an advective and capillary component. From (6) 

we write this boundary condition as: 

(9)  𝑢𝑤(𝑥 = 0) = [𝑢𝑇𝑓𝑤 + 𝐾𝜆𝑜𝑓𝑤𝜕𝑥𝑃𝑐]𝑥=0 = 𝑢𝑇𝐹 

The outlet boundary condition is described by a zero capillary pressure (Leverett 1941): 

(10)  𝑃𝑐(𝑥 = 𝐿) = 0 

 

2.4 Steady State 

At steady state we have no changes with time: 

(11)  𝜕𝑡𝑠𝑖 = 0, 𝜕𝑡𝑝𝑖 = 0, (𝑖 = 𝑜, 𝑤) 



The phases are non-uniformly distributed due to the balance between advective and capillary 

forces. Water saturation and water pressure will be functions of spatial coordinate alone: 𝑠𝑤(𝑥) 

and 𝑝𝑤(𝑥). (6) can then be written as: 

(12)  0 = 𝑑𝑥[𝑢𝑇𝑓𝑤 + 𝐾(𝜆𝑜𝑓𝑤𝑑𝑥𝑃𝑐)] 

At steady state the fluxes are uniform, i.e., the same amount of water and oil passes through 

every cross section, however the saturations and velocities can differ. Setting the water flux 

uniformly equal to that at the inlet, see (9), gives: 

(13)  𝑢𝑤 = 𝑢𝑇𝐹 = 𝑢𝑇𝑓𝑤 + 𝐾(𝜆𝑜𝑓𝑤𝑑𝑥𝑃𝑐) 

Using that 𝑑𝑥𝑃𝑐 = 𝑃𝑐
′(𝑠𝑤)𝑑𝑥𝑠𝑤, we can solve (13) with respect to the saturation gradient: 

(14)  𝑑𝑥𝑠𝑤 =
𝑢𝑇(𝐹 − 𝑓𝑤)

𝐾𝜆𝑜𝑓𝑤𝑃𝑐
′

=
𝑢𝑇

𝐾

(
𝐹
𝜆𝑤

−
1 − 𝐹
𝜆𝑜

)

𝑃𝑐
′

 

The water saturation gradient is thus dependent on the two phase mobilities, the capillary 

pressure curve, the injected water flow fraction 𝐹 and the injection flux 𝑢𝑇. We can further 

introduce the interstitial total velocity and dimensionless Leverett 𝐽-function (Dullien 2012): 

(15)  𝑢𝑇 = 𝜙𝑣𝑇 , 𝑃𝑐 = 𝜎𝑜𝑤√
𝜙

𝐾
𝐽(𝑠𝑤), 

which results in: 

(16)  𝑑𝑥𝑠𝑤 =
𝑣𝑇√𝜙

𝐾

𝜎𝑜𝑤

(
𝐹
𝜆𝑤

−
1 − 𝐹
𝜆𝑜

)

𝑑𝐽
𝑑𝑠𝑤

 

Let 𝑠𝑤
𝑒𝑞

 denote the saturation where capillary pressure is zero, 𝑃𝑐(𝑠𝑤
𝑒𝑞) = 0. The above equation 

can be integrated starting from 𝑠𝑤(𝑥 = 𝐿) = 𝑠𝑤
𝑒𝑞

. The pressure gradients of oil and water at 

steady state follow from (2) combined with (13): 

(17)  𝑑𝑥𝑝𝑤 = −
𝑢𝑇𝐹

𝐾𝜆𝑤
, 𝑑𝑥𝑝𝑜 = −

𝑢𝑇(1 − 𝐹)

𝐾𝜆𝑜
,   

The above corresponds to Darcy’s law, where the water flux is constant equal to 𝑢𝑇𝐹 and the 

mobilities vary according to the steady state saturation distribution found from (16). The 

equation (16) can be solved by separation into a space coordinate integral and a saturation 

integral: 

(18)  
𝑣𝑇√𝜙

𝐾

𝜎𝑜𝑤
∫ 𝑑𝑥′

𝑥′=𝐿

𝑥

= ∫

𝑑𝐽
𝑑𝑠𝑤

𝐹
𝜆𝑤

−
1 − 𝐹
𝜆𝑜

𝑑𝑠𝑤

𝑠𝑤
𝑒𝑞

𝑠𝑤

= ∫

𝑑𝐽
𝑑𝑆

𝐹
𝜆𝑤

−
1 − 𝐹

𝜆𝑜

𝑑𝑆
𝑆𝑒𝑞

𝑆

 



Although the former is trivial, the latter in most cases requires numerical methods. We have 

introduced the normalized saturation 𝑆 and related parameters as below: 

(19)  𝑆 =
𝑠𝑤 − 𝑠𝑤𝑟

Δ𝑠𝑤
, 𝑑𝑠𝑤 = Δ𝑠𝑤𝑑𝑆, Δ𝑠𝑤 = 1 − 𝑠𝑜𝑟 − 𝑠𝑤𝑟 

(20)  
𝑑𝐽

𝑑𝑠𝑤
=

1

Δ𝑠𝑤

𝑑𝐽

𝑑𝑆
, 𝑆𝑒𝑞 =

𝑠𝑤
𝑒𝑞 − 𝑠𝑤𝑟

Δ𝑠𝑤
, 𝑆𝑟 =

𝑠𝑤
𝑟 − 𝑠𝑤𝑟

Δ𝑠𝑤
 

It is also convenient to introduce the notations: 

(21)  
𝑌 =

𝑦

𝐿
=

𝐿 − 𝑥

𝐿
, 𝑁0 =

𝑣𝑇𝐿√𝜙
𝐾 𝜇𝑚

𝜎𝑜𝑤
, 𝜇𝑚 = (𝜇𝑜𝜇𝑤)0.5 

𝑌 is the relative distance from the outlet, 𝑁0 is a capillary number containing known system 

parameters and 𝜇𝑚 is the mean viscosity. This leads to the solution form of interest: 

(22)  𝑌(𝑆) = −
1

𝑁0
∫

𝜇𝑚
𝑑𝐽
𝑑𝑆

𝐹
𝜆𝑤

−
1 − 𝐹

𝜆𝑜

𝑑𝑆
S

𝑆𝑒𝑞

 

It follows directly that: 

(23)  
𝑑𝑌

𝑑𝑆
= −

1

𝑁0
 

𝜇𝑚
𝑑𝐽
𝑑𝑆

𝐹
𝜆𝑤

−
1 − 𝐹

𝜆𝑜

= −
1

𝑁0
 
𝜆𝑜𝑓𝑤𝜇𝑚

𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤
 

which will be useful in upcoming calculations. 

The average saturation follows from integrating the saturation along the core, but it can 

also be converted into a saturation integral evaluated from the scaled saturation 𝑆𝑒𝑞 at the outlet 

to the scaled saturation 𝑆1 at the inlet 𝑌 = 1.  

(24)  𝑆̅ = ∫ 𝑆(𝑌)𝑑𝑌
1

𝑌=0

= ∫ 𝑆
𝑑𝑌

𝑑𝑆
𝑑𝑆

𝑆1

𝑆=𝑆𝑒𝑞

 

The latter saturation is found by solving 𝑌(𝑆1) = 1, where 𝑌(𝑆) is given by (22).  

We define phase pressure drop as the inlet phase pressure minus the outlet phase 

pressure (zero for reference). First, define reference pressure drops without end effects: 

(25)  Δ𝑝𝑖,𝑟𝑒𝑓 =
𝐿𝑢𝑡𝜇𝑖𝐹𝑖

𝐾𝑘𝑟𝑤(𝑆r)
= Δ𝑝𝑟𝑒𝑓 =

𝐿𝑢𝑡

𝐾𝜆𝑇(𝑆r)
 

As indicated, the pressure drop without end effects is equal for both phases. From Darcy’s law, 

the pressure gradients of oil and water can be expressed in terms of the scaled distance from the 

outlet and the reference pressure: 



(26)  
𝑑𝑝𝑖

𝑑𝑌
=

𝐿𝑢𝑇𝜇𝑖𝐹𝑖

𝐾𝑘𝑟𝑖(𝑆(𝑌))
= Δ𝑝𝑟𝑒𝑓

𝑘𝑟𝑖(𝑆r)

𝑘𝑟𝑖(𝑆(𝑌))
> 0, (𝑖 = 𝑜,𝑤) 

The pressure drops including end effects are found by integration of the pressure gradients, 

expressed either as spatial integrals over the core or saturation integrals: 

(27)  Δ𝑝𝑖 = Δ𝑝𝑟𝑒𝑓 ∫
𝑘𝑟𝑖(𝑆r)

𝑘𝑟𝑖(𝑆(𝑌))
𝑑𝑌

1

𝑌=0

 = Δ𝑝𝑟𝑒𝑓 ∫
𝑘𝑟𝑖(𝑆r)

𝑘𝑟𝑖(𝑆)

𝑑𝑌

𝑑𝑆
 𝑑𝑆

𝑆1

𝑆𝑒𝑞

, (𝑖 = 𝑜,𝑤) 

Dividing (27) by this reference and applying the definition of 
𝑑𝑌

𝑑𝑆
 from (23) we obtain: 

(28)  
Δ𝑝𝑖

Δ𝑝𝑟𝑒𝑓
= −

1

𝑁0

𝑘𝑟𝑖(𝑆𝑟)𝜇𝑚

𝜇𝑖
∫

1 − 𝑓𝑖
𝐹 − 𝑓𝑤

𝑑𝐽

𝑑𝑆
𝑑𝑆

𝑆1

𝑆𝑒𝑞

> 0, (𝑖 = 𝑜,𝑤) 

We introduce an ‘effective relative permeability’ 𝑘̃𝑟𝑖 based on the measured pressure drop and 

injection conditions by direct application of Darcy’s law. This can be compared to the ‘true’ 

relative permeability without end effects 𝑘𝑟𝑖(𝑆r) which would be obtained if the pressure drop 

was Δ𝑝𝑟𝑒𝑓. 

(29)  𝑘𝑟𝑖(𝑆r) =
𝐿𝑢𝑡𝜇𝑖𝐹𝑖

𝐾Δ𝑝𝑟𝑒𝑓
, 𝑘̃𝑟𝑖 =

𝐿𝑢𝑡𝜇𝑖𝐹𝑖

𝐾Δ𝑝𝑖
, (𝑖 = 𝑜,𝑤) 

The ratio of pressure drops is then directly related to the ratio of relative permeability estimates: 

(30)  
Δ𝑝𝑖

Δ𝑝𝑟𝑒𝑓
=

𝑘𝑟𝑖(𝑆r)

𝑘̃𝑟𝑖

, (𝑖 = 𝑜,𝑤) 

This implies that the effective relative permeability approaches the true relative permeability 

when Δ𝑝𝑖 approaches Δ𝑝𝑟𝑒𝑓: 

(31)  𝑘̃𝑟𝑖 = 𝑘𝑟𝑖(𝑆r)
Δ𝑝𝑟𝑒𝑓

Δ𝑝𝑖
, (𝑖 = 𝑜, 𝑤) 

Under standard measurement conditions we only register the pressure drop of one phase, which 

is the less wetting phase at the injected fraction (oil can be less wetting than water at low water 

saturations and more wetting than water at high water saturations). This non-wetting phase 

pressure drop is the highest of the two (both phases have zero pressure at the outlet and 

nonwetting phase pressure is higher than wetting phase pressure) and implies that the effective 

relative permeability is always lower than the correct relative permeability. 

(32)  𝑘̃𝑟𝑖 = 𝑘𝑟𝑖(𝑆r)
Δ𝑝𝑟𝑒𝑓

Δ𝑝𝑛𝑤
, (𝑖 = 𝑜, 𝑤) 

 

3 Intercept methods 

3.1 Derivation of Gupta and Maloney method 



Gupta and Maloney (2016) assumed a capillary end effect region with a length 𝑥𝐶𝐸𝐸  less than 

the core length 𝐿 and having a constant average saturation 𝑠𝑤
𝐶𝐸𝐸 (independent of rate). The 

remaining saturation profile had the remaining part of the core length, 𝐿 − 𝑥𝐶𝐸𝐸 and a saturation 

corresponding to no end effects, 𝑠𝑤
𝑟 . The measured average saturation is then: 

(33)  𝑠̅𝑤
𝑚𝑒𝑎𝑠 = 𝑠𝑤

𝐶𝐸𝐸𝛽 + 𝑠𝑤
𝑟 (1 − 𝛽), 𝛽 =

𝑥𝐶𝐸𝐸

𝐿
 

As indicated, 𝛽 is the fractional length of the core reached by the CEE region. They also 

assumed that the measured pressure drop is given by a constant contribution from the CEE 

region, called Δ𝑃𝐼, plus an advective contribution from Darcy’s law over the core: 

(34)  Δ𝑝𝑚𝑒𝑎𝑠 = Δ𝑝𝐼 +
𝜇𝑖𝐿𝐹𝑖𝑢𝑡

𝑘𝑟𝑖(𝑠𝑤
𝑟 )𝐾

, (𝑖 = 𝑜,𝑤) 

Note that the latter term corresponds to Δ𝑝𝑟𝑒𝑓 and that 𝑘𝑟𝑖(𝑠𝑤
𝑟 ) represents corrected relative 

permeabilities. Plotting measured pressure drop Δ𝑝𝑚𝑒𝑎𝑠 for different rates 𝑢𝑇 should give a 

straight line with intercept Δ𝑝𝐼. After finding this value, any selected pressure drop can be 

corrected as:  

(35)  Δ𝑝𝑐𝑜𝑟𝑟 = Δ𝑝𝑚𝑒𝑎𝑠 − Δ𝑝𝐼 , 

See Figure 2a for illustration. The relative permeabilities are then found from Darcy’s law 

using the applied fraction and rate and the corrected pressure drop. Since the CEE length cannot 

be assessed easily, the fraction 𝛽 was estimated by the fraction of CEE pressure to corrected 

pressure:  

(36)  𝛽 =
Δ𝑝𝐼

Δ𝑝𝑚𝑒𝑎𝑠 − Δ𝑝𝐼
=

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
, 

Dividing (33) by (1 − 𝛽), 
𝑠̅𝑤
𝑚𝑒𝑎𝑠

1−𝛽
 makes a straight line against 

𝛽

1−𝛽
 with the corrected saturation 

𝑠𝑤
𝑟  as intercept, also illustrated in Figure 2b: 

(37)  
𝑠̅𝑤

𝑚𝑒𝑎𝑠

1 − 𝛽
= 𝑠𝑤

𝐶𝐸𝐸
𝛽

1 − 𝛽
+ 𝑠𝑤

𝑟  

As this method relies on several assumptions, we will compare it to a more general method 

recently derived by Andersen (2021a). 

 



 

Figure 2 Illustration of Gupta and Maloney’s intercept method. Correction of pressure drop (a) and 

saturation (b) for capillary end effects. The measured pressure drop is increased by a constant value due 

to end effects.  

 

3.2 Derivation of Andersen method 

Andersen (2021a) found that the position of the corrected saturation 𝑆𝑟 extended to infinity for 

including all co-injection cases and either finite or infinite distance for single phase injection. 

However, we can consider a saturation 𝑆∗ close to 𝑆𝑟 which is located within the core at the 

fractional distance from the outlet denoted 𝑌∗ = 𝑌(𝑆∗) < 1, given by:  

(38)  𝑌∗ = −
1

𝑁0
∫

𝜇𝑚𝑓𝑤𝜆𝑜

𝐹 − 𝑓𝑤

𝑑𝐽

𝑑𝑆
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

 

The remainder of the core was assumed to have saturation 𝑆𝑟. Let 𝑆̅∗ be the average saturation 

between the outlet and 𝑌∗ (in the end effect region) and 𝑆̅ the average saturation of the core. 

We then have: 

(39)  𝑆̅ = 𝑆̅∗𝑌∗ + 𝑆𝑟(1 − 𝑌∗),   

The CEE average saturation 𝑆̅∗ can be calculated as: 

(40)  𝑆̅∗ =
1

𝑌∗
∫ 𝑆(𝑌)𝑑𝑌

𝑌∗

𝑌=0

=
1

𝑌∗
∫ 𝑆

𝑑𝑌

𝑑𝑆
𝑑𝑆

𝑆∗

𝑆=𝑆𝑒𝑞

=
∫ 𝑆

𝜇𝑚𝑓𝑤𝜆𝑜
𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

∫
𝜇𝑚𝑓𝑤𝜆𝑜

𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤

𝑆∗

𝑆𝑒𝑞
𝑑𝑆

 

Inserting the expressions for 𝑆̅∗ and 𝑌∗ from (40) and (38) into (39), the average saturation can 

now be expressed as: 

(41)  

𝑆̅ = 𝑆𝑟 +
1

𝑁0
∫ (𝑆𝑟 − 𝑆)

𝜇𝑚 [𝑓𝑤𝜆𝑜
𝑑𝐽
𝑑𝑆

]

𝐹 − 𝑓𝑤
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

,   



We let 𝑆∗ → 𝑆𝑟 which causes the saturation integral to converge to a constant we call 𝐶𝑠:  

(42)  𝐶𝑠 = Δ𝑠𝑤 ∫ (𝑆𝑟 − 𝑆)
𝜇𝑚𝑓𝑤𝜆𝑜

𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤
𝑑𝑆

𝑆𝑟

𝑆=𝑆𝑒𝑞

 

This indicates that although some of the saturation profile extends beyond the core length, the 

average saturation is not much affected. Using unnormalized saturations we can write: 

(43)  
𝑠̅𝑤 = 𝑠𝑤

𝑟 +
𝐶𝑠

𝑁0
= 𝑠𝑤

𝑟 +
𝐶𝑠𝜎𝑜𝑤

𝐿√𝜙
𝐾 𝜇𝑚

1

𝑣𝑇
 

This states that average saturation plotted against inverse capillary number or inverse total 

velocity is linear and extrapolates to an intercept equal to the corrected saturation without end 

effects, see Figure 3a. 

A similar analysis is performed for the pressure drop. We can evaluate the pressure 

drops in (27) as integrated from 𝑌 = 0 to 𝑌∗ and then adding the contribution from 𝑌 = 𝑌∗ to 

1 where the pressure gradient is constant as defined by the saturation 𝑆𝑟.  

(44)  

Δ𝑝𝑖 = Δ𝑝𝑟𝑒𝑓 ∫
𝑘𝑟𝑖(𝑆r)

𝑘𝑟𝑖(𝑆(𝑌))
𝑑𝑌

1

𝑌=0

= Δ𝑝𝑟𝑒𝑓 [∫
𝑘𝑟𝑖(𝑆r)

𝑘𝑟𝑖(𝑆(𝑌))
𝑑𝑌

Y∗

𝑌=0

+ (1 − 𝑌∗)],   (𝑖 = 𝑜,𝑤) 

The pressure drops over the end effect region can be evaluated as: 

(45)  Δ𝑝𝑖
∗ = Δ𝑝𝑟𝑒𝑓 ∫

𝑘𝑟𝑖(𝑆r)

𝑘𝑟𝑖(𝑆(𝑌))
𝑑𝑌

Y∗

𝑌=0

= −
Δ𝑝𝑟𝑒𝑓

𝑁0
∫

𝑘𝑟𝑖(𝑆r)

𝑘𝑟𝑖(𝑆(𝑌))
 
𝜇𝑚𝑓𝑤𝜆𝑜

𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤
𝑑𝑆

S∗

𝑆𝑒𝑞

 

The remaining terms consist of Δ𝑝𝑟𝑒𝑓, i.e. the pressure drop over the entire core if there were 

no end effects and minus this same pressure drop times the fractional length of the end effect 

region: −Δ𝑝𝑟𝑒𝑓𝑌
∗. This latter term is given as:  

(46)  −Δ𝑝𝑟𝑒𝑓𝑌
∗ =

Δ𝑝𝑟𝑒𝑓

𝑁0
∫

𝜇𝑚𝑓𝑤𝜆𝑜

𝐹 − 𝑓𝑤

𝑑𝐽

𝑑𝑆
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

 

Both the pressure drop expressions Δ𝑝𝑖
∗ and −Δ𝑝𝑟𝑒𝑓𝑌

∗ consist of saturation integrals over the 

saturation range covered by the end effect and the factor 
Δ𝑝𝑟𝑒𝑓

𝑁0
 which can be evaluated as: 

(47)  Δ𝑝𝑟𝑒𝑓

𝑁0
=

𝜎𝑜𝑤√𝜙
𝐾

𝜇𝑚𝜆𝑇(𝑆r)
 

Both the pressure terms above are proportional to the magnitude of capillary forces, but 

independent of rate, meaning that the only rate-dependent term is Δ𝑝𝑟𝑒𝑓 which reflects the 



pressure drop without end effects. Adding all the pressure terms and combining the saturation 

integrals allows to express the total pressure drops as: 

(48)  Δ𝑝𝑖 = Δ𝑝𝑟𝑒𝑓 +
Δ𝑝𝑟𝑒𝑓

𝑁0

𝜇𝑚

𝜇𝑖
∫ [𝑘𝑟𝑖 − 𝑘𝑟𝑖(𝑆r)]

(1 − 𝑓𝑖)

𝐹 − 𝑓𝑤

𝑑𝐽

𝑑𝑆
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

, (𝑖 = 𝑜, 𝑤) 

Note that the second term is just the sum of the two terms Δ𝑝𝑖
∗ and −Δ𝑝𝑟𝑒𝑓𝑌

∗ from (45) and 

(46) and thus constant. The combined saturation integrals are however not very sensitive to 𝑆∗ 

and we let 𝑆∗ → 𝑆𝑟 to define the saturation integral constants 𝐶𝑤 and 𝐶𝑜.  

(49)  

𝐶𝑖 = ∫ [𝑘𝑟𝑖 − 𝑘𝑟𝑖(𝑆𝑟)]
(1 − 𝑓𝑖)

𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤
𝑑𝑆

𝑆𝑟

𝑆=𝑆𝑒𝑞

, (𝑖 = 𝑜,𝑤) 

The relation for pressure drop divided by the pressure drop without end effects is seen to be 

linear with the inverse capillary number (corrected for the phase viscosity) times the relevant 

saturation integral. Expanding the capillary number shows that the contribution from end effects 

is linear with inverse total velocity. 

(50)  Δ𝑝𝑖

Δ𝑝𝑟𝑒𝑓
=  1 +

1

𝑁0 (
𝜇𝑖

𝜇𝑚
)
𝐶𝑖 = 1 + 𝐶𝑖

𝜎𝑜𝑤

𝐿√𝜙
𝐾 𝜇𝑖

1

𝑣𝑇
, (𝑖 = 𝑜,𝑤) 

The measured pressure drop is that of the nonwetting phase at the injected fraction, given by: 

(51)  Δ𝑝𝑛𝑤

Δ𝑝𝑟𝑒𝑓
=  1 +

1

𝑁0 (
𝜇𝑛𝑤

𝜇𝑚
)
𝐶𝑛𝑤 = 1 + 𝐶𝑛𝑤

𝜎𝑜𝑤

𝐿√𝜙
𝐾 𝜇𝑛𝑤

1

𝑣𝑇
 

This can equivalently be expressed as:  

(52)  Δ𝑝𝑛𝑤 = Δ𝑝𝑟𝑒𝑓 + Δ𝑝𝐼 ,   

(53)  

Δ𝑝𝐼 =
Δ𝑝𝑟𝑒𝑓𝐶𝑛𝑤

𝑁0 (
𝜇𝑛𝑤

𝜇𝑚
)

= 𝐶𝑛𝑤

𝜎𝑜𝑤√𝜙
𝐾

𝜆𝑇(𝑆r)𝜇𝑛𝑤
 

where the first term Δ𝑝𝑟𝑒𝑓 is the pressure drop over the core without end effects and the second 

term Δ𝑝𝐼 is the constant contribution from capillary end effects. Applying (51) in (32) the 

effective relative permeabilities can be expressed as: 



(54)  

1

𝑘̃𝑟𝑖

=
1

𝑘𝑟𝑖(𝑆r)
+ [

𝐶𝑛𝑤

𝑘𝑟𝑖(𝑆r) (
𝜇𝑛𝑤

𝜇𝑚
)
]

1

𝑁0

=
1

𝑘𝑟𝑖(𝑆r)
+

[
 
 
 

𝐶𝑛𝑤

𝑘𝑟𝑖(𝑆r)

𝜎𝑜𝑤

𝐿√𝜙
𝐾 𝜇𝑛𝑤]

 
 
 

1

𝑣𝑇
,   (𝑖 = 𝑜,𝑤) 

stating that if we plot the inverse of effective relative permeability against inverse capillary 

number or inverse velocity, we get a straight line trend with intercept at the ‘true’ inverse 

relative permeability of each phase, see Figure 3b. 

 

 

Figure 3 Illustration of Andersen’s intercept method showing correction of saturation (a) and relative 

permeabilities (b) for capillary end effects. The effective relative permeabilities are reduced by end effects 

and increase towards the corrected value with higher rate. Inverse relative permeability is linear with 

inverse rate. Similarly, average saturation changes linearly with inverse rate (the slope depends on 

wettability). 

 

3.3 Comparison of the methods 

CEE region: As the saturation 𝑆𝑟 does not have a finite distance, 𝑥𝐶𝐸𝐸  is not defined other than 

subjectively. There will thus always be some end effect extending outside the core making the 

intercept method an approximation. However, the saturations closest to 𝑆𝑟 have negligible 

impact on average saturation and pressure drop, making the linear relation between average 

saturation and fractional length, see (33) and (39), a better approximation the closer a fixed 𝑆∗ 

is to 𝑆𝑟 while being within the core.  

Fixed CEE average saturation: Analytically, the profile does not change shape, but is 

only compressed or extended when the parameters in 𝑁0 are varied while the saturation integral 

in (22) is held fixed. Again, assuming the main profile is within the core, we have shown in 



(40) that the average saturation in the end effect region is a constant, as assumed by Gupta and 

Maloney. 

Pressure plot and CEE term: (52) and (53) show that the measured pressure drop is given 

by the reference pressure drop over the core without end effects plus a term arising from 

capillary end effects which is independent of rate, confirming Gupta and Maloney’s hypothesis 

in (34) and providing the actual value of this term. 

Saturation plot: With the linear relation (33) being true, the linear relation (37) with 𝑠𝑤
𝑟  

as intercept follows directly when 𝛽 is defined in the same way as 𝑌∗ (a point with saturation 

𝑆∗ close but not identical to 𝑆𝑟).  

Correspondence between 𝑌∗ and CEE pressure drop: The claim is that 𝑌∗ =
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
. This 

claim is difficult to justify since depending on the choice of 𝑆∗, 𝑌∗ can take any value, while 

the term Δ𝑝𝐼 (and the fraction 
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
) is constant. Taking the ratio of 𝑌∗ and 

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
 and using (38) 

and (52) we find that it is constant for a selected 𝑆∗: 

(55)  
𝐶∗ =

𝑌∗

(
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
)

= −
1

𝐶𝑛𝑤
(
𝜇𝑛𝑤

𝜇𝑚
)∫

𝜇𝑚𝑓𝑤𝜆𝑜

𝐹 − 𝑓𝑤

𝑑𝐽

𝑑𝑆
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

 

When (55) is applied in the expression for average water saturation (39) we obtain: 

(56)  𝑠𝑤̅ = 𝑠̅𝑤
∗

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
+ 𝑠𝑤

𝑟 (1 −
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
) + [𝑠̅𝑤

∗ − 𝑠𝑤
𝑟 ](𝐶∗ − 1)

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
 

This is written such that 
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
 appears in the first two terms in the same way as 𝛽 does in (33). 

Dividing (56) by 1 −
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
 we get a similar form as (37): 

(57)  
𝑠̅𝑤

1 −
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

= 𝑠̅𝑤
∗

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

1 −
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

+ 𝑠𝑤
𝑟 + [𝑠̅𝑤

∗ − 𝑠𝑤
𝑟 ](𝐶∗ − 1)

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

1 −
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

 

This is a linear equation of 
𝑠̅𝑤

1−
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

 plotted against 

Δ𝑝𝐼
Δ𝑝𝑟𝑒𝑓

1−
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

, which has the corrected saturation 

𝑠𝑤
𝑟  as intercept (when 

Δ𝑝𝐼
Δ𝑝𝑟𝑒𝑓

1−
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

 goes to zero). The presence of the third term demonstrates a 

different behavior when 
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
 is assumed to equal 𝑌∗. This term is proportional to 

Δ𝑝𝐼
Δ𝑝𝑟𝑒𝑓

1−
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

 and 

means that the slope in the plot is not 𝑠̅𝑤
∗ , but 𝑠̅𝑤

∗ + [𝑠̅𝑤
∗ − 𝑠𝑤

𝑟 ](𝐶∗ − 1) = [𝑠̅𝑤
∗ − 𝑠𝑤

𝑟 ]𝐶∗ + 𝑠𝑤
𝑟 . 



This is of less importance since we usually are not interested in estimating the CEE region 

average saturation 𝑠̅𝑤
∗ . However, the dependence of 𝑆∗ in the expression suggests that the slope 

might depend on the assumed 𝑆∗. Examining the involved expressions in the slope we find: 

(58)  𝑠̅𝑤
∗ = Δ𝑠𝑤

∫ 𝑆
𝜇𝑚𝑓𝑤𝜆𝑜

𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

∫
𝜇𝑚𝑓𝑤𝜆𝑜

𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤

𝑆∗

𝑆𝑒𝑞
𝑑𝑆

+ 𝑠𝑤𝑟 , 𝐶∗ = −
(
𝜇𝑛𝑤

𝜇𝑚
)

𝐶𝑛𝑤
∫

𝜇𝑚𝑓𝑤𝜆𝑜

𝐹 − 𝑓𝑤

𝑑𝐽

𝑑𝑆
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

 

(59)  [𝑠̅𝑤
∗ − 𝑠𝑤

𝑟 ]𝐶∗ + 𝑠𝑤
𝑟 =

Δ𝑠𝑤 (
𝜇𝑛𝑤

𝜇𝑚
)

𝐶𝑛𝑤
[∫ (𝑆𝑟 − 𝑆)

𝜇𝑚𝑓𝑤𝜆𝑜
𝑑𝐽
𝑑𝑆

𝐹 − 𝑓𝑤
𝑑𝑆

𝑆∗

𝑆𝑒𝑞

] + 𝑠𝑤
𝑟  

We can let 𝑆∗ → 𝑆𝑟  in (59) and observe that the expression simplifies to: 

(60)  [𝑠̅𝑤
∗ − 𝑠𝑤

𝑟 ]𝐶∗ + 𝑠𝑤
𝑟 =

𝐶𝑠

𝐶𝑛𝑤
(
𝜇𝑛𝑤

𝜇𝑚
) + 𝑠𝑤

𝑟  

The saturation plot is then given by: 

(61)  
𝑠̅𝑤

1 −
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

= [
𝐶𝑠

𝐶𝑛𝑤
(
𝜇𝑛𝑤

𝜇𝑚
) + 𝑠𝑤

𝑟 ]

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

1 −
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓

+ 𝑠𝑤
𝑟  

and does not depend on any subjective choice of 𝑆∗. 

Application: It has been demonstrated theoretically that correct pressure drop and 

saturation will be obtained from the intercepts when using the intercept method by Gupta and 

Maloney. We argue however that the Andersen method is more intuitive and less sensitive to 

experimental errors. In Andersen’s method, average saturation plotted against inverse rate 

directly provides the correct saturation, and inverse relative permeability plotted against inverse 

rate directly gives the correct (inverse) relative permeability. Gupta and Maloney’s method 

applies separate plots of pressure drop vs rate and ratio of saturation to normalized pressure 

drop against other normalized pressure drop expressions which depend on regression 

parameters and measurements from the first analysis. Several corrected relative permeability 

estimates are obtained, without clear guidance on how to average them or select the best 

estimate. To avoid this ambiguity, we propose that neither of the data points should be applied, 

but instead an arbitrary point (𝑄, Δ𝑝) on the regression line, as the line is based on all the data. 

With that modification, also the Gupta and Maloney method applies all the data to estimate one 

relative permeability. A minor disadvantage of their method in its original form is also that it 

depends on raw data (pressure drop) which in many cases is not reported, and must be combined 

with multiple other parameters (rate, permeability, viscosity, injected fraction, etc.) before 



correction can be performed. The Andersen method only requires the interpreted relative 

permeability curves and the velocity (in any unit) they were measured at.  

Uncertainty: The final estimated relative permeability point at a given flow fraction will be 

unique and correct when based on perfect data. However, when experimental data are applied 

to draw the line and intercept, noise and other sources of uncertainty (if the data are in the linear 

regime or have all reached steady state) can also lead to uncertainty in the estimated relative 

permeability point. This uncertainty can be quantified by the confidence interval of the intercept 

from the linear regression which can incorporate uncertainty in the data points if needed. 

 

3.4 Comments on later works 

Moghaddam and Jamiolahmady (2019) considered a strongly wetted medium with co-injection 

of incompressible gas and oil. They assumed an unaffected region and derived from steady state 

distributions similar to (40) that the average saturation in the end effect region should be 

constant, which is shown here for all wetting states. They also showed that there was a constant 

pressure drop over the end effect region, which corresponds to a less general version of (45). 

However, when they compared it to the pressure drop from the intercept method, which in fact 

is given by (53), they got a different answer and claimed the intercept method to be incorrect. 

However, the two parameters are both constant (with rate) and are mathematically different. 

Hence, seeing different values is no contradiction. In fact, the term Δ𝑝𝐼 in (53) is more uniquely 

defined as it does not depend on the specific choice of 𝑆∗. Li et al. (2021) found empirically 

that the relation between 𝑌∗ and 
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
 was constant for a given injected flow fraction. That is 

proven theoretically in this work, see (55), where the actual ratio can be calculated from the 

input parameters. The factor however depends on the saturation 𝑆∗ selected to define the extent 

of end effects. 

 

4 Results and discussion 

In the results we present interpretations of synthetical data and experimental data, where ‘data’ 

refer to steady state pressure drop and average saturation. The former is to show that the 

methods can reproduce data with an objectively correct answer (input relative permeability 

functions), the latter is to demonstrate that they can handle real measurements and evaluate 

consistency or differences in estimated relative permeabilities and related properties.  

 

4.1 Interpretation of synthetical data 



4.1.1 Input parameters 

As input data for simulation we apply intrinsic parameters, relative permeabilities and scaled 

capillary pressure from Bourbiaux and Kalaydjian (1990) based on strongly water-wet Vosges 

sandstone. Their data were fitted to extended Corey relative permeability (Corey and Brooks 

1964), where the exponents vary linearly with saturation, and Andersen et al. (2017b) capillary 

pressure correlation: 

(62)  𝑘𝑟𝑤 = 𝑘𝑟𝑤
∗ (𝑆)𝑛𝑤 , 𝑘𝑟𝑤 = 𝑘𝑟𝑜

∗ (1 − 𝑆)𝑛𝑜 

(63)  𝑛𝑤 = 𝑛𝑤1𝑆 + 𝑛𝑤2(1 − 𝑆), 𝑛𝑜 = 𝑛𝑜1𝑆 + 𝑛𝑜2(1 − 𝑆), 

(64)  𝐽(𝑆) =
𝐽1

(1 + 𝑘1𝑆)𝑛1
−

𝐽2

(1 + 𝑘2(1 − 𝑆))
𝑛2

+ 𝐽3 

𝑆 is normalized saturation. The saturation functions are plotted in Figure 4 and the input 

parameters are listed in Table 1. To be precise, these inputs are applied on the examples in 

Sections 4.1.2, 4.1.3 and 4.1.4. 

 

 

Figure 4 Input relative permeabilities (a) and capillary pressure (scaled and unscaled) (b) based on data 

from Bourbiaux and Kalaydjian (1990).  

 

Table 1 Reference input parameters for simulations based on Bourbiaux and Kalaydjian (1990).  

Constant 

parameters 
 

Saturation 

function 

parameters 

   

  

𝐾 137 mD 𝐽1 0.47291 𝑘𝑟𝑤
∗  0.044 𝑠𝑤𝑟 0.41 

𝜙 0.233 𝐽2 0.036769 𝑘𝑟𝑜
∗  0.46 𝑠𝑜𝑟 0.345 



𝐿 10 cm 𝐽3 -0.23646 𝑛𝑤1 1.4 𝑠𝑤
𝑒𝑞

 0.655 

𝜎𝑜𝑤 0.035 N/m 𝑘1 1.16553 𝑛𝑤2 1.8   

𝜇𝑤 1.2 cP 𝑘2 40 𝑛𝑜1 1.1   

𝜇𝑜 1.5 cP 𝑛1 0.720448 𝑛𝑜2 2.0   

  𝑛2 3     

 

4.1.2 Rate dependent relative permeabilities 

As an initial illustration of the impact of capillary end effects we assume that the system 

described above is used to measure relative permeabilities at different flow fractions 𝐹 and 

different total rates. Full curves are generated by spanning a large range of 𝐹 from 0.01 to 0.99 

in steps of 0.01 and keeping a fixed total rate. Rates from 1 PV/d to 1000 PV/d were considered. 

The results are shown in Figure 5. Although the same input relative permeabilities are used in 

each case, the effective relative permeability curves appear rate dependent. This is a result of 

end effects which add a higher pressure drop, reducing the calculated relative permeabilities at 

a given injected fraction. The saturations are shifted towards 𝑠𝑤
𝑒𝑞 = 0.655 giving higher average 

saturations at a given injected fraction. At the highest rates (100 PV/d and up) the end effects 

are negligible: the relative permeabilities reach their highest values, are rate independent and 

the saturations span a greater interval as they have not been shifted towards 𝑠𝑤
𝑒𝑞

. The calculated 

curves also equal the input curves. 

 



 

Figure 5 Effective relative permeabilities of water (a) and oil (b) based on injected fractions between 0.01 

and 0.99. Each curve is based on a constant total rate in PV/d from 1 to 1000 as indicated. 

 

4.1.3 Analytical prediction of linear behavior in high rate data 

In practice it may not be possible to reach rates with negligible end effects, due to limitations 

in pump, pressure sensors, core integrity or significant deviation in flow conditions where the 

relative permeabilities can be expected to be unchanged, e.g. seen for capillary desaturation 

(Abeysinghe et al. 2012; Yeganeh et al. 2016). Then we need to apply the reliable measurements 

we can obtain to correct for end effects. 

 In the following example, the injected fraction 𝐹 = 0.05 is applied with 6 total rates: 1, 

2, 4, 8, 16 and 32 PV/d. According to the Andersen method, the average saturation and inverse 

(oil) relative permeability are plotted against inverse total rate in Figure 6. We have calculated 

the points according to the integrals (24) and (27) (as circles), which are valid for all steady 

states, and from the commercial simulator PRORES Sendra v2018.2.5 (as crosses) to confirm 

the numerical solution. At high rates (4 to 32 PV/d) the data fall on the straight lines predicted 

by the analytical solutions (43) and (54) and the lines have intercept at the correct saturation 

and correct inverse relative permeability (indicated as diamonds). Drawing a regression line 

through the high rate data with linear trend thus give correct results and will be demonstrated 

in the following sections. 

 



 

Figure 6 Plot of average saturation (a) and inverse relative permeability (b) against inverse total rate based 

on the reference input parameters at injected fraction 𝑭 = 𝟎. 𝟎𝟓. The lines are the analytical solutions for 

the high rate cases, extrapolated to lower rate. 

 

We next plot pressure drop of non-wetting phase (oil) against total rate, and 
𝑠𝑤,𝑎𝑣𝑟

1−𝛽
 against 

𝛽

1−𝛽
 

in Figure 7. In this plot we have defined 𝛽 as 𝛽 =
Δ𝑝𝐼

Δ𝑝−Δ𝑝𝐼
 and Δ𝑝𝐼 is calculated from (53). 

Pressure drop calculated from SENDRA (crosses) agrees with our numerical calculations 

(circles). The analytical solution for pressure drop given by the sum of Δ𝑝𝑟𝑒𝑓 and Δ𝑝𝐼 is a 

straight line that overlaps with the high rate points (4 to 32 PV/d) and matches the intercept Δ𝑝𝐼 

extrapolated to zero rate. Note that Δ𝑝𝐼 is predicted correctly by (53). In the saturation plot the 

4 high rate points fall on the predicted straight line (61) and the corrected saturation 𝑠𝑤
𝑟  is found 

at the intercept. The two low rate points fall on the negative side of the x-axis (as Δ𝑝𝐼 >

0.5Δ𝑝𝑛𝑤) and are not shown.  

 



 

Figure 7 Plot of pressure drop against rate (a) and  
𝒔𝒘,𝒂𝒗𝒓

𝟏−𝜷
 against 

𝜷

𝟏−𝜷
 (b) demonstrating that the data form 

linear trends for the high rate points with the end effect pressure drop contribution 𝚫𝒑𝑰 and corrected 

saturation 𝒔𝒘
𝒓 , respectively, at the intercepts. In (b) the two low rate points are on the negative x-axis and 

are not shown. 

 

4.1.4 Non-unique quantities 

Define the end effect length 𝑌∗ as where a saturation denoted 𝑆∗ ≈ 𝑆𝑟 is located, see (38). The 

two saturations cannot be identical since 𝑆𝑟 is at infinite distance (Andersen 2021a), while 𝑆∗ 

is not. Let 𝑆∗ be defined as: 

(65)  𝑆∗ = 𝑆𝑟𝜀 + 𝑆𝑒𝑞(1 − 𝜀) 

for some 𝜀 close to, but less than 1. The (normalized) saturation 𝑆∗ can be called a cut-off 

saturation because it is a practical way to define a finite end effect region. We did not need to 

make any assumptions on 𝑆∗ in the previous section, as the parameters affecting the slope and 

intercept of the linear solutions (valid at high rates) are uniquely defined and depend on integrals 

covering the entire saturation interval between 𝑆𝑒𝑞 and 𝑆𝑟, while the general solutions for 

distributions and core average properties (valid at all conditions, but in integral form) depend 

on the distribution within the core. Our aim now is to see how the choice of cut-off saturation 

will affect properties associated with the end effect region (by this definition located at 0 <



𝑌 < 𝑌∗). We consider the same example as before with 𝐹 = 0.05 and apply the rate of 8 PV/d 

to demonstrate some impacts of the choice of 𝑆∗.  

The saturation profile 𝑠𝑤(𝑌) in Figure 8a is plotted with different 𝑆∗ indicated with 𝜀 

varying linearly from 0.99 to 0.9995. The closer 𝑆∗ is selected to 𝑆𝑟, the longer the profile will 

be, as indicated by a larger 𝑌∗ and the added interval will have saturations more similar to 𝑆𝑟. 

Larger 𝑌∗ shifts the end effect average saturation towards 𝑆𝑟, see Figure 8b. This also 

demonstrates why the slope in Gupta and Maloney’s saturation plot cannot equal the end effect 

average saturation. While the slope is unique, this average saturation is not. We also calculate 

the parameter 𝐶∗ = 𝑌∗/ (
Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
) in Figure 8c. As we have demonstrated 

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
 is independent of 

𝑆∗, while 𝑌∗ is not. The parameter 𝐶∗ therefore changes proportionally with 𝑌∗. Gupta and 

Maloney implicitly assumed 𝐶∗ to be 1, although it is seen to differ, as it can take any value. 

Finally, in Figure 8d we see the pressure terms −Δ𝑝𝑟𝑒𝑓𝑌
∗, Δ𝑝∗, and their sum given either as 

Δ𝑝∗ − Δ𝑝𝑟𝑒𝑓𝑌
∗ and as the constant Δ𝑝𝐼. The former two terms vary linearly in opposite ways 

with 𝑌∗, while their sum is independent of 𝑌∗. 

We emphasize that if a specific choice of 𝜀 is made, the end effect cut-off saturation and 

end effect length 𝑌∗ will be properly defined, as will the end effect region average saturation 

𝑠̅𝑤
∗  and the ratio 𝐶∗ = 𝑌∗/ (

Δ𝑝𝐼

Δ𝑝𝑟𝑒𝑓
). Once defined, the latter two are independent of rate and core 

length.  

 



 

Figure 8 Simulation of the reference case with 𝑭 = 𝟎. 𝟎𝟓 and rate 8 PV/d. Saturation profile with end effect 

lengths 𝒀∗ marked at different cut-off saturations (a) and average saturation in the end effect region (b), the 

ratio between the end effect length and pressure ratio (c) and a comparison of the end effect related 

pressure drops (d) for different 𝒀∗.  

 

4.1.5 Moghaddam and Jamiolahmady synthetical data 

Moghaddam and Jamiolahmady (2019) simulated steady state flow at two liquid-gas ratios 

(LGR) of 0.08 and 0.02, with known input saturation functions (capillary pressure and relative 

permeability) and hence, accurately known corrected relative permeabilities and saturations at 

the given injection conditions, called ‘true’. The phases were assumed incompressible. They 

reported pressure drop and average saturation at four rates (for each LGR) where the end effect 

profile was within the core, i.e. conditions where the intercept methods are valid. Since they 

reported these values with four and three significant digits, respectively, that is also the accuracy 

we can expect in our estimates.  

 We first apply Andersen’s method. In Figure 9 average saturation (a) and calculated 

inverse effective relative permeabilities (b) are plotted against inverse total rate. The points 

align well on straight lines with very high R2 (1.0000 for inverse relative permeabilities and 



0.9994 for saturations). The difference between the saturation points and the line was less than 

1.6e-4, and can be associated with the round-off of the fourth decimal. The corrected saturations 

(the intercepts) from the lines are 0.5602 (LGR=0.08) and 0.4497 (LGR=0.02). The corrected 

relative permeabilities from the lines are 𝑘𝑟𝑔 =
1

6.449
= 0.1551 (LGR=0.08) and 𝑘𝑟𝑔 =

1

3.626
=

0.2758 (LGR=0.02).  

 

 

Figure 9 Plot of average saturation (a) and inverse relative permeability (b) against inverse total rate to 

determine corrected inverse relative permeability and corrected saturation at the intercepts of the 

regression lines. The data (points) are based on simulations from Moghaddam and Jamiolahmady (2019) 

and are expected to align on straight lines from Andersen’s theory, with errors only resulting from round-

off in reported data. 

 

We also apply Gupta and Maloney’s method by plotting pressure drop against rate in Figure 

10a to find the end effect contribution to the pressure drop Δ𝑝𝐼 at the intercept. Subtracting Δ𝑝𝐼 

from an arbitrary point on the regression line Δ𝑝(𝑄) we find the corrected pressure drop and 

calculate relative permeability of gas. We calculate 𝛽 =
Δ𝑝𝐼

Δ𝑝−Δ𝑝𝐼
 and plot 

𝑠𝑎𝑣𝑟

1−𝛽
 against 

𝛽

1−𝛽
 in 

Figure 10b and draw a regression line to find corrected saturation at the intercept of this line. 

As we have proven Gupta and Maloney’s method to be valid, we also observe that the points 

fall perfectly on the lines with R2=1.0000 in the pressure and saturation plots.  

 



 

Figure 10 Plot of pressure drop against total rate (a) and 
𝑺𝒂𝒗𝒓

𝟏−𝜷
 against 

𝜷

𝟏−𝜷
 (b) to determine end effect pressure 

drop and correct saturation, respectively, at the intercepts of the regression lines, according to Gupta and 

Maloney’s method. The data (points) are based on simulations from Moghaddam and Jamiolahmady (2019). 

 

The corrected relative permeability and saturation values obtained from the Andersen, Gupta 

and Maloney and Moghaddam and Jamiolahmady methods are summarized in Table 2 together 

with the ‘true’ values. The three methods all provide estimates close to the true values. We note 

that Andersen and Gupta and Maloney’s methods yield identical results to the fourth digit for 

all cases (although for LGR=0.02 there is a difference of 1 in the fourth digit for 𝑠𝑙). In particular 

𝑘𝑟𝑔 is estimated to 0.1551 at LGR=0.08 and 0.2758 at LGR=0.02 with both these methods, 

which is virtually identical to the true values of 0.1550 and 0.2758 and interestingly better 

estimates than Moghaddam and Jamiolahmady’s estimates of 0.1553 and 0.2826, where the 

latter has a relatively high error (2.5%). The three methods yielded saturations of 0.5602, 0.5602 

and 0.5600 at LGR=0.08, virtually identical to the true value of 0.5600. For LGR=0.02, the 

saturation estimate from the three methods were 0.4497, 0.4496 and 0.4500 and have similar 

error ~ 0.001 compared to the true value of 0.4507. The slightly better saturation estimates by 

Moghaddam et al. are reasonable as they did not face round off errors in those data.  

Note that Andersen and Gupta and Maloney’s methods would have provided the same 

estimates using only two points (two rates) and performing two linear regressions. Moghaddam 

et al’s method depends on four points (four rates) and simultaneously solving eight linear 



equations for eight unknowns. It is also worth mentioning that although Moghaddam and 

Jamiolahmady pointed out that there exists an end effect pressure drop that is constant and not 

equal to the end effect pressure drop calculated by Gupta and Maloney’s method, this is not 

inconsistent as both these constants exist. In the above examples we have illustrated that correct 

results are obtained. 

 

Table 2 Comparison of corrected gas relative permeability and liquid saturation at two LGRs, based on the 

methods by Andersen (2021a), Gupta and Maloney (2016) and Moghaddam and Jamiolahmady (2019). 

 LGR=0.08  LGR=0.02  

 𝑠𝑙 𝑘𝑟𝑔 𝑠𝑙 𝑘𝑟𝑔 

Andersen 0.5602 0.1551 0.4497 0.2758 

Gupta & Maloney 0.5602 0.1551 0.4496 0.2758 

Moghaddam 0.5600 0.1553 0.4500 0.2826 

True 0.5600 0.1550 0.4507 0.2758 

 

4.2 Interpretation of experimental data 

We present applications of the Andersen intercept method on three sets of experimental data. 

The interested reader can find applications of this method on two other sets of experimental 

data in Andersen (2021a). 

 

4.2.1 Jeong et al. data: Rate-dependent CO2 relative permeability end points 

Jeong et al. (2021) measured steady state average water saturation and effective relative 

permeability of CO2 at 14 different CO2 single phase injection rates displacing water. They 

interpreted the trends as related to desaturation (reduction of residual saturation at higher 

capillary number), but did not check whether end effects could explain it. In fact, the capillary 

numbers they considered were in the same range as where water-oil did not have desaturation.  

Their data are plotted as saturation and inverse relative permeability against inverse rate 

in Figure 11. With exception of the lowest rate data point, the data form straight lines with high 

coefficient of determination (~0.98) through the 13 high rate points, consistent with end effect 

behavior. The point that deviated from the straight line was below the line, in the sense of less 

change than if the linear trend continued. This is consistent with some of the end effect profile 

extending out of the core, with this part not affecting average saturation and pressure drop 

within the core, see Andersen (2021a). The core was strongly water-wet which means that the 

capillary forces retain water. End effects therefore support the observed reduced average water 

saturation with higher injection rate. The same was observed in Andersen et al. (2020) where 



waterflooding to displace oil from an oil-wet core caused high oil saturations to be trapped at 

low rates. From the intercepts we find that the residual water saturation is 𝑠𝑤𝑟 = 39.0% and 

that the relative permeability of gas at that point is 𝑘𝑟𝑔(𝑠𝑤𝑟) =
1

2.063
= 0.485. 

 

 

Figure 11 Plot of average saturation (a) and inverse gas relative permeability (b) against inverse rate during 

CO2 flooding to displace water. The experimental data (points) are from Jeong et al. (2021). Linear 

regression (red line) is performed through all points except the one with highest inverse rate which deviates 

from the linear trend, indicating the end effects have exceeded the core length. 

 

4.2.2 Andersen et al. data: Waterflooding an oil-wet core 

Andersen et al. (2020) waterflooded oil from a strongly oil-wet, high permeable Bentheimer 

sandstone core. This allowed capillary forces to be significant over a wide range of injection 

rates. Steady state pressure drop and saturations from stepwise increases in rate were used in 

that work to determine saturation functions over the entire saturation range. Here we 

demonstrate the Andersen intercept method on the data. 

The average saturation and inverse effective water relative permeability are plotted 

against inverse rate in Figure 12 with focus on the highest rates. As inverse rate goes to lower 

values, linear trends are identified and drawn through the four last points. From the intercepts 

the residual saturation is 𝑠𝑜𝑟 = 1 − 0.817 = 0.183 and the relative permeability end point 



𝑘𝑟𝑤(1 − 𝑠𝑜𝑟) =
1

1.541
= 0.649. Consistent with theory, the data at lower rates deviate from the 

lines in the direction of less impact.  

 

 

Figure 12 Plot of average saturation (a) and inverse water relative permeability (b) against inverse rate 

during water flooding to displace oil. The experimental data (points) are from Andersen et al. (2020). Linear 

regression (red line) is performed through the four points with lowest inverse rate. Points after that deviate 

from the linear trend, indicating the end effects have exceeded the core length. 

 

4.2.3 Moghaddam and Jamiolahmady data: Gas-oil flow in shale 

Moghaddam and Jamiolahmady (2019) injected oil and gas through a short shale core and 

reported relative permeability points at four total rates for four injection conditions: oil 

injection, gas injection, LGR=0.08 and LGR=0.25. For each injection condition we applied 

Andersen’s method and plotted average saturation against inverse rate and inverse relative 

permeability against inverse rate and drew regression lines, see Figure 13. The LGR values 

were not necessary to interpret the data, but were applied for labeling. For the single phase 

injection conditions, the other phase has zero relative permeability and their data are hence not 

plotted (the inverse is infinite). The intercepts provided corrected saturation and corrected 

inverse relative permeabilities.  

The saturations are shifted by end effects toward higher oil saturations for all conditions, 

indicative of a strongly oil-wet medium relative to gas. During gas injection for example, the 

end effects have great impact and modify the corrected saturation by as much as ~0.15. The oil 

injection saturations vary by just 0.02 from the intercept, but appear inconsistent in that lower 

oil saturations (0.82 vs 0.83) are obtained at higher oil rate which cannot be explained by 



desaturation or end effects. A higher oil rate with zero gas rate should only increase the oil 

saturation. Assuming this to be experimental or reporting error, the average of these saturations 

0.825 is assumed to be representative of the highest mobile oil saturation. There is no difference 

in the oil relative permeability end points (0.255) suggesting negligible influence of end effects 

during oil injection, consistent with strong oil-wetness.  

 

 

Figure 13 Illustration of Andersen’s method to correct steady state experimental (EX) data. Plot of average 

oil saturation (a), inverse gas relative permeability (b) and inverse oil relative permeability (c) against 

inverse total rate. Corrected saturations and inverse relative permeabilities are found at the intercepts of 

the regression lines (REG). The data are from Moghaddam and Jamiolahmady (2019) based on 4 total rates 

and 4 injection conditions (identified by distinct colors).  

 

Table 3 Corrected saturations and relative permeabilities after applying Andersen’s method on 

experimental data from Moghaddam and Jamiolahmady (2019). *The oil injection saturation data appeared 

uninfluenced by end effects and their average was considered more representative than their intercept. 

 Corrected oil  

saturation 

Corrected gas  

relative permeability 

Corrected oil  

relative permeability 

Gas inj 0.339 0.621 0 

LGR = 0.08 0.494 0.270 0.152 

LGR = 0.25 0.662 0.106 0.178 

Oil inj 0.825* 0 0.255 

 



The corrected results are summarized in Table 3. The corrected points are also plotted together 

with the curves measured at different rates in Figure 14. At a given injection condition the 

nonzero relative permeabilities are increased after correction for end effects. The corrected 

saturations span a greater saturation interval, as they are no longer shifted towards the saturation 

where capillary pressure is zero (in this case 0.825). 

 

 

Figure 14 Oil and gas relative permeability points measured at different total rates (dashed lines) by 

Moghaddam and Jamiolahmady (2019) and the corrected curves (full lines) based on the Andersen method. 

 

5 Conclusions 

General equations have been derived for steady state flow of two immiscible phases through a 

core subject to capillary end effects. The theoretically derived intercept method by Andersen 

(2021a) was compared with the intercept method by Gupta and Maloney (2016) which was 

based on less clear assumptions. Andersen’s method states how all the system parameters are 

related to experimental observations. In its simplest form it states that to obtain corrected steady 

state data: plot average saturation and inverse relative permeability against inverse total rate at 

a given injected fraction and interpolate a straight line through the high rate data that are linear 

to read corrected saturation and corrected inverse relative permeability at the intercepts. The 

following was concluded: 



- Gupta and Maloney’s intercept method could be derived from the general solution. The 

slopes and intercepts were predicted and are not subjective to how the end effect region is 

defined. Specifically, it was proven that: 

o Drawing pressure drop against total rate (for a fixed injected fraction) gives an 

intercept which is a constant term Δ𝑝𝐼 from capillary end effects. The remaining 

pressure drop is the pressure drop from Darcy’s law without end effects Δ𝑝𝑟𝑒𝑓 which 

is proportional to rate. Δ𝑝𝑟𝑒𝑓 contains correct relative permeability values from 

Darcy’s law. 

o It was proven that Δ𝑝𝐼/Δ𝑝𝑟𝑒𝑓 is not equal, but proportional to the fractional length 

of the end effect region (relative to the core). That is also a formal proof of the 

empirical observation by Li et al. (2021). Gupta and Maloney’s saturation plot based 

on Δ𝑝𝐼/Δ𝑝𝑟𝑒𝑓 does provide the end effect corrected saturation 𝑠𝑤
𝑟  at the intercept, 

but the slope in this plot does not equal the average saturation in the end effect 

region. 

- Several properties of the end effect region are subjective. The unaffected saturation does 

not have a finite distance and a cut-off saturation must be defined. This choice affects the 

length, average saturation and pressure drop over the end effect region (which is not the 

same as the intercept Δ𝑝𝐼). Using such non-unique quantities as matching parameters to 

determine corrected relative permeability and corrected saturation is unnecessary and 

requires justification. 

- Literature data showing apparently rate dependent relative permeabilities in a CO2-brine 

system could be explained by capillary end effects. 

An advantage of the intercept method is explaining how measurements are related to physics in 

the system (e.g., saturation increase or decrease with rate implies wettability) and providing 

accurate relative permeability points based only on the relevant data. Since the results are 

analytical, they also inform about data quality / consistency and whether the end effect is within 

the core. With full numerical simulation, the user may manually ‘guess’ what to vary and how 

to match the data, which is challenging when the entire forecast is affected. Alternatively, an 

automated match can be less transparent regarding which data features resulted in the match 

and how accurate, unique and dependent the parameters are. The intercept method quickly 

provides reliable relative permeability points and should be supplementary to numerical history 

matching for assessing consistency.  
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Nomenclature 

Roman 

𝐹 = Injected water fraction, - 

𝑓𝑤 = Water fractional flow function, - 

𝐽 = Scaled capillary pressure, - 

𝑘𝑟𝑖 = Phase relative permeability, - 

𝐾 = Absolute permeability, m2 

𝑘𝑖
∗ = Relative permeability end point, - 

𝐿 = Core length, m 

𝑁0 = Capillary number, - 

𝑝𝑖 = Phase pressure, Pa 

𝑃𝑐 = Capillary pressure, Pa 

𝑠𝑖 = Phase saturation, - 

𝑆𝑖 = Normalized phase saturation, - 

𝑆1 = Normalized water saturation at the inlet (𝑌 = 1), - 

𝑆𝑒𝑞 = Normalized water saturation at which capillary pressure is zero, - 

𝑆𝑟 = Normalized reference water saturation (obtained with no end effects), - 

𝑆̅ = Average normalized saturation in the core, - 

𝑆̅∗ = Average normalized saturation in end effect region, - 

𝑠̅𝑤
∗  = Average saturation in end effect region, - 

𝑢𝑖 = Darcy phase velocity, m / s 



𝑣𝑖 = Interstitial velocity, m / s 

𝑌 = Scaled distance from outlet, - 

 

Greek 

𝜙 = Porosity, - 

𝜇𝑖 = Phase viscosity, Pa s 

𝜎𝑜𝑤 = Interfacial tension, N / m 

𝜆𝑖 = Phase mobility, 1 / (Pa s) 

Δ𝑝𝑖 = Phase pressure drop, Pa 

Δ𝑝𝐼 = Constant pressure drop from end effects at high rates, Pa 

Δ𝑝𝑟𝑒𝑓 = Pressure drop without end effects, Pa 

 

Indices 

* = Evaluated based on the saturation 𝑆∗ 

𝑒𝑞 = Zero capillary pressure condition 

𝑖 = Phase index 

𝑛𝑤 = Non-wetting phase (can be water or oil) 

𝑜 = Oil 

𝑟 = Reference (no end effects) 

𝑇 = Total 

𝑤 = Water 

 


