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Abstract
This article aims to provide new insights about risk and uncertainty in law contexts,
by incorporating ideas and principles of contemporary risk science. The main focus
is on one particular aspect of the law: its operation in courts where a defendant has
been charged with a violation of civil or criminal law. Judgements about risk and
uncertainty—typically using the probability concept—and how these relate to the evi-
dence play a central role in such situations. The decision on whether the defendant is
liable/guilty or not may strongly depend on how these concepts are understood and
communicated. Considerable work has been conducted to provide theoretical and prac-
tical foundations for the risk and uncertainty characterizations in these contexts. Yet, it
can be argued that a proper foundation for linking the evidence and the uncertainty
(probability) judgements is lacking, the result being poor communication in courts
about risk and uncertainties. The present article seeks to clarify what the problems
are and provide guidance on how to rectify them.
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1 INTRODUCTION

Consider a court where a defendant has been charged with a
violation of civil or criminal law. In a civil case, the defendant
is found liable or not liable for damages, whereas in a crim-
inal case the decision is guilty or not. For simplicity, in this
article, we only use the terms guilty or not guilty. What are the
consequences of delivering a verdict of guilty or not guilty?
Basically, there are four: (1) the defendant did not commit the
violation that he/she is accused of but is found guilty, (2) the
defendant committed the violation but is not found guilty, (3)
the defendant did not commit the violation and is not found
guilty, and (4) the defendant committed the violation and is
found guilty. The two first outcomes represent errors and are
commonly referred to in statistics as errors of type I and type
II, respectively.

It is, however, not known with certainty whether the defen-
dant actually committed the violation. There are uncertainties
and, hence, risk.
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The above paragraphs express the essence of the concept
of risk, as defined by current risk science as understood by
the authors of the present paper (e.g., SRA, 2015). It has two
main elements: (i) the consequences of the activity consid-
ered with respect to something that is of value to us and (ii)
the associated uncertainties. The activity here is the trial with
its verdict.

However, when people and lawyers discuss risk in such
contexts, is this the way this concept is understood? No, this
is not a typical perspective. More common is that they asso-
ciate risk with probabilities: the probability of the defendant
being found guilty when not having committed the violation,
as well as the probability that the defendant is found not guilty
when having committed the violation, in other words, the
probability of errors of types I and II. In statistics, probability
has precise interpretations, but, in law contexts, as here dis-
cussed, the conceptual clarity is often weak, and other more
specific ‘‘law interpretations’’ are also seen, based on links
to the evidence and judgements of its strength, through the
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2 AVEN AND FLAGE

concept of ‘‘burden of proof.’’ This concept is the obliga-
tion to present evidence on the subject of the lawsuit or the
criminal charge. In criminal cases, the requirement is that
all accusations against the defendant be proven ‘‘beyond a
reasonable doubt.’’ The standard is that there is a large like-
lihood that the accused committed the crime. The burden is
on the prosecution because of the initial presumption of inno-
cence. Probability numbers are not specified, but levels like
90%, 95%, or even 99% are often referred to (Newman, 2019;
Shoener, 2014; see also Section 2.2).

In civil cases, the standard instruction of the proof burden
states that an affirmative defense must be established by a pre-
ponderance of the evidence, where ‘‘preponderance’’ means
more likely than not (Allen & Stein, 2013). The formula-
tion leads directly to a probabilistic interpretation of larger
than a 0.5 probability. The standard also refers to a claim of
‘‘balance of probabilities,’’ with the same interpretation.

Although these standards relate to the concept of likelihood
and probability, it is not trivial to explain what probabil-
ity or likelihood means in this context. The issue has been
thoroughly discussed in the literature (see, e.g., Allen &
Stein, 2013; James, 1941; Pardo & Allen, 2008). On the one
hand, we see perspectives which seek to integrate the bur-
den of proof reasoning into statistical and decision analysis
frameworks (e.g., Bell, 1987; Lindley, 1977; Orloff & Ste-
dinger, 1983), like the Bayesian one; on the other, we find
perspectives which make a clear distinction between such
frameworks and the law context. Allen and Stein (2013) pro-
vide an example of the latter type of perspectives. These
authors refer to the concept of relative plausibility, which is
understood as “instructing factfinders to determine which of
the parties’ conflicting stories makes most sense in terms of
coherence, consilience, causality, and evidential coverage”
(Allen & Stein, 2013). They argue that the concept corre-
sponds to our courts’ practice is in line with people’s natural
reasoning and common sense, and outperforms mathematical
probability, operationally and normatively. Allen and Stein
(2013) assert that our courts apply mathematical probability
only to a small number of well-defined categories of cases.
While not an area of extensive research in the risk science
literature, there are examples of both broader discussions,
such as on the relationship between the fields of law and risk
science (Harlow, 2004), and on analysis of more specific risk-
related concepts in a law context, such as risk and statistical
evidence (Brannigan et al., 1992).

The likelihood and probability concepts are essential for
the risk and uncertainty communication in courts and, ulti-
mately, for the decision to be made. However, reading the
literature on this topic reveals that the foundation for the
risk and uncertainty communication in this context is weak.
Current discussions only to a limited degree acknowledge
and reflect that probability and likelihood judgements can-
not be considered isolated from the knowledge and evidence
supporting these judgements. In this article, we argue that
contemporary risk and uncertainty science provides insights
which can be used to provide increased clarity on the
nexus between the concepts of risk, uncertainties, knowledge,

evidence, and probability (likelihood) in this law context.
First, in Section 2, we provide two cases to illustrate the
discussion. Then, in Section 3, we present a framework that
clarifies the meaning of and relationship between these con-
cepts. The framework is discussed in Section 4, and, finally,
Section 5 provides some conclusions.

2 TWO CASES TO ILLUSTRATE THE
DISCUSSION

2.1 A civil case

We consider a case where a person, the Plaintiff, was involved
in a rear-end collision. He sued for damages. The accident
was relatively minor, but the Plaintiff claimed that it caused
some severe back problems and pain. The defendant, on the
other hand, argued that the crash was not the cause of the
Plaintiff’s pain issues; rather, these could be traced back to
some previous back condition of the Plaintiff. A case like this
is described by Magraken (2010). The Plaintiff’s allegation
of causation of the ongoing injuries due to the collision was
dismissed by the Court, which stated

It may well be that Mr. X’s continuing back pain
is the result of soft tissue injuries resulting from
the accident. However, on the balance of proba-
bilities, Mr. X has failed to persuade me that this
is the case… (Magraken, 2010)

Thus, the court refers to probability and gives this
justification, by writing

Dr. Y’s carefully worded report really says it
all: “[t]he soft tissue injuries were responsible
for his symptoms and limitation soon after the
accident” [emphasis added] and, “[t]he injuries
sustained were not severe enough to aggravate
his pre-existing conditions.” I note that it is pos-
sible that Dr. Y is wrong. It could be that the
whiplash from the accident did affect Mr. X’s
spine in a way that affected the area of the
surgery. But without a full and proper medical
investigation with the aid of diagnostic imaging,
I have no way of knowing that. The body of evi-
dence that has been put before me on behalf of
Mr. X, who bears the burden of proving his case
on the balance of probabilities, just does not do
that (Magraken, 2010).

Let A denote the event or statement that the accident
‘‘caused’’ the pain problems, and P the probability of the
event occurring (the statement being true), i.e., P = P(A). The
conclusion in the case was that the court could not conclude
that P > 0.5, given the evidence and knowledge available,
and hence it has to be dismissed, according to the “balance
of probabilities” standard. Let K denote this evidence and
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A RISK SCIENCE PERSPECTIVE ON LIABILITY/GUILT 3

knowledge. Clearly, there is a link between K and P, but,
as discussed in Section 1, it is not straightforward and has
been subject to considerable discussion in the literature. In
Section 3, we will present a framework which aims at con-
tributing to clarifications. The key is to be precise on the
meanings of P and K.

2.2 Criminal law: ‘‘Beyond reasonable
doubt’’

Judge Weinstein is a leading authority on the American law of
evidence (Tillers & Gottfried, 2006). He advocates for proba-
bilistic reasoning in relation to criminal law and interpretation
of “beyond reasonable doubt,” using statements like “a prob-
ability of guilt of no less than 95% should be necessary to
support a conviction” and “in the high 90s” (Weinstein &
Dewsbury, 2006). Other law scholars have formulated sim-
ilar suggestions, see for example Franklin (2006), Tillers and
Gottfried (2006), and Newman (2019).

Weinstein and Dewsbury write:

In a criminal case, the law tilts in favour of
defendants; it prefers that some guilty go free
rather than that some innocents be convicted.
The questions are (1) how high the required
minimum probability should be set and (2) how
should the test be articulated. Quantification
is one way of stating the standard. Requir-
ing a combined descriptive explanation and
an explicit percentage would likely work well
for the thousands of jurors we have observed
(Weinstein & Dewsbury, 2006, p. 167).

Weinstein and Dewsbury emphasize that the precise mean-
ing of the standard, that is, how high it is, is left to the jury,
reflecting different views among the jurors on for example
what are acceptable risks of wrongful convictions and acquit-
tals. Influencing factors in this regard may include (Weinstein
& Dewsbury, 2006):

- Jurors may alter the probability required for conviction
based on their degree of confidence in the police, the
prosecutor, the court, and the justice system as a whole.
Feelings about such matters can vary significantly from one
community to another.

- Jurors may require a lower standard of proof based on their
perception of the danger of the moment.

- The jury may elect to convict a defendant for the crime
charged on a lower standard of proof based on evidence of
defendant’s past crimes or problematic life style.

- Jurors may be influenced by their beliefs about the future
dangerousness of the defendant.

According to Weinstein and Dewsbury (2006), an approach
based on such probabilistic statements would have “the

advantage of drawing the jurors’ attention to the high
standard of proof in criminal cases, as well as the law’s
policy of avoiding conviction of the innocent.” In addition,
the approach points “the jurors towards the need to con-
sider absence of proof that would be expected were the
investigation thorough” (Weinstein & Dewsbury, 2006).

3 OUTLINE OF A CONCEPTUAL
FRAMEWORK

Before presenting the framework, we provide some reflec-
tions related to the above cases and use of probabilities.

A key question is how to interpret the statement P > 0.5,
that the probability exceeds 50% (or, e.g., P ≥ 0.95). The lit-
erature commonly refers to probability theory and different
perspectives on how to understand a probability: the frequen-
tist perspective and the subjective perspective. The former
reflects variation and is defined as the fraction of times the
event under consideration occurs, if the situation considered
could be repeated over and over again infinitely. It is a mind-
constructed quantity which has to be estimated. The latter
perspective expresses the uncertainty or degree of belief of
the assessor that the specific event will occur, or the statement
is true. In the setting discussed here, the issue is whether a
statement is true or not—and the subjective probability is the
only relevant perspective. However, in the law literature, it is
seldom that this is stated explicitly, with a clear interpretation
of what a subjective probability means. This is surprising, as
it is essential for understanding a statement like P > 0.5, and
its relationship to the evidence and knowledge K. To estab-
lish a proper basis for characterizing uncertainties and risk,
we need to base it on well-defined concepts with interpre-
tations. There are two main challenges in relation to such
characterizations.

The first relates to how to best transform the evidence
and knowledge available to probability. The key issue is to
what degree it is possible to obtain an “objective transforma-
tion,” not influenced by the assessor’s subjective judgements.
The risk and uncertainty sciences have thoroughly discussed
this issue; the main conclusion is that the use of precise
(crisp) probability acknowledges that the probability assign-
ment is in fact subjective and includes assessor judgements,
as reflected by the term “subjective probability,” and that
imprecise probabilities reduce the subjectivity and allow for
more objective characterizations (Flage et al., 2014); see
below for more details. The use of imprecise probability is
more objective but less informative. In the extreme case, the
adoption of imprecise probability may lead to an interval of
the type [0,1]; thus, the assessor is not willing to say anything
about the probability of the statement being true or the event
occurring.

The second challenge relates to the strength of the evidence
and knowledge. The probability specified can be based on a
weak evidence or knowledge basis. How should this be taken
into account in the uncertainty judgements?
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4 AVEN AND FLAGE

3.1 Basic concepts

The definitions and explanations presented are based on SRA
(2015).

3.1.1 Probability

Let A be the statement or event of interest, and P(A)
the probability of A. This probability is “subjective” or
“knowledge-based” and interpreted with reference to a
comparison standard, as explained by these examples:

P(A) = 0.50 means that the assessor has the same uncer-
tainty or degree of belief in the statement A being true or the
event A occurring, as randomly drawing a red ball out of an
urn containing 100 balls, of which 50 are red.

P(A) > 0.50 means that the assessor has the same uncer-
tainty or degree of belief in the statement A being true or the
event A occurring, as randomly drawing a red ball out of an
urn containing 100 balls, of which 51 or more are red—the
assessor is not willing to be more precise. The probability is
referred to as an imprecise probability.

From these examples, it is straightforward to provide inter-
pretations for any precise or imprecise probability. We omit
the details.

The probability P(A) is conditional on knowledge K; for
short, we write P(A) = P(A|K).

3.1.2 Uncertainty

For the law context considered in this article, uncertainty
relates to whether or not the defendant committed the viola-
tion that he/she is charged with. In the example of Section 2.1,
this amounts to whether the accident “caused” the pain prob-
lems or not. The situation is unique or, in other words, not
repeatable. At the decision point, the court does not know
what the truth is. It has a lack of knowledge. It is faced
with uncertainties in the sense of lack of knowledge. For the
assessment of uncertainties, see Second 3.1.4.

3.1.3 Knowledge and evidence

Knowledge is of different types, but for the present discussion
it is best explained as “justified beliefs.” For the car example
of Section 2.1, the court has knowledge about the issue being
discussed, a main source being the doctor’s report. Knowl-
edge is not the “truth” but beliefs—claims—about the truth.
The justification thus becomes critical, and scientific practice
is much about how to perform the justification, for exam-
ple, using statistical methods and treating uncertainties. In
general, the knowledge is founded on data, information, mod-
eling, testing, argumentation, so on. Often, the knowledge
adopted in an assessment can be formulated as assump-
tions. When referring to the knowledge K, we commonly also
include the data, information, modeling, testing, argumenta-
tion, so on that build this knowledge. Knowledge is thus used

in both a narrow sense, as justified beliefs, and a broad sense,
as justified beliefs and the just-mentioned elements.

It is essential to distinguish between general knowledge
(GK) and specific knowledge (SK) for the activity consid-
ered. To illustrate, consider the example of Section 2.1. GK
includes all the generic medical knowledge available on the
issues discussed, whereas SK includes knowledge concerning
the specific situation, related to the accident and Mr. X, with
all his history and characteristics.

In addition, we need to clarify whose knowledge is referred
to. We distinguish here between the court’s knowledge, Dr.
Y’s knowledge, and the total knowledge available when also
adding other experts’ knowledge.

Evidence as a concept is closely related to knowledge.
Basically, it captures the basis for a belief or statement (here,
A), in the form of data, information, modelling insights, test
results, analysis results, so on. Schematically, we can write:

Knowledge (broad sense) = Knowledge (narrow sense)
+ Data, information, modelling, testing, argumentation,

etc.
= Justified beliefs + Evidence.

The probability P(A|K) can then be rewritten as P(A|B,E),
where A is the event of interest, B is a set of justified beliefs,
and E is the evidence. The event of interest, principally vio-
lation or not violation in the context considered here, is then
measured by a degree of belief. The justified beliefs, B, on the
other hand, are taken for granted, that is, are considered to be
true.

A risk assessment can produce evidence in the form of a
risk characterization of relevance for making a judgement
about the statement A being true. The doctor’s report in
the example can be viewed as a risk assessment, and the
court uses it as evidence, acknowledging that it is not rep-
resenting the truth but a judgement about the truth subject to
uncertainties (see Table 1).

3.1.4 Risk

The basic ideas of the risk concept are introduced in
Section 1. Risk is related to the future consequences of an
activity and has basically two features: the consequences,
with respect to the values of interest (violation or not, lives,
environment, material assets, etc.) and uncertainties (what
will the consequences be?). When considering risk, there is
always a potential for negative or undesirable consequences,
but, at the time considered, we do not know what the result of
the activity will be; it could also be positive.

To describe or characterize how large the risk is, we enter
the risk assessment sphere, which includes a specification of
the consequences (e.g., by focusing on the events, violation
or not) and an assessment of the uncertainties. The assess-
ment of the uncertainties leads to a characterization of the
uncertainties of the form (Q,K), where Q is a measure or
description of the uncertainties, and K, the knowledge that Q
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A RISK SCIENCE PERSPECTIVE ON LIABILITY/GUILT 5

TA B L E 1 Illustrations of the fact that knowledge at a specific level (Dr. Y) can be evidence at the next level (court)

Actors Statement or event Knowledge (justified beliefs) Evidence

The court The accident ‘‘caused’’ the
pain problems

Dr. Y’s statement: “[t]he injuries
sustained were not severe enough to
aggravate his pre-existing conditions”

Dr. Y [t]he injuries sustained were not severe
enough to aggravate his pre-existing
conditions

Medical check-up

is based on. For Q, it is recommended to use probability (pre-
cise or imprecise), together with a judgement of the strength
of the knowledge K.

3.2 Dealing with the two main challenges of
uncertainty and risk characterizations

In this section, we will present risk science knowledge
on how to deal with the two challenges introduced at the
beginning of Section 3.

3.2.1 Challenge 1: The transformation from
knowledge to probabilities

For law applications, imprecise probabilities are commonly
used and are justified by the fact that such probabilities are
sufficiently precise for its purpose, as what is needed is P > p
or P ≥ p, where p is 0.50 or a number close to 1 (e.g., 0.95);
refer to the discussion in Sections 1 and 2. However, these
probability statements are still to some degree dependent on
the assessor. If we write P(A|K) to highlight the knowledge
and evidence supporting the assignment P, there is a sub-
jective leap from K to P. Consequently, it would not make
sense to rely on the probability statements alone: K and its
strength always need to be part of the risk and uncertainty
characterizations and discussion.

This recognition of imprecise probabilities does not, how-
ever, mean that precise probabilities cannot be used as
important evidence. For example, a probability judgement
of say 0.90 can be made by some experts expressing their
view on a matter, based on their knowledge. The number is
acknowledged for what it is: a subjective judgement made by
these experts, conditional on their knowledge. Assuming that
they are highly qualified experts, the decision makers could
give considerable weight to this judgement.

3.2.2 Challenge 2: The strength of the
knowledge supporting the probabilities

The assessor specifies an imprecise probability, for example
P > 0.50 or P ≥ 0.95, and adds a judgement of the strength of
this knowledge. It is important to know whether the knowl-
edge supporting the assignment P> 0.50 or P ≥ 0.95 is strong
or weak. But how should this judgement be made? We recom-

mend using a qualitative categorization, for example, based
on three categories: strong, medium strong, and weak knowl-
edge. In the criminal law example of Section 2.2, we may
think of two situations, (a) and (b).

In situation (a), there is a lot of scientific evidence as well
as eyewitness evidence supporting the proposition that the
defendant committed the crime rather than that somebody
else committed the crime. In (b), there is only one eyewitness
testimony and no scientific evidence supporting the proposi-
tion that the defendant committed the crime rather than that
somebody else committed the crime. Suppose that in both
cases a probability of minimum 0.95 is assigned. The cases
differ however on the strength of the supporting knowledge
and evidence. It is clearly stronger in the former case than in
the latter, and this is expressed by classifying for example the
knowledge as strong in the case (a) and weak in case (b).

The literature commonly refers to the likelihood ratio
P(evidence |V)/P(evidence |not V), where V is the event that
the accused did commit the violation, when discussing evi-
dence or knowledge strength (see, e.g., Lindley, 1977). Cases
with stronger evidence and knowledge would typically have
a large ratio compared to cases with weak knowledge. How-
ever, this way of measuring evidence and knowledge strength
has some limitations. First, it is not clear what the probability
of the evidence means. To make sense, the evidence must be
an event or a statement which can be true or false, but evi-
dence cannot in general be given such a form. But even if
it can be given such a form, this would not in general solve
the problem. For cases (a) and (b), we can think about sit-
uations where all the evidence is in the form of statements
which are considered to be true. Hence, the ratios become 1
in both cases. Still, even if the probabilities can be properly
interpreted, there is also the issue of the knowledge sup-
porting these probability assignments. How should we reflect
differences in this knowledge?

We recommend using a categorization of the strength
of the knowledge supporting P relying on an intuitive
understanding of these terms (strong, medium strong, weak
knowledge/evidence), but, to improve consistency, some
guidance for the specification is needed. Some criteria should
preferably be introduced. First, the data and information
supporting the knowledge K need to be looked into. How
relevant are the data and information available for the issue
considered? How much relevant data and information do
we have? Another criterion relates to the degree to which
we understand the phenomena considered. In the exam-
ple of Section 2.1, the judgement of the Court was that
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6 AVEN AND FLAGE

the understanding was rather weak, without performing a
proper medical investigation. As a third criterion, we need
to evaluate key assumptions made. To what degree are they
reasonable? What would be the effect of making changes
in one or more of these assumptions? As a fourth crite-
rion, the degree of agreement or consensus among experts
is considered, in particular for experts coming from differ-
ent “schools.” As a final and fifth criterion, we recommend
addressing the degree to which the knowledge has been
thoroughly examined, for example, in relation to poten-
tial surprises. Aspects to consider include (Bjerga & Aven,
2016):

- The possibility of unknown knowns (i.e., others, but not
the analysis group, have the knowledge). Have special mea-
sures been implemented to check for this type of event (e.g.,
the use of an independent review of the analysis)?

- The possibility that events are disregarded because of very
low probabilities, although these probabilities are based on
critical assumptions. Have special measures been imple-
mented to check for this type of event (e.g., signals and
warnings influencing the existing knowledge basis)?

Based on judgements of such issues, qualitative score sys-
tems can be developed; see, for example, Flage et al. (2014),
Aven and Flage (2018), and Aven (2017). We also refer to the
so-called NUSAP system (NUSAP: Numeral, Unit, Spread,
Assessment, and Pedigree), which is based on similar ideas
to reveal the knowledge strength (Berner & Flage, 2016;
Funtowicz & Ravetz, 1990, 1993; Kloprogge et al., 2011;
Laes et al., 2011; van der Sluijs et al., 2005a, 2005b). See
Mosleh and Bier (1996) and Flage et al. (2014) for concep-
tual clarifications of the related issue of uncertainty about
probability.

If knowledge is decomposed into justified beliefs and evi-
dence, a more nuanced strength of knowledge scheme can be
developed, by developing criteria related to:

(1) The strength of evidence: How good is the evidence that
is involved?

(2) The strength of justification: How well supported are the
justified beliefs by the evidence?

Returning to the car case of Section 2.1, the available evi-
dence (the medical investigation) may be judged as strong
if the investigation has followed proper medical procedures;
however, the strength of justification for the statement ‘‘[t]he
injuries sustained were not severe enough to aggravate his
pre-existing conditions’’ may not be judged as strong, due to
the lack of diagnostic imaging forming part of the evidence.

4 DISCUSSION

In the car example of Section 2.1, the court can be seen as
concluding that P> p for p less than 0.5, but it was not willing
to state that P > 0.5, as the evidence and knowledge support-

ing P > 0.5 was too weak. We see that the court’s reasoning
can be well placed in the framework of Section 3. The frame-
work presented allows for referring to both probabilities and
judgements of evidence and knowledge.

It is common to use the Bayesian approach for integrat-
ing the evidence and the uncertainties (Lindley, 1977). To
describe this approach, consider the conditional subjective
probability P(A|K0), where K0 is the evidence as presented to
the court, that is, the probability that the accident ‘‘caused’’
the pain problems, given the evidence K0. The Bayesian
approach is based on the use of Bayes’ formula, stating
that

P (A|K0) = P (K0|A) P (A)∕P (K0).

Here, P(A) refers to the prior probability of the event A, that
is, a judgement about the statement “The accident ‘caused’
the pain problems”, before considering the evidence. A pos-
sible choice is to set this probability equal to ½, to aim at
neutrality. Another possible choice is to set the prior probabil-
ity equal to the fraction f of cases in which similar accidents
cause similar pain problems, assuming that such a fraction
is known (to the medical community). Now, suppose that we
knew that the accident “caused” the pain problems, what is
then the probability that the evidence turned out as it did?
This is the probability that P(K0|A) seeks to reflect. How-
ever, the meaning of this probability is not clear. As discussed
in Section 3.2, to make sense, the evidence K0 must be an
event or a statement which can be true or false, but evidence
cannot in general be given such a form. In this case, the
key evidence was a report from Dr. Y, providing a statement
and rationale for concluding that the injuries sustained were
not severe enough to aggravate Mr. X’s pre-existing condi-
tions. If B denotes the event that Dr. Y concludes that the
injuries sustained were not severe enough to aggravate his
pre-existing conditions, it is possible to give an interpretation
of P(K0|A)= P(B|A): the probability that the doctor concludes
that the accident was not the cause, when in fact it was the
cause. Similarly, we need to assign the probability of P(B|
not A), that is, the probability that the doctor correctly con-
cludes that the accident was not the cause, when that is in fact
the case. It is, however, difficult to specify the probabilities
P(B|A) and P(B| not A), with some justification. The issue
is about how good the doctor is in his profession, in respect
of this particular issue. Clearly, P(B|A) is a small number,
whereas P(B| not A) is close to one. The probabilities will
depend on the general knowledge on the matter. In this par-
ticular case, GK can be considered rather strong, but there
are still some uncertainties and discussions about the effects
of this type of event (whiplash).

As seen above in relation to Bayes’ formula, the prob-
ability P(A) can be linked to the relative frequency f of
similar events to A. If such a frequency can be introduced,
in the sense that similar situations exist, but this frequency
is unknown, the probability P can be assigned through the
following reasoning: If the value of the frequency f were
known, we would assign this value as the probability of
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A, that is, we would assign P(A|f) = f. This is what was
presented as an option in relation to Bayes’ formula above.
On the other hand, if the value of the frequency f is unknown,
we can use subjective probability to describe the uncertainty
about f. Specifically, we can assign a probability distribu-
tion to f. Then, it follows from the rules of probability that
P(A) = E[P(A|f)], where E denotes an expected value, eval-
uated with respect to the probability distribution on f. Such
an approach relies on the idea of similar events. Techni-
cally, the requirement is that the situations are exchangeable,
meaning roughly that if a given number of similar situa-
tions are considered, it is only the number of occurrences
of the event among these situations that decide the proba-
bility and not the specific situations in which these events
occur. Exchangeability, and thus whether two or more sit-
uations are similar, is a judgement by the person assigning
the probability. So, although the procedure for assigning the
probability by introducing similar situations is objective, the
premise and starting point for using this procedure involves
a subjective judgement. In addition, the (precise) probabil-
ity distribution expressing uncertainty about f is a subjective
probability judgement.

Relating the concept of strength of knowledge to prob-
ability naturally raises the question of whether stronger
knowledge as a rule gives a higher probability P. This may
indeed be the case, as will be seen in the example in the
next paragraph. However, it does not have to be the case, as
illustrated by the following example: We return to the Bayes’
formula example above. Having Dr. Y’s statement as part
of the knowledge base of a probability judgement regarding
the event A (that the accident ‘‘caused’’ the pain problems)
makes for a stronger knowledge base than not having this
statement. Now, consider as suggested above a prior prob-
ability P(A) = ½. Given B (the doctor concludes that the
accident was not the cause), either P(A|B) or P(Not A|B)
will decrease as the sum is 1. The stronger knowledge intu-
itively gives a higher probability P(not A|B); hence, P(A|B)
will decrease. Use of Bayes’ formula will show that this holds
as long as P(B|A)/P(B|not A) <1. Suppose for example that
P(B|A) = 0.05 and P(B| not A) = 0.99. Then, it follows from
Bayes’ formula that the updated (posterior) probability of A,
given B, is

P (A|B) = P (B|A) P (A)∕P (B) = P (B|A) P (A)

∕
[
P (B|A) P (A) + P (B|notA) P (notA)

]

= 0.05 × 1∕2
[
0.05 × 1∕2 + 0.99 × 1∕2

]
= 0.048.

The probability that the accident “caused” the pain prob-
lems has thus been substantially reduced, by approximately a
factor 10, due to the increased and stronger knowledge pro-
vided by Dr. Y’s statement. Of course, if Dr. Y were judged to
be less reliable, which would be reflected by a greater value of
P(B|A) and/or a smaller value of P(B| not A), this conclusion
could change. For example, it is seen that if both P(B|A)= 0.5
and P(B| not A) = 0.5, then the statement by Dr. Y has no

effect on the updated probability. In this case, both the numer-
ator and each of the two denominator terms are equal to 0.5
× 0.5, and we get P(A) = P(A|B) = ½.

Suppose that the Plaintiff appeals against the court’s ruling
and that the case is moved to a higher court. Also suppose
that, as part of the case preparation, the Plaintiff consults
another medical expert, say Dr. Z, who requests a diag-
nostic imaging study and, based on its findings, concludes
that the area of the past surgery has damage consistent with
an external impact and with the type of pain reported by
the Plaintiff. Let K1 denote the evidence that is presented
to the higher court, where K1 then includes the statement
from Dr. Z. In this case, the higher court may conclude that
P(A|K1) > p for p greater than 0.5, as a result of increased
knowledge.

5 CONCLUSIONS

This article brings ideas and principles from contemporary
risk science into the law context, specifically into the problem
of a court reaching a verdict on the guilt or not of a defendant.
While the risk and probability terms are frequently used and
there is a considerable amount of literature on the use of prob-
ability in this context, we conclude that the understanding and
the use of these concepts are not in line with what the authors
of the current article consider as contemporary risk science.
A main point highlighted is that probabilities (precise and
imprecise), which express uncertainties and degrees of belief,
cannot be seen isolated from the knowledge and evidence
supporting the probability, and in particular the strength of
this knowledge and evidence. As a contribution to improve
the situation, we describe a conceptual framework, placing
law on a modern risk science foundation. The framework
covers the key concepts, including probability, uncertainty,
knowledge, evidence, and risk, as well as recommendations
on how to deal with some main challenges of uncertainty and
risk characterizations. Compared to previous frameworks in
other contexts, a main emphasis is placed on clarifying the
relationship between evidence and knowledge. While current
risk science acknowledges that uncertainty and risk character-
izations are always based on some knowledge, in a law setting
it is particularly useful to distinguish between knowledge in a
narrow sense, understood as justified beliefs, and knowledge
in a broad sense, also including evidence, understood as the
basis of these beliefs. This leads to three different elements
involved when assessing uncertainty using probability:

first, the event of interest, principally the question of
violation or not of a law, assessed using subjective
probability (precise or imprecise) expressing a degree
of belief;

second, the justified beliefs, conceptualized as state-
ments that are taken for granted, that is, considered as
true, that the degree of belief assignments are based
on;
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and, finally, the evidence that the justified beliefs are
based on, which could include data, information,
modeling insights, test results, analysis results, so on.

The distinction between knowledge in a narrow and a
broad sense has implications for strength of knowledge
assessments that need to supplement uncertainty assess-
ments. Such assessments have previously been made directly
on the overall body of knowledge. With the distinction
here made, we can distinguish between strength of justi-
fication for knowledge in a narrow sense and strength of
evidence. Strength of knowledge assessment then refers to
the combined assessment of these two aspects.

For interpreting the “balance of probabilities” and “beyond
reasonable doubt,” we have argued that it is not sufficient to
refer to probabilistic statement of the form P > 0.50 and P ≥

0.95, we also have to relate these judgments to the strength
of the supporting knowledge and evidence. In the “beyond
reasonable doubt” case, also the supporting knowledge needs
to be strong. This framework is based on the legal principle
of treating defendants as innocent until proven guilty which
requires not only a large probability P, but also strong sup-
porting evidence and knowledge. For the case of “balance of
probabilities,” we conclude that the supporting knowledge for
P > 0.50 should be stronger than that supporting P ≤ 0.50,
reflecting that an affirmative defense must be established by
a preponderance of the evidence.
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