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Abstract

As organizations increasingly adopt hybrid cloud architectures to meet their diverse computing
needs, managing workloads across on-premises and on multiple cloud environments has become
a critical challenge. This thesis explores the concept of hybrid workload management through
the implementation of Azure Arc, a cutting-edge solution offered by Microsoft Azure. The
primary objective of this study is to investigate how Azure Arc enables efficient resource
utilization and scalability for hybrid workloads. The research methodology involves a
comprehensive analysis of the key features and functionalities of Azure Arc, coupled with

practical experimentation in a simulated hybrid environment.

The thesis begins by examining the fundamental principles of hybrid cloud computing and the
associated workload management challenges. It then introduces Azure Arc as a novel approach
that extends Azure control to on-premises and multi-cloud systems. The architecture,
components, and integration mechanisms of Azure Arc are presented in detail, highlighting its
ability to centralize management, enforce governance policies, and streamline operational tasks.
This thesis contributes to the understanding of hybrid workload management by exploring the
capabilities of Azure Arc. It provides valuable insights into the benefits of adopting this
technology for organizations seeking to optimize resource utilization, streamline operations, and
scale their workloads efficiently across on-premises and multi-cloud environments. The research
findings serve as a foundation for further advancements in hybrid cloud computing and workload

management strategies.
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CHAPTER 1

1. Introduction

This document details the work done for the Master Thesis titled "Effective Management of
Hybrid Workloads in Public and Private Cloud Platforms" for Tietoevry (an IT solution Provider
in Norway) during the spring semester of 2023 at the Faculty of Science and Technology at the

University of Stavanger (UiS).

1.1 Motivation

The expansion of cloud services provided by a wide range of cloud providers from many big tech
giants have proven the increased productivity of cloud computing. However, there is still a vast
number of end-users who are reluctant to fully adapt to the public cloud due to lack of control,
compliances, privacy, and integrity of the data[l]. To address this challenge, hybrid cloud has
become a popular choice for organizations looking to balance the benefits of public cloud with
the control and security of a private cloud[2]. Along with giving businesses more flexibility and
control over their data and applications, hybrid clouds also enable them to adhere to a variety
of compliances and standards as well as achieve cost-effectiveness. According to a report from
Flexera in 2020, among 750 organizations, 87% of them are using hybrid cloud strategy[3]. There
are two types of hybrid clouds strategies. The first type of hybrid strategy (often called multi-
Cloud strategy) is when enterprises have resources with a mix of different public cloud like GCP,

MS Azure and AWS. The second type of strategy is when the enterprises hold a few resources
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on a public cloud and some on-premises. The purpose behind these strategies is to maximize the
productivity from different public clouds in terms of specific features and capabilities and to have
more control and privacy in case of on-prem. However, managing a hybrid cloud environment
can be complex and challenging. Compared to the public cloud, the hybrid cloud has some
limitations with integration, security and managing sensitive data[4, 5]. In modern IT, customers
need hybrid IT solutions and different platforms have different capabilities for managing resources

which makes it more work to maintain and operate.

The motivation behind this research is to meet the consistent growing demand for enterprises,
to have one single, flexible, and scalable platform. For this purpose, Tietoevry decided to
undertake a thesis on hybrid workload management on private and public cloud with a focus on
Azure Arc which is a service provided by Microsoft that enables organizations to manage their
IT infrastructure and applications across multiple environments, including on-premises, multi-

cloud, and edge, through a unified control plane[6]. For Tietoevry' s customers, the goal for

On-premises

Edge

Azure Arc

Figure 1.1: Hybrid Cloud integration with Azure Arc

Multicloud

having a centralized management solution is to have a seamless experience by reducing the

complexity of managing multiple cloud platform, easy integration between on-prem and public
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cloud and achieving cost effectiveness while adhering to compliance requirements. Microsoft is
continuously improving Azure Arc capabilities to meet the end-user expectations. However,
service providers like Microsoft may be subjective to their services to have more sales. Therefore,
this thesis aims to describe how to approach an effective and unified way of providing both
private cloud and public clouds to end users with the focus on Azure Arc and takes an

experimental methodology to analyze the capabilities of Azure Arc in this regard.

1.2 Use Cases

There are several use cases of managing hybrid cloud environments with Azure Arc. Companies
can administer and control their IT assets deployed anywhere i.e., on public cloud or on-prem.
It helps in configuring and enforcing Azure policies for all the resources across any platform. It
also enables managing Kubernetes clusters deployed in different environments in a seamless

manner[7].

The second use case of Azure Arc is integration with Sovereign Cloud through an API
(Application Programming Interface) where enterprises can ensure full data governance and
security requirements while complying with regulations and standards. Also, the need for
exchanging data between different companies or countries has increased the importance of
Sovereign data[8-10]. From Tietoevry standpoint, there has been a lot of work in progress

towards Sovereign Cloud due to concerns about data residency, jurisdiction, and data protection.

Another important use case for using this service to manage hybrid cloud environments is that
Azure managed identity can easily be integrated with Azure Arc[1l]. The administration of
secrets, credentials, certificates, and keys used to protect communication between services is a
huge challenge for developers. Developers are no longer required to manage these credentials by
using managed identities. So, the secure access to resources from different cloud or on-premises

platforms can become hassle free as well with Azure Arc by adding an extra layer of security[12].
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1.3 Problem Definition and Research Questions

With the increasing concerns over data protection, privacy and security, organizations move to
Hybrid cloud approach, but it comes with much more complex challenges i.e., ineffective control
over resources, lack of competence and security vulnerabilities that may lead to additional cost[1,
2]. These challenges can be addressed by different solutions by different cloud providers such as
AWS outpost, IBM Park, Microsoft Azure Arc etc.[6, 13, 14] Tietoevry provides cloud and
support services, mainly Microsoft Azure, to many of its clients for their cloud or on-prem
infrastructure. However, for managing hybrid environments using these solutions may lead to

more complexity and inconsistencies if not implemented correctly.

This work scrutinizes Azure Arc to provide a centralized platform and analyzes its potential for
the level of control it offers and identify the best implementation practices. With comprehensive
understanding of Azure Arc, Tietoevry will be able to make an informed decision on whether to
adopt Azure Arc for hybrid cloud management needs. This leads to the following research

questions:

e RQI: What are the best practices and challenges of using Azure Arc for hybrid cloud
management?
e RQ2: How does the use of Azure Arc and its related services affect the security of a

hybrid cloud environment and what level of control the end-user achieves with Azure

Arc?
These research questions will be further explained in the later part of the thesis.
1.4 Research Objectives
A list of main objectives can be identified by defining the main research questions:

1. Study the hybrid cloud challenges and previous work for mitigation the challenges and

investigate Azure Arc and its best practices to manage hybrid environments.
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2. Define a plan for Infrastructure for on-prem and public cloud with multi-cloud approach

and deploy and test the plan.

3. Set up the integration of the deployed resources with Azure Arc and investigate security

and access to the resources.

4. Obtain feasibility results for the deployed infrastructure and observe the capabilities of

Azure Arc in the light of the obtained results.
1.5 Thesis Outline

This document has been organized as follow:

e Chapter 2 describes the theory behind Hybrid Cloud management and relevant work

done on it, adding some insights into the challenges of adopting Hybrid Cloud

management and some unified planes to address these challenges.

e Chapter 3 includes a brief explanation of the research methodologies, adding insights
into reasons for choosing the experimental tool and mapping of the infrastructure for

experiments.

e Chapter 4 discusses in profound detail the resources used and implementation of the

plan from chapter 3.

e Chapter 5 comprises of implementation procedure and results from it.

e Chapter 6 details the results, analyses of the outcomes, and investigates limitations of
Azure Arc.
e Chapter 7 summarizes the outcome of this research and points out the factors for

choosing the experimented solution.
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2. Literature Review

2.1 Introduction
2.1.1 Overview of hybrid workloads in public and private cloud platforms

Hybrid workloads are deployed across both public and private cloud platforms. This allows the
organizations to get the benefit of both public and private cloud platforms that is ideal for their
business requirements. In hybrid mode, some of the workloads are deployed on private clouds

and some are deployed on public clouds[15].

Public clouds are hosted by third-party service providers, some of them are AWS by Amazon,
Microsoft Azure by Microsoft, and GCP by Google[16]. These providers offer many advantages

and organizations use these advantages based on their needs. Some important advantages are:
e Scalability
o (Cost-Effectiveness

e FEase-of-use
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On the other hand, private cloud platforms are ghosted inside the organization's own
infrastructure or data centers[16]. Private cloud platforms are built using VMware, OpenStack,

and Microsoft Azure Stack. Some benefits provided by private cloud platforms include:

e Security

e Control

e Compliance

Companies use hybrid cloud platforms when they need the advantage of both cloud platforms.
For example, some of that data that is private to the organizations i.e., employees or customers
data, can be stored on a private cloud platform. The remaining data can be stored on public

cloud platforms to take advantage of scalability and cost-effectiveness.

Organizations use various tools to deploy hybrid workloads, that includes cloud management
platforms, containerization, and automation tools. These tools help in managing data across

public and private clouds and in return provide a smooth experience for the customers.

In summary, hybrid clouds are becoming popular, as they let the organization take benefit of
both public and private clouds. This also helps them achieve better efficiency, scalability, and

security. Table 2.1 shows the comparison of different cloud computing platforms.

Table 2.1: Different cloud computing models and their comparison [15]

Model Hosted by Security Scalability Cost

Private private Higher than other deployment | Limited High

organization | models
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Public Service Lower than other deployment | Very High Pay-per-use
Provider models

Hybrid CSP and | Higher than Public Cloud and High Pay-per-use
private lower than Private Cloud
organizations

2.1.2 Significance of effective management of hybrid workloads

There a

re many reasons why an organization should choose hybrid workload management. Some

of the reasons are:

1.

Cost Optimization: Organizations can manage their IT costs by choosing cost-effective

platforms for their specific workloads. It helps them use their resources efficiently while

monitoring and controlling their costs [17].

Scalability: Depending on the changing needs, organizations can scale up their resources

the meet the requirements of increasing customers on their platforms, without needing
to install new hardware every time they need to scale up[18]. Organizations can even

scale down to decrease costs or because they have more resources than they require.

Security: Organizations can manage their data on public and private platforms. By
effective m, management of public and private platforms companies can ensure their

data is secure and protected from cyber threats[19].

Agility: Hybrid workloads help organizations to be more agile according to the changing

business needs by automating the workflows.

Effective management is essential for organizations if they need to adopt hybrid cloud workloads

management. This benefits organizations in the long term while keeping business costs low.
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2.1.3 Characteristics of cloud Computing

There are several characteristics of cloud computing that are provided by the National Institute

of Standards and Technology (NIST)[20]. These characteristics are:

1.

On-demand self-service: The process of accessing cloud computing applications is

automated and does not require any human input. This means that a user can access
cloud computing services quickly and easily, without any need to interact with the cloud

service provider.

Broad network access: The services provided by the cloud computing platforms are

easily accessible and can be operated from various devices, for example tablets, laptops,

mobile phones and workstations.

Resource pooling: Cloud computing providers use multiple sources to provide

computational power to the users. This model is called multi-tenant model. According
to the consumer demand, different resources are assigned and reassigned. This is solely
done by the service providers and the customers have no control over the location of the

resources. Although they can specify the location at a higher level.

Rapid elasticity: Consumers can easily scale up and scale down resources based on their

own needs. They can automate the utilization of as many resources as possible.

Measured service: Cloud computing service providers provide complete transparency

and show the usage of the resources. This helps the customers understand that they are

using all the resources and if this is not the case they can scale down.

2.1.4 Cloud Computing services models:

laaS (Infrastructure as a Service) architecture provides computer sources to the users. These

sources are virtualized and include operating systems, memory, processing power, and application

software. These sources are logical sources and can be provisioned and released based on

customer demand. Some of the laaS service providers are Amazon EC2, Google, Verizon, IBM,
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and Rackspace cloud servers. laaS provides several benefits to its users which include reducing
the cost by pay-per-use policy, providing high-quality resources and infrastructure, and scaling

up and down the resources based on the user's demand to save cost or time.

PaaS (Platform as a Service) architecture helps the user to manage their software, operating

systems, and computing resources [21]. This allows the users to share their applications among
others. Services provided by PaaS included designing, developing, and hosting applications. Other
than that, it helps in collaborating web service integration, security, database integration, and
scaling. Users buy access to the platform, to deploy their applications and software on the cloud.
Some of the Paa$S providers are Google App Engine, Salesforce, Microsoft Azure, and Rackspace
Cloud Sites. PaaS provides a platform for building and supporting a strong cloud app
development community. This is done by avoiding the need for upgrades as the patches,
upgrades, and maintenance are handled by the service provider. PaaS has many disadvantages

too, that includes portability, and interoperability among providers.

SaaS (Software as a Service) architecture provides the service of running and maintaining the

operating systems, application software, and other resources to its users[21]. This model provides
a web-based application that can be accessed by customers through any web browser. This saves
the hassle of buying the license, installing, upgrading, maintaining, and running the application
on the customer’'s computer. Many other benefits provided by SaaS included configurability,
scalability, and multitenant efficiency. Other than that, accessibility from any location with an
internet connection, rapid scalability, elimination of infrastructure concerns, elimination of

infrastructure concerns, and custom levels of service offerings are also the benefits of SaaS.

Recovery as a Service (RaaS), also known as DRaaS (Disaster Recovery as a Service)
architecture provides organizations with solutions to replace their disaster recovery, archiving,
backup, and business continuity solutions. Raas can help companies to recover their database
files, servers, and data centers easily. This results in reduced downtime in case of any emergency.
Some main RaaS providers are Geminare, and WindStream Business. Raas can prevent

companies from temporarily or in the worst-case scenario permanently losing their data, and

10
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physical infrastructure. This all is done by providing cost-efficient service while maintaining the

flexibility and accuracy in the type of backup required[22].

2.2 Hybrid Cloud Computing

2.2.1 Definition of hybrid cloud computing

Hybrid cloud computing refers to the environment that combines two or more cloud computing
platforms[16]. Usually, public and private clouds are combined for this purpose. This computing
model lets the organizations share the data and applications between public and private clouds.
By doing so the organizations get the benefits of both public clouds which are low cost, and

flexibility, and the benefits of private clouds which are security and more control.

Public clouds can be used to manage high traffic on the website or large volumes of data. While
private clouds can be used to store user data that is sensitive or data that requires high security

and compliance.
2.2.2 Overview of public cloud platforms

Public cloud platforms are services provided by third-party providers and are available to users
over the Internet. These cloud platforms provide computing resources such as storage,
networking, databases, and applications. This helps organizations to scale their resources without

the use of any hardware. Some of the most popular cloud platforms are [23]:

1. Amazon web services (AWS) [24] is the most popular and widely used public cloud
platform. It not only offers typical cloud services such as computing, storage, networking,
and databases but also tools for machine learning, analytics, and the Internet of Things

(loT).

2. Microsoft Azure[25] is a cloud platform offered by Microsoft. In addition to usual cloud
services, it also provides integration with other Microsoft platforms such as Office 365,

and Dynamics 365.

11
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3. Google Cloud Platform (GCP) [26] is a cloud platform offered by Google. Along with

normal cloud services, it also provides Data Analytics and loT services.

4. IBM Cloud [14] is a public cloud platform by IBM. They provide typical cloud services

and provide tools for blockchain and loT.

5. Oracle Cloud [27] is a public cloud platform offered by Oracle. In addition to usual cloud

services, they also provide tools for artificial intelligence (Al), analytics and loT.

Public cloud platforms provide various benefits including scalability, flexibility, cost saving, and

ease of use. They are an important part of every organization from startups to large enterprises.

2.2.3 Limitation of public cloud platforms

There are many limitations of public cloud platforms that organizations suffer from. One of the
major limitations is control over the infrastructure or the cloud. Public cloud providers are the

ones in control, so the organization relies on them for security, updates, and maintenance.

Another limitation is the potential vendor lock-in[28]. This means that a specific public cloud
service provider gives specific applications and APIs which are only available on their cloud[28].
So, if the public cloud provider changes the policies or costs which do not sit right with the

organization, it becomes difficult to switch to other public clouds.

Public clouds sometimes suffer from performance issues[28]. As public clouds share the resources,

sometimes performance issues can occur during the peak usage period.

One other major concern is the security of the data [29-31]. Organizations rely on public service
providers to implement appropriate security measures to make their customer's data safe. Public
clouds sometimes suffer from data breaches, which can lead to serious consequences for the

organizations and may cause legal issues for them.

Finally, public clouds can become expensive for organizations that need high computational
power and storage. Public cloud providers usually charge based on pay-per-use, which can cause

unpredictable costs.

12
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2.2.4 Overview of private cloud platforms

Private cloud platforms are cloud computing services that are dedicated to one organization.
They have the same benefits as public clouds such as scalability, flexibility, and automation.
Although to scale up the system new hardware is required and when infrastructure is scaled
down, the extra hardware remains unused. Public cloud platforms do not share their
infrastructure with any other organization; thus, they provide more security and control. Some

popular private cloud platforms are:

1. VMware vSphere[32] is a popular private cloud platform that provides storage, network
resources, and a virtualization environment for computing. It helps organizations to
create and manage private cloud platforms easily. They offer high availability, disaster

recovery, and automation.

2. OpenStack[33] is an open-source cloud platform that helps in building private cloud
platforms that are scalable and flexible. It provides features such as storage, networking,

computation, and security services.

3. Microsoft Azure Stack [34] is a private cloud platform provided by Microsoft. It provides
a consistent platform between the cloud environment and the On-premises environment.
Services provided by this platform are storage, Networking, Computation, and security.
In addition to that, it also provides integration with other Microsoft services such as

Office 365 and Dynamics 365.

4. IBM Cloud Private [35] is a private cloud platform by IBM. It acts as a container for
building and running cloud-native applications. In addition to providing services like
storage, networking, computation, and security services, it also supports different

container-based platforms.

5. Nutanix Enterprise Cloud [36] is a private cloud platform that provides hyper-
convergence infrastructure for building and managing private clouds. It provides services

like storage, networking, computation, and security services.

13
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Private cloud platforms offer many benefits such as security, control, and customization. They

are used by organizations that require full control over their IT infrastructure.

2.2.5 Limitations of private cloud platforms

Private cloud platforms have several benefits, but they also come with several limitations [37].

Here are some common limitations of private cloud platforms:

1. High-Cost: One of the most significant limitations of private cloud platforms is the high

cost of building and maintaining the infrastructure. Private clouds need a lot of
investment in terms of hardware, software, and other infrastructure components. Also,
private cloud infrastructure requires ongoing maintenance like upgrades and patches,

which can cause high maintenance costs.

2. Limited Scalability: Private cloud platforms are not easily scalable when compared to

public cloud platforms. If resources are not being used to the fullest, then the extra
hardware remains idle, and if the hardware does not meet the needs of the organizations,

then extra hardware is required to scale up.

3. Complexity: Private cloud platforms are extremely complex to deploy and manage. They
require individuals who have expertise in networking, storage, and security. As a result,
private cloud platforms are not recommended for small organizations that lack the

resources to manage the private cloud infrastructure.

4. Security: Although private clouds provide higher security than public clouds, they can

also pose a threat to security. They need careful management in terms of control and

security. Any vulnerability can result in significant consequences.

5. Limited access: Private clouds are only used inside the organization and that limits its

access to authorized users. This can cause a disadvantage to an organization that needs

to collaborate with partners or customers from outside the organization.

14
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Private clouds have several limitations in terms of cost and managing them. Organizations need

to consider these threats when implementing private cloud infrastructure.

2.2.6 Overview of hybrid cloud platforms

Hybrid cloud platforms combine the benefits of both public and private cloud platforms[15]. It
is a unified infrastructure that allows organizations to combine public and private clouds based

on the organization's needs and requirements. Some popular hybrid cloud platforms are:

1. Microsoft Azure Stack Hub [38] is a hybrid cloud platform by Microsoft that allows
organizations to use a consistent platform between the cloud environment and the On-
premises environment. It provides unified management and seamless integration between

both environments.

2. AWS Outposts [13] is a hybrid cloud platform by AWS. It allows organizations to use
AWS services in their own data centers. It provides fully managed services that enable

organizations to run workloads in the cloud and on-premises.

3. Google Anthos [39] is a hybrid cloud platform that helps organizations to build and
manage applications on multiple cloud platforms including public clouds, private clouds,
and on-premises data centers. It helps organizations manage their workloads and to move

them across different environments.

4. IBM Cloud Satellite [40] is a hybrid cloud platform that helps in managing workloads
across different clouds, data centers, and edge locations. It provides unified management

to help organizations deploy and manage their applications across different platforms.

5. VMware Cloud [41] on AWS is a hybrid cloud platform that allows organizations to run
VMware workloads on AWS infrastructure. It is a fully managed service that can be
integrated with AWS and helps the organization to run workloads on-premises and in

the cloud.

15
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Hybrid clouds offer benefits like flexibility, scalability, and security, on top of all they are cost-
efficient. They help organizations acquire the benefits of both cloud environments and help them

manage their workload appropriately.

2.2.7 Limitations of hybrid cloud platforms

In recent years, hybrid cloud platforms have gained popularity as they provide benefits to both
public and private cloud platforms and cover the limitations of both cloud platforms to some

extent. However, they also have limitations [42], some of those limitations are:

1. Complexity: Hybrid cloud platforms are complex to manage as they have multiple

components and needs integration between these components[43]. Specific skills and

expertise are required to manage hybrid clouds effectively.

2. Cost: Hybrid cloud platforms are expensive to implement and maintain. Organizations
bear the cost of both public and private cloud infrastructures which can add up quickly.

This is why a hybrid cloud platform is not recommended for smaller organizations [44].

3. Security: Security is one of the significant concerns for a hybrid cloud environment [45].

Due to the higher complexity of the infrastructure, it becomes challenging to ensure the

security of data and there is a risk of cyber-attacks.

4. Data management: It is challenging to manage data in multiple environments. It

requires careful planning, coordination, and management to ensure that the data is only

available where it is needed and when it is needed.

5. Latency: Latency is also an issue with hybrid clouds. As hybrid clouds are built on

multiple systems, it becomes difficult to make data and applications available quickly.

6. Dependence on internet connectivity: Hybrid clouds rely heavily on good internet

connectivity which can be a limitation for organizations with poor and unreliable
connectivity. This can affect the availability of applications and data which can decrease

productivity.

16



CHAPTER 2:Literature Review

Overall, hybrid clouds may provide several benefits for both public and private cloud platforms,
organizations should consider these limitations and ensure they have the proper resources to

implement hybrid cloud infrastructure.

2.3 Effective Management of Hybrid Workloads

2.3.1 Definition of workload management

Workload management is the process of planning, organizing, and optimizing the distribution of
tasks, processes, and resources on an organization's computing platforms. By managing the
workload, the organization ensures that all the resources are being used in an efficient and

effective way. This saves them both cost and time.

Workload management usually revolves around monitoring and analyzing the performance of all
the computing resources, including storage devices, servers, and network resources. Workload
management can be applied to public, private, or hybrid computing infrastructure. It lies under
the umbrella of IT management to achieve optimal performance, reduce costs, and improve

productivity.
2.3.2 Benefits of effective workload management

Effective workload management can benefit an organization on many levels[46]. It can help

increase efficiency and thus productivity. Some of the advantages are:

1. Improved Performance: Effective workload management ensures that the organization

is running in an optimal way by prioritizing and optimizing the workloads [47]. This

results in increased performance, reduced downtime, and faster response time.

2. Increases efficiency: Organizations can reduce wasted resources and improve utilization

rates through effective workload management [48]. This not only increases efficiency but

also helps in reducing the cost.
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Greater flexibility: Effective workload management can help in shifting resources and

workloads as necessary to meet the changing business needs [49]. This can help the
organization to quickly adapt to the changing market, customer demands, and other

challenges.

Enhanced Security: Workload management can help in increasing security and ensures

that the workloads are secure, compliant, and protected from cyber-attacks[50].
Organizations can reduce the risk of data breaches and other security incidents, by

properly securing and managing the workloads.

Improved scalability: Effective workload management can help organizations to scale

their resources as needed to meet the changing demands. This can help organizations to

ensure that they have the resources that they need to support their business growth.

2.3.3 Limitations in implementing effective workload management.

Although effective workload management has many benefits, it also has several limitations [37].

These limitations mostly occur due to limited resources. Some of these limitations are:

1.

Resource constraints: Effective workload management needs sufficient resources

including computing power, storage, and internet connectivity. If an organization fails to
acquire these resources or if these resources are not managed efficiently, then workload

management can become difficult.

Technical Compatibility: Sometimes, the tools and software to be used for workload

management are not compatible with the existing IT infrastructure of the organization.
This creates many technical challenges and limits the effectiveness of workload

management.

Resistant to change: It is noticed in many organizations that employees are reluctant
to change and adopt new workload management tools and applications. This can hinder
and slow down the implementation and adoption of new workload management

strategies.
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4. Lack of expertise: Effective workload management requires a workforce that is highly

skilled in the relevant technologies and processes. If an organization fails to acquire the

experts, then it becomes difficult to manage the workload effectively.

5. Cost: There are many tools and technologies that an organization might need to invest

in to implement effective workload management strategies. Based on the organization's

budget, this may be a limiting factor.

2.3.4 Challenges and solutions to implementing hybrid workloads:

There are several challenges associated with implementing effective workload management [37].

Some of the challenges and solutions are given in table 2.2.

Table 2.2: Challenges and solutions associated with effective workload management in hybrid

platforms.

Challenge Solution

Complexity | A hybrid cloud platform consists| Automation |Automating the process of workload
of multiple environments. It management can help in reducing
makes it difficult to keep the  complexity and  ensuring

. I ist different
consistency and compatibility consistency across eren
. . latforms.
between different systems while P
managing workloads.

Security There are many unique security Security To ensure the transmission of data
challenges related to hybrid tools between different environments,
cloud platforms These firewalls, and encryption can be

. impl ted.
challenges include data 'mplemente
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transmission between different
environments and maintaining
consistent security policies across

different environments.

Resource Managing  resources  across|Resource Implementing resource balancing
allocation different environments can be management|and auto-scaling can help in
challenging as it is difficult to|tools optimizing  the allocation  and
allocate resources optimally and workload balancing across different
) platforms.
to ensure that all the workload is
properly  distributed  across
different platforms.
Cost A significant investment in Cost The use of reserved instances and

infrastructure, staff training, and
ongoing maintenance is required
for managing hybrid workload
which

management can be

expensive.

optimization

leveraging stop instances can help
in reducing the cost associated
workload

with management

across different cloud platforms.

2.4 Conclusion

The literature review covered the types of cloud platforms and which service providers are there

to build the infrastructure of different cloud platforms including Microsoft Azure Stack Hub,

AWS Outposts, Google Anthos, IBM Cloud Satellite, and VMware Cloud on AWS. The review

also discussed the benefits of using each type of cloud infrastructure i.e., public, private, and

hybrid. While the literature review gave an overview of hybrid cloud platforms and their benefits,
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there are many limitations in terms of in-depth analysis of specific features and functionalities.
Additionally, potential risks and challenges are associated with implementing these platforms in

real world scenarios.
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3. Hybrid Cloud Methodology

This chapter lists the key functionalities required by a tool to monitor and manage cloud
resources. It involves different approaches and tools used to address the problem and compare
them to find the best results. Which tool we used for this work and why. Planning and assessment

of the labs and way to carry out the data collection and analysis.

3.1 Cloud Management Services

Different cloud providers offer different management services to the customers to manage their
hybrid workloads in terms of monitoring, managing cloud environments (Production, Testing,
Development), and scaling the resources. These management services are used to manage
resources for different cloud types such as Private, Public, Multi-Cloud and Hybrid Cloud. These
services provide several technical capabilities, which include orchestration, optimization, security,
and data monitoring. Such services also offer open-source software modules to support public
and private cloud environments. Selecting such services by enterprises depends on the following

factors.

1. If the organizations are using different cloud platforms to deploy their resources. And
there is a need for organizations to monitor and optimize cloud resources from different

cloud platforms.
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2. Organizations are concerned about transparency, insights, analytics, and governance for
their resources. So, having the resources in a single platform will help the organizations

to manage the resources in a more efficient way.

In general, there are multiple tools available in the market for unified monitoring. Choosing one
of them depends on the customer and their needs. Later we discuss which tool we choose in this
work and why. Choosing the best tool consists of the different scenarios such as ease to adopt
for an organization, level of the support available in case of help required and product reputation
in the market. The following are a few points to be considered while choosing the most suitable

tool for an organization[51].

1. Business Size: The size of an organization helps them to choose the right tool for their
need. Multiple business sizes (Small, Medium and Enterprise) have different tools. For
example, Small Business we have (Google Compute Engine, Utho, nOps, DoiT). For Medium
Business we have same as small but some additional (ClouKeeper, IBM Cloud Pak for AlOps,
OpenStack etc.). For Enterprise businesses we have the same as small and medium but with
more tools like (Azure Arc, Turbonomic, BMC Software).

2. Rating: Rating for different tools describes which one is best among others. Tools with
higher ratings means it has been used by multiple organizations and provides more reliable
results.

3. Pricing: Either the tools are free to use or there is a cost to implement and manage the
resources from them. Mostly the tools are free to onboard the machines but there is cost

included when to extend the functionality of the tool.

3.2 Why Azure Arc?

This work is done for Tietoevry, which is a Microsoft Partner and the tool we choose for unified
monitoring is Azure Arc. The main reason for Azure Arc is that most of the Tietoevry customers
are using Microsoft Azure for their resources and deployments. Azure Arc is a Microsoft
management tool which helps in unified monitoring as a centralized platform. Tietoevry

employees are more confident to use this tool as Microsoft Azure is widely used in the company

23



Chapter 3:Hybrid Cloud Methodology

as well as in Norway. One more reason to choose azure arc is that our departments wanted to
implement unified. As Tietoevry recently introduced the sovereign cloud for the customers, this
tool can be beneficial as well in distinct aspects like data governance, data integrity, monitoring,

and insights etc.[52].

3.3 Assessment and planning

This stage involves evaluating the existing infrastructure and identifying the resources to be
managed with this tool. These experiments are performed by using Microsoft Azure portal given
by Tietoevry to explore azure arc. Machines are onboarded from different platforms to azure
portal. We created a student account on AWS to create instances for free of cost and later
onboarded to our azure subscription. Lab is also designed with on-premises infrastructure
onboarding with over two servers, including (Microsoft Server, Ubuntu Server). We deployed
virtual machines on our local systems using VMware and onboarded both on azure portal by
using azure arc agent installing on both systems. In AWS, we deployed one normal virtual
machine to implement azure arc enabled server and one virtual machine with SQL services to

implement Azure Arc enabled SQL server.

3.3 Experimental Design

Different scenarios have been considered for experiments with the Azure Arc by implementing
resources and services such as Subscriptions, Resources Groups, Virtual Machines, Networks,

Gateways, Kubernetes Clusters. In general, lab design with Azure Arc involves below steps[53]:

1. Setting up the subscriptions: Two different subscriptions have been set up to onboard
the servers and clusters. The purpose for different subscription is because of using it
from two different departments inside TietoEVRY.

2. Resource Groups: Two different resource groups are created both serve as the central
hub for resources and used to connect servers to it. For Arc Enabled servers and SQL
resource group (HCW-RG) has been used. For Kubernetes cluster resource group (rg-

Arc) has been used.
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3. Adding Infrastructure: From azure arc portal we added the infrastructure and
generated the script to run on our different platforms for onboarding purposes. Fetch
the scripts from Azure Arc for respective resource and install the Azure Arc agent on
machines on-premises, multi-cloud, or edge servers by running this script.

4. Monitor Resources: Monitoring the health and performance of Azure Arc enabled
servers using Azure Monitor, Log Analytics, and Azure Resource Graph[54].

5. Implement Azure Policies: Implementing Azure policies to enforce compliance and
governance for servers and applications.

6. Update Servers: Using Azure Arc to apply updates and patches to servers, ensuring
they remain secure and up to date.

These steps are involved in Azure Arc lab environment, providing unified management experience
for multi-cloud, on-premises, and edge resources. Also, by offering several features and
capabilities that assist enterprises in adhering to their regulatory and legal obligations for data
security and privacy, and data compliance[55]. A brief description of these features is discussed
below.

1. Data Encryption: To safeguard sensitive information from unauthorized access, Azure
Arc offers data encryption both at rest and in transit.

2. Role-Based Access Control: With the aid of role-based access control in Azure Arc,
administrators may implement the least privilege principle by limiting who has access to
confidential information and resources.

3. Auditing and Reporting: Azure Arc has thorough auditing and reporting features that
let businesses keep track of who has access to sensitive information and make sure they
are following rules.

4. Data Residency: By enabling businesses to store their data in particular geographical
regions, Azure Arc meets data residency requirements by ensuring that the data is kept

under the organizations' control and complies with local laws and regulations.

Once the desired results have been obtained, they need to be completely studied and interpreted.

This involves analyzing if the results match the expectations and finding out the unexpected
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behavior of the results and implementation of the given data and scenarios formulate a series of

conclusions and answers to the research questions.
3.4 Data Collection and Analysis

Azure Arc gathers a variety of data types to offer metrics, analytics, and insights that assist
businesses in managing their workloads and resources. Some of the data that Azure Arc may

collect includes: [54]

e Resource metadata: Information about the resources and nodes managed by Azure
Arc, such as names, IP (Internet Protocol) addresses, and operating system versions.

e Performance metrics: Data about resource utilization, such as CPU (Central Processing
Unit) utilization, memory usage, and network traffic.

e Configuration data: Information about the configuration of resources and nodes,
including installed software, settings, and policies.

e Log data: Detailed log entries that provide insights into the operation of resources and
nodes, including system events, error messages, and performance information.

e Compliance data: Information about the compliance status of resources and nodes,
including the results of security scans, vulnerability assessments, and compliance audits.

o User activity data: Details about user actions, such as who performed a certain action,

when it was performed, and from which IP address.

Azure Arc uses this data for reporting and analyses. This data can be used to keep a watch over
resource performance, identify issues, and to make sure that it is compliant with policies and
regulations. The collected data can also be utilized for other Azure services, such as Azure
Monitor and Azure Security Center, to provide a comprehensive view of resource and workload

management.
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4. Hybrid Cloud Implementation

This chapter described the implementation scenarios of Azure Arc, by implementing different

azure arc-oriented labs. Labs are based on On-premises, multi-cloud environments.

4.1 Experimental Overview

Main goal of the experimental overview is to provide a working azure arc environment to focus
on the values of different platforms no matter from where the data is being retrieved. We define
various types of server distribution of Azure Arc-enabled server which consists of Windows and
Linux based distributions i.e., VMware vSphere resource management with azure arc, Onboarding
Microsoft SQL Server as an Azure Arc-enabled SQL Server, Kubernetes clusters distribution.
Deploying and managing the Azure Arc-enabled data services on multiple infrastructure
platforms. Machine Learning scenarios on Kubernetes manage and deploy by Azure Arc. In the
end we describe the central operations carried out by Azure Arc and Azure Lighthouse. To
perform the experiments, we have two Microsoft Azure portal subscriptions where the actual
work happens like deployment, monitoring etc. Two different Amazon Web Services and
Microsoft Azure accounts to deploy the resources and later integrate with Azure Arc which serves
the purpose of Multi-cloud Environment. To integrate with on-premises load, few servers are
deployed locally on local machines in VMware and few servers are connected from the data

centers. Every single step is included to get this work done later in this chapter.
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4.2 Deployment of Azure Arc-enabled Servers-

Windows/Linux

In this section, existing windows and Linux servers are onboarded from different cloud providers.

First part we focus on AWS instance, The deployment of an AWS instance to Azure Arc involves
registering the instance with Azure Arc and installing the Azure Arc agent on the instance. This
enables us to manage and monitor the instance through the Azure Arc control plane. Once the
agent is installed and the instance is registered, we can apply policies, view inventory, and
monitor the instance's health and performance. This integration between AWS and Azure Arc

allows us to manage resources across multiple clouds from a single control plane.

To achieve this, a dummy account is created with student subscription. The account provides
access to various AWS services, such as EC2, S3, and RDS, as well as free credits to use these
services. With a student account, users can practice hands-on with AWS services, build projects,
and develop skills in cloud computing. However, the student account has some limitations, such
as a spending limit on credits and restricted access to certain features. To create a student
account, users need to provide their academic information and a valid credit card to verify their

identity.
In Azure Arc module, three different options are available to deploy the resources.

1. Add a Single Server
2. Add Multiple Sever

3. Add Servers from update Management.

Our focus for the multi-cloud environment is to choose a single server for testing, the first option

will generate a script to run on our targeted server.
Pre-Requisites:

To connect an AWS EC2 instance to Azure Arc, following prerequisites:
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1. An active Azure subscription: We needed an Azure subscription to use Azure Arc.

2. Azure Arc enabled servers: AWS EC2 instances must have the Azure Arc agent installed
on them.

3. Access to Azure Arc enabled servers: Requires administrator access to the AWS EC2
instances to install the Azure Arc agent and configure them to connect to Azure Arc.

4. Azure Arc enabled Kubernetes clusters: If we want to connect AWS EC2 instances
running Kubernetes to Azure Arc, you must have an Azure Arc enabled Kubernetes
cluster.

5. Azure Arc enabled data services: If we want to connect AWS EC2 instances running SQL
Server or PostgreSQL to Azure Arc, must have an Azure Arc enabled data service.

6. Permissions: Necessary permissions to perform the required actions in Azure, AWS, and

on the AWS EC2 instances.

Here are the high-level steps to connect an AWS EC2 instance to Azure Arc:

1. Enable Azure Arc for servers and created a resource group called HCW-RG in Azure.

2. Create an onboard script from azure arc module and past it to the AWS instance
PowerShell.

3. Install the Azure Arc agent on the AWS EC2 instance.

4. Register the AWS EC2 instance with Azure Arc using the Azure Arc agent.

5. Verify that the AWS EC2 instance is connected to Azure Arc.

Here are the detailed steps:

Enable Azure Arc for servers and created a resource group called HCW-RG in Azure:

a. In the Azure portal, search for and select "Azure Arc".

b. Select "Servers" from the left-hand menu, and then select "Azure Arc enabled
servers".

c. Follow the prompts to enable Azure Arc for servers, select your Azure subscription,
and create a new resource group if necessary.

d. Created a service principal in Azure to provide Azure Arc with access to your AWS

account.
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1. Log in to the AWS EC2 instance and download the Azure Arc agent from the Azure
portal.
a. Install the agent on the AWS EC2 instance by following the instructions provided by
Azure.
b. Create an onboard script from azure arc module and past it to the AWS instance
Poweshell.
i.  Th onboarded script used for onboarding of the AWS instance which installs
the azure arc agent on Windows Server can be found in Appendix A.1l
Onboarding script. [56]
2. Register the AWS EC2 instance with Azure Arc using the Azure Arc agent:
a. On the AWS EC2 instance, run the Azure Arc agent and follow the prompts to
register the instance with Azure Arc.

i.  Here is the picture attached onboarding of an AWS Windows Machine to
Azure Arc.

& HCW-VM - ec2-13-50-243-174.eu-north-1.compute.amazonaws.com - Remote Desktop Connection - o X

LM Administrator: Windows PowerShell -
Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserved.

mprovements! https://aka.ms/PSWindows
PS C:\Users\Administrator> { 8
5 H H
; [Net.ServicePointManager]::SecurityProtocol = [Net.ServicePointManager]::SecurityProtocol 3072; Invoke-WebRequest
1 38 ;& 5 if (
connect
5 I 1 @{subscriptionld ;resourceGroup:
;tenantId ;location ;correlationId ;authType: ;operation ;messageType=¢_ .FullyQualifiedE
orld;message: ;}; Invoke-WebRequest ( | convertTo-Json) | out-null; Write-Host
red $_.Exception; }
VERBOSE: Installing Azure Connected Machine Agent
VERBOSE: Total Physical Memory: 996 MB
VERBOSE: .NET Framework version: 4.8.4161
VERBOSE: Downloading agent package from https://aka.ms/AzureConnectedMachineAgent to
C:\Users\ADMINI~1\AppData\Local\Temp\2\AzureConnectedMachineAgent.msi
VERBOSE: Installing agent package

Installation of azcmagent completed successfully
Connecting machine to Azure... This might take a few minutes.
Please login using the pop-up browser to authenticate.

Figure 4.1: Installing azure arc agent on AWS instance.

b. When prompted, provide the service principal values from step 2 and grant Azure

Arc access to the AWS account.
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B® Microsoft

Pick an account

You're signing in to Azure Connected Machine
Agent on another device located in Sweden. If it's
not you, close this page.

Ahtsham Shahid

Ahtsham.Shahid!
t.com

Signed in

+ Use another account

Back

Figure 4.2 : Azure Portal credentials.

3. Verify that the AWS EC2 instance is connected to Azure Arc:
a. In the Azure portal, navigate to "Azure Arc" and select "Servers".

b. Verify that the AWS EC2 instance is listed under "Connected servers".

Microsoft Azure R Search resources, services, and docs (G+/) B 0 & @ & {\htju‘i'r-nShde%c:ErL @

Home > Azure Arc

g Azure Arc|Servers & - X
= Microsoft
1)7‘ Search . + Add €5 Manageview v () Refresh ' ExporttoCSV %% Open query

(preview) H o )

Filter for any field. Subscription equals all Resource group equalsall X T Add filter V' More (1)

© Azure Stack HCI
. Showing 1 to 3 of 3 records. No grouping V|| EE List view v
= Kubernetes clusters !
B Servers 7 Name * Status Ty Resource group M, Subscription Ty Datacenter (tag) Ty,
B SQL Servers \7‘ AL i-05f54774287238b2c Offline HCW-RG teconsultingstavanger.-
& VMware vCenters (preview) :‘ ! i-0912b2876f51b01{5 Offline HCW-RG teconsultingstavanger.-
& SCYMM management servers :‘ & i-0cdcarc1d8182cdc2 Offline HCW-RG teconsultingstavanger--

(preview)

Figure 4.3: Listed AWS instances on Azure portal

The above lab has been implemented successfully and a virtual machine from AWS has been
integrated to Azure Arc. It has enabled us to manage and monitor the hybrid environment
resources from Azure portal. Reflections on the results and findings will be thoroughly discussed

in chapter 5.
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4.3 Azure Arc-enabled Kubernetes Clusters

This section involves creating a lab environment to onboard Kubernetes cluster from multiple

platforms as Azure Arc-enabled k8s clusters.

For the following deployments, Ubuntu 20.04 has been used as the OS for the main server.
Ubuntu is a popular, free, and widely used Linux distribution. It is stable, super secure and easy

to use with a wide availability of online support[57].

4.3.1 On-prem Microk8s Cluster

The first scenario demonstrates onboarding of an existing running Kubernetes cluster running on

on-premises.

Prerequisites:

1. One master node and at least one worker running on Windows/Linux machine.
2. Azure CLI: version 2.42.0 or above. If it is already installed, the cli version can be checked
by running the az —version command.
3. A service principal (SP) in Azure with contributor role. The Azure SP is optional if you
have the owner/contributor role at the Subscription level, but it is recommended to have
a SP[58].
4. Azure resource providers:
a. “Microsoft.HybridCompute”
b. “Microsoft.GuestConfiguration”

c. “Microsoft.HybridConnectivity”

Deployment 1:

We need a master and 2 worker nodes to have Kubernetes on-prem setup. For this purpose,
Multipass has been utilized to virtualize the Linux machine. Multipass is a tool used to get an

instant Ubuntu VM [59]. We have organized the lab in the following steps:

1. We create 3 nodes with multipass named as master, workerl and worker2 using the following

guide[60].
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2. We are using Microk8s which is a lightweight open-source Kubernetes distribution [61]. We
installed microk8s on each of the nodes using the following commands.
For connecting to multiplass nodes:
multipass shell <node>
Run on each node:
sudo snap install microk8s —classic
sudo usermod -aG microk8s SUSER
sudo chown -f -R $USER ~/.kube
On master node only:
microk8s enable dns storage helm

microk8s add-node (run twice)

:~% microk8s add-node
From the node you wish to join to this cluster, run the following:

microk8s join INETEITIIIIIIIIIIIInm

Figure 4.4: Adding node with microk8s

Copy the outputs of the add-node command and run each output command on each worker

node to join them with master node.

) % sudo snap install microk8s --classic

microkss Ei.zb;5table} v1.26.3 from Canonical. installed
% sudo microk8s.status

microk8s is running
high-availability: no
datastore master nodes: 127.8.8.1:19881
datastore standby nodes: none
addons :
enabled:
ha-cluster # (core) Confipure high availability on the current node
helm # (core) Helm - the package manager for Kubernetes
helm3 # (core) Helm 3 - the package manager for Kubernetes
disabled:
cert-manager # (core) Cloud native certificate management
community # (core) The community addons repository
dashboard # (core) The Kubernetes dashboard
dns # (core) CoreDNS
gpu # (core) Automatic enablement of Nwidia CUDA

Figure 4.5: microk8s installation

We can verify the joined nodes by entering the shell session of master node and running the

command.
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Kubectl get node -o wide

:~$ alias kubectl="microk8s kubectl"

:~% kubectl get node -o wide
NAME STATUS ROLES AGE VERSION INTERNAL-IP EXTERNAL-IP 0S-IMAGE KERNEL-VERSION CONTAINER-RUNTIME
worker2 Ready <none> 28m vl.26.3 16.199.2681.250 <none> Ubuntu 22.84.2 LTS 5.15.8-6T-generic containerd://1.6.15

master Ready <pone> 34m v1.26.3 10.199.201.119 <none> Ubuntu 22.84.2 LTS 5.15.8-67-generic  containerd://1.6.15

workerl Ready <pone> 36m v1.26.3 10.199.201.64 <none> Ubuntu 22.84.2 LTS 5.15.8-67-generic  containerd://1.6.15
:~% kubectl get all

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

service/kubernetes ClusterIP 10.152.183.1 <none> uy3/TCP  35m

Figure 4.6: Verifying the created nodes

3. Login to Azure in master node:

:~$ az login
To sign in, use a web browser to open the page https://microsoft.com/devicelogin and enter the code CUEBSEKUB to authenticate.
[
i
"cloudName": "AzureCloud",
"homeTenantId": "
Ilid " H Il_
"isDefault": true,
"managedByTenants": [
E
L
"tenantId": %

"name"

"state": "Enabled",
"tenantId": ™
vuser*: {
"name "asim.sabir@seecure.cloud",
"type": "user"

B® Microsoft
Enter code

Enter the code displayed on your app or device.

Figure 4.7: logging in with azure-cli

4. Now we create an Azure Service Principle with contributor role and save the output values

for later use.
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:~% subscriptionId=$(az account show --query id --output tswv)

:~%$ az ad sp create-for-rbac -n "azure-sp" --role "Contribut --scopes /subscriptions/$subscriptionId
Creating 'Contributor' role assignment under scope '/subscriptions/C ZCCCo o Coooo oo o lllL -
The output includes credentials that you must protect. Be sure that you do not include these credentials in your code or check the credent
ials into your source control. For more information, see https://aka.ms/azadsp-cli

§

L
"appId": °
"displayName":
"password
"tenant": '

Figure 4.8: creating a service principal
5. In this step, we are going to register the required Azure providers by using the following

commands and add the extensions connectedk8s and k8s-configuration. [62]

az provider register --namespace 'Microsoft.HybridCompute'

az provider register --namespace 'Microsoft.GuestConfiguration'
az provider register --namespace 'Microsoft.HybridConnectivity’
az extension add --name connectedk8s

az extension add --name k8s-configuration'

:~% az provider register ——namespace Microsoft.Kubernetes

Registering is still on-going. You can monitor using 'az provider show -n Microsoft.Kubernetes'
:~% az provider register --namespace Microsoft.KubernetesConfiguration

Registering is still on-going. You can monitor using 'az provider show -n Microsoft.KubernetesConfiguration’
:~% az provider register --namespace Microsoft.ExtendedLocation

Registering is still on-going. You can monitor using 'az provider show -n Microsoft.ExtendedLocation’

provider show -n Microsoft.Kubernetes -o table
Namespace RegistrationPolicy RegistrationState

Microsoft.Kubernetes RegistrationRequired Registered
provider show -n Microsoft.KubernetesConfiguration -o table
Namespace RegistrationPolicy RegistrationState

Microsoft.HKubernetesConfiguration RegistrationRequired Registered
:~$ az provider show -n Microsoft.ExtendedLocation -o table
Namespace RegistrationPolicy Registratio

Microsoft.ExtendedLocation RegistrationRequired Registered

Figure 4.99: Pre-requisite registration for Azure Arc

6. Create a resource group on Azure using az cli in location westeurope. It can also be created
via Azure portal.
7. Deploy a sample application running nginx server on Kubernetes. The nginx deployment

manifest[63] and figure how to deploy to the cluster can be found in Appendix A.4

Deployment.yam].
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$ kubectl apply —f - <<EOF
> apiversion: apps/vl
kind: Deployment
metadata:
name: nginx-deployment
sSpec:
selector:
matchLabels:
app: nginx

Chapter 4:Hybrid Cloud Implementation

replicas: 2 # tells deployment to run 2 pods matching the template

template:
metadata:
labels:
app: nginx
spec:
containers:
— name: nginx
image: nginx:1.14.2
ports:
- containerPort: 86

EOF
deployment.apps/nginx-deployment created

:~$ kubectl get all

NAME READY
pod/nginx-deployment-85996f8dbd-vs8mc  6/1
pod/nginx-deployment-85996f8dbd-zzt&d 0/1

NAME
service/Kkubernetes

TYPE
ClusterIP

CLUSTER-IP
19.152.183.1

NAME READY
deployment.apps/nginx-deployment a/2 2

NAME
replicaset.apps/nginx-deployment-85996f8dbd

UP-TO-DATE

DESIRED

STATUS RESTARTS
ContainerCreating 8
Pending 2]

PORT(S) AGE
4u3/TCP 3em

EXTERNAL-IP
=none=

AVAILABLE AGE
<] 11s

CURRENT READY AGE
2 2]

Figure 4.1010: Sample deployment in K8s cluster

Export the environment variables stored in step 4 as shown below and login using service

principal by running the following command.
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r] 2] azureuser@gl-do: ~

$ export appId="¢&

$ export password=

$ export tenantId=" o

$ export resourceGroup="rg-Arc"

$ export arcClusterName='microk8s-onprem'

Figure 4.11: Environment variables for later user

az login --service-principal --username $appld --password $password --tenant $tenantld

9. Run the following before connecting the k8s cluster to Azure Arc. This will export the
configuration to kube config file and will make sure that the correct k8s cluster is selected if

there are more than one cluster.

microk8s config >> ~/.kube/config
kubect| config get-contexts

kubectl config use-context microk8s

10. Connect the cluster with azure arc by using the connectedk8s command. This process will

take some time and connect the cluster with Azure Arc.

:~$ az connectedk8s connect \

> ——name $arcClusterName \
> ~--resource-group $resourceGroup \
> ——tags type=microk8s
This operation might take a while...
{

"agentPublicKeyCertificate": "MIICCgKCAgEA2WQDNgvrk2X9jcINTOUFHTO1iH/Nz1ZXd1fdCmy9NHUSMyBuCwxyMWazZGflneAcuFh6EDRE66XXLQXSYAqbTFvFEN/AQoX/PjH+UoyYOVM
INFNDAawSTTrtuk6X3jeYwXao59CypizwbBUowcOtqevzhTaGXc219NM8SAYRUVSTT7ovBDpMMhbNBQiThalwbzMVS8LAiMrEAP6CRDIVbMGS5VbtMEGEUVZU jHDbSN+KFqlAUlfZIEZztottcaf9D8b

8eUUTKPPEBYEEWUFAWL1zfdnEqU+6w0iaoR3F50WI/ajw9328y3KkVAcX ju2Tk3sQLBbrbKDYa+2dAZGFSUFEALSL+5PXQuv2YVROIRBRItEOTvhRSWODAWINY LpWINRCETpLfzhvovLiCpd3wZ+/h
avR7uvd/ut2WCKw303L1E jcwhgLKXKYrOYMy+3G8SfCzpdoT19rEXCDRASLHUDIOL350b8iU5MIRpbObMGCAOBWE jDSFNNDSVyubngq18XB5mBT+k5n5LyWgK3bowNcuXel5kxIaAV320uWCZLUq

BYbDsyU9PZY8LxsuUQvhfCARTb2UXq02Q1/At JENVEW2VXZEHIJa+B+KVx+XIaZDVruLuraEVTGb2Ugrk53KtrF61TtD+mGsVLrcvcLPZHTXxrQZBTdbSG2wtRTAPPCKMHIWN39fM8CAWEAAQ=="
"agentVersion": null,
"connectivityStatus": "Connecting",
"distribution": "generic",
"id": "/subscriptions/aTaiTiaTenooaen gUrITRIUTTERRL /resourceGroups /rg-Arc/providers/Microsoft. Kubernetes/connectedClusters/microk8s-onprem"

[

"identity": {
"principalId":
"tenantId":

"type": "SystemAssigned"

Figure 4.12: Using connected k8s command to connect Azure Arc
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rg-Arc

Resources  Recommendatior
Type equals all <ation equals all 7 Add fiter
Showing 14 1of 1 records, (] show hidden types o grouping List view
Events
] Name * Type 4 Lacation T4
Sattings
O o Kubernetes - Azure A Nest Europe

11. Create a service account and role binding in k8s cluster to allow the Azure Arc to access the

Kubernetes resources.

:~% kubectl create serviceaccount admin-user
serviceaccount/admin-user created

:~% kubectl create clusterrolebinding admin-user-binding --clusterrole cluster-admin --serviceaccount default:admin-user
clusterrolebinding.rbac.authorization.k8s.io/admin-user-binding created

$ microk8s kubectl create token admin-user --duration=999999h

eyJhbGci0iJSUzZIINIISImtpZCI6INZxZGtTeHEXQLINS1dZTmRCLUp3QTZmazZHdzVwMBhQSOVBZzBGWHAHaRELFQ. eyJhdwWQiOlsiaHREcHM6LYIrdWIlem51dGVzLMRIZMF1bHQuc3ZjIlesI
mVUcCIGNTIUMDG50Tc3MywiaWFBLjoxNjgw0TAZMzczLCIpc3MioiJodHRweczovL2t1YmVybmyBZXMuZGYmYXVsdC5zdmMilCIrdWIlem51dGVzLmnlvIjp7ImShbwWyzcGFjZSI6GIMR1ZMF1bHQiL
CJzZXJ2aWN1YWNjb3VudCIeyJuYW1lIjoiYWRtaWutdXNlciIsInVpZCI6IMFKNZIKY JKOLTRIMMMENDdmMMCOSYTgnLTQ1YWEZYZg1MGEBNY J9FSwibmImI joxNjgwOTAZMzczLCIzdWIi0iJze
XNOZWO6c2VydmljZWFjY291bnQ6ZGVmYXVsdDphZGlpbillc2VyIn®.PLT1SvaLAOwBg9GozmAeAw jFuMBeTusbdaeAEwxNKOFXitKP_bgHHBEJhBXKHQLNZ jpqCoql9R-oGadzU_rokF8GhTGMu
1dX5I7nJ2Wmgq571sGnY3HTi-Uc6N1aNqoU6G5fCULY3kUzb20U8ILXvOPYtmiSFnmeT91bmOETGZ c j6V1IGDGMpAL _A2QJOFTxudvmFb_QzktOvnoYguUShuumfIRZtwXgLknldsYjZborvfFibojB
d7EnBmuFdH9UP9fZMbCVHQ28cLKuyxfxQN5utMWrIqgE2zrD-wdlisZTeb2bn5gX0_D7AQkdIM2-2919Snk1n8cvmXKV_hhk28rKCw

Figure 4.1313: service account and role binding creation

= :mcrok?s—pnprem | Namespaces
e e

Overview

@ Activity log

fa, Access control (IAM) 3

@ Tags < N

£ Diagnose and s

preblems

9
Kuberetes resources (preview)

B Namespaces Sign in to view your Kubernetes resources.

A service account bearer token is required to view the Kubernetes resources on this
luster. This can be created using while connected to your cluster via CLI. Learn

% workloads ¢
how to crea account bearer token &

2, services and ingresses

I8 storag Service account bearer token * (O

E configuration

Settings

] Extensions

@ Open Service Mesh

3% Gitops

G Policies 4
I properts " T

B Locks

Monitoring
@ Insights
B Alerts

il Metrics

Figure 4.14: Service account token to access connected cluster.
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12. Service account bearer token required in step 11 can be obtained by creating a secret using

the following manifest and then describing the secret.

:~$ microk8s kubectl apply —f - <<EOF
apiversion: vl
kind: Secret
metadata:
name: admin-user

annotations:
kubernetes.io/service-account.nam
: Kubernetes.io/service-account—token

secret/admin-user created

Figure 4.15: secret.yaml creation

To describe the secret for token, run:
microk8s kubectl| describe secrets/admin-user

:~% microk8s kubectl describe secrets/admin-user

Name : admin-user

Namespace: default

Labels: <none>

Annotations: kubernetes.io/service-account.name: admin-user
kubernetes.io/service-account.uid: ad72db9u-uUb2c-U7f0-9a80-U5aa3cB50al7

Type: kubernetes.io/service-account-token

Data

ca.crt: 1123 bytes

namespace: 7 bytes

token: eyJhbGci0iJSUzIINiIiIsImtpZCI6InZxZGtTeHEXQLINS1dZTmRCLUPp3QTZmazZHdzVwMehQSeVBZzBGWHdHAaBELFQ. eyJpc3Mi0irdWIlem51ldGVzL3NLenZpY2VhY2NvdW5eT
iwia3ViZXJuZXRlcy5pby9zZXJ2aWNLYWNjb3VudCouYWllc3BhY2Uil KZWZhdWx8Iiwia3ViZXJuZXRlcy5pby9zZXJ2aWNLYWNjb3VudCozZWNyZXQubmFtZSI6ImFKbWLluLXVZzZXIilCJird
WIlem5ldGVzLmlvL3NlenZpY2VhY2NvdW56L3NlenZpyY2UtYWNjb3vudC5uYW1lI joivwRtawdtdXNleiIsImt1YmVybmveZXMuaWsve2VydmljZWFjY291bnQve2VydmljZS1hy2Nvdw5eLnvpZ
CI6S6ImFKNzJIKYjHOLTRIMMMtNDAmMMCO5YTgWLTQLYWEZYZg1MGEBNYISINN1YiI6InNNS5c3R1bTpzZXJ2aWN1YWNjb3VudDpkZWZhdwx80mFRbWLuLXVzZXIifQ. 40zvugakKPbujBhuzndJU7ZfUHZ
vw9FBDE-I8HpGSvbg_QiCkPmNGNMWRB2P3JI21ihJY91iZL4_BDoaPSMAdKs1-0sDdryFmUi8f19QVxo3iwM_D-gbI9mUmLEIBweZ-FtjNPIL9pm8mzI6pUDRRBT28KgYs9g—eld50CzUWTL6CgFAF
dR_zveYMSonbgCb6_SAiEssLyUmJO9bCvUgMYQuzAdkg3agKlzoKjg9AlTLlrVTToE9yYZtpLXHODWNjhTWldTw6seMPPwk8c8nk1DLtYu_elRABedTWhsnRNOET-XiqyDj5-QK1_8wULWitwRBub
LeGJB-Dilz9znR-vU5HwW

Figure 4.16: fetching secret

13. Copy the token in step 12 and paste it in the service bearer token box shown in step 11.

The resources are shown in the below figure.
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Home > microk8s-onprem

o, Microk8s-onprem | Workloads

Kubernetes - Azure Arc

« + Add O Refresh P Show labels 37 Give feedback

& Overview
& Overvier Deployments  Pods  Replicasets  Statefulsets  Daemonsets  Jobs  Cron jobs

& Activity log

8 Access control (AM) Filter by deployment name Filter by namespace
[ Enter the full deployment name | [(annamespaces | ¥ Addiabel ftter

€ Tage
& Diagnose and solve problems [] Name Namespace Ready Up-to-date Available Age L

O security (preview) [ clico-kube-controliers kube-system Q1 1 1 49 minutes
Kubemetes resources (preview) [[]  coredns kube-system QN 1 1 47 minutes
B3 Namespaces D hostpath-provisioner kube-system Qi1 1 1 47 minutes
" Workloads [J  clustermetadata-operator azure-are Q1 1 1 16 minutes
4 Senvices and ingresses D clusterconnect-agent azure-arc Q1 1 1 16 minutes
B storage [ kube-sackprony azure-arc Qi 1 1 16 minutes
B configuration [] metics-agent azure-arc Qi1 1 1 16 minutes
settings D clusteridentityoperator azure-are Q1in 1 1 16 minutes

] Extensions [ config-agent azure-arc Q1 1 1 16 minutes
% Open Service Mesh [  controller-manager azure-arc Q1 1 1 16 minutes
3% Gitops D extension-manager azure-arc Qin 1 1 16 minutes
(& policies [ fluxlogs-agent azure-are Q1 1 1 16 minutes
1l properties [ resource-sync-agent azure-are QW 1 1 16 minutes
& Locks [J  nginx-deployment default Q:p2 2 2 13 minutes

Home > microk8s-onprem

microk8s-onprem | Namespaces

Kubernetes - Azure Arc

£ search | « + Add () Refresh 0 showlabels & Give feedback

_i}_ COverviaw )
Filter by namespace name

& Activitylog | Enter the full namespace name W Add label filter
Ao Access control (IAM)

Name Status Age
L 4 Tags D
2 Diagnose and solve problems D kube-system @ active 48 minutes
@ security (preview) D kube-public @ active 48 minutes

= !
D kube-node-lease @ Active 48 minutes

Kubernetes resources (preview)

default Q Active 49 minutes
B3 Namespaces D

azure-arc-release 0 Active 18 minutes
s Workloads D
a D azure-arc @ Active 16 minutes

&% Services and ingresses

“ Storage

B Configuration
Figure 4.17: Overview of connected on-prem cluster resources.

The above lab has been implemented successfully and Microk8s from on-premises has been

integrated to Azure Arc. It has enabled us to manage and monitor the microk8s resources from

Azure portal. Creating nodes with Multipass came with some performance challenges but were

later resolved by resizing the ubuntu VM to a bigger size. Reflections on the results and findings

will be thoroughly discussed in chapter 5.

In the next lab, we will integrate Azure Kubernetes Services (AKS) with Azure Arc.
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4.3.2 Azure Kubernetes Service (AKS)

In this section, we are going to deploy Azure Kubernetes Service (AKS) and integrate it with

Azure ARC. AKS is a managed Kubernetes service by Azure. It makes it easier to install a

managed Kubernetes cluster on Azure and lowers the operational overhead and shifts it to Azure.

Crucial tasks like health monitoring and maintenance are outsourced to Azure as a hosted

Kubernetes service. A control plane is automatically deployed when you create an AKS cluster.

Being a managed Azure resource that is hidden from the user, this control plane is offered free

of charge. We are only responsible for the management of the nodes connected to the AKS

cluster and for the cost associated with it[64].

Pre-requisite:

Azure CLI: version 2.42.0 or above. If it is already installed, the cli version can be checked
by running the az —version command.
A Linux/windows machine. For this lab, we are using the same ubuntu machine used in
the section [4.3.1]. (Optional: personal system can also be used)
Contributor access to an Azure subscription to create the AKS cluster.
A service principal (SP) in Azure with contributor role. (optional).
Azure resource providers registration:
a. Microsoft.HybridCompute
b. Microsoft.GuestConfiguration

c. Microsoft.HybridConnectivity

Deployment 2:

1.

An AKS cluster can be created in multiple ways i.e., using terraform, ARM template and
Azure Portal. As we do not require any highly advanced AKS cluster for this lab, creating
an AKS cluster via Azure portal is a simple and straightforward process. By simply
providing a few essential details and following the next steps, the cluster can be

configured easily.
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Home > Kubemetes services >

Create Kubernetes cluster

Basics  Node pools

enance by |
Learn more '

Project details

Networking  Integrations  Advanced  Tags  Review + create

Ks) manages your hosted Kubernetes environment, making it quick and easy to deploy and manage
out container orchestration expertise. It also eliminates the burden of angoing operations and
g, and scaling resources on demand, without taking your applications offline.

Selact a subscription to manage deployed resources and costs. Use rasurce groups like folders to organize and manage ll your

resources,

Resource group * (O v
Create new
Cluster details
Cluster preset configuration [ Devrrest -
To quickly customize your Kubernetes cluster, choose one of the preset
configurations above. You can modify these configurations at any time.
Learn more and compare presets
Kubernetes cluster name * (@ | Demo-aks /‘
Region* () [ €urope) Norway East V]
Availability zones @ [ none -]
AKS pricing tier @ [ Free V]
Kubernetes version * (@ [1:24.10 (cefaulty ~]
Automatic upgrade @ [ Enabled with patch (recommended) v

Primary node pool

The number and size of nodes in the primary node pool in your cluster. For production workloads, at least 3 nodes are
recommended for resiliency. For development ar test workioads, anly one nade is required. If you wauld like to add additional
node pools or to see additional configuration options for this node pool, ga to the 'Node paals' tab above. You will be able to
add additional node pools after creating your cluster. Learn mere about node pools in Azure Kubernetes Service

Node size * (0 Standard B4ms
4vcpus, 16 Gid memory
A, standard B4ms is recommended for dev/test configuration.
Change size

Scale method * ® O Manual
(®) Autoscale

A\ Autoscaling is recommended for dev/test configuration.

[ o

Node count range * @

Figure 4.18: AKS creation Page

Login to Azure via CLI from ubuntu machine.

In this step, we try to speed up the deployment by creating a bash script which will
register the required Azure providers, login with service principal created in Deployment
1 [section 4.3.1], update the kube config file (it is important when working with multiple
clusters) and then connecting the cluster with Azure Arc. The bash script is given in
Appendix A.5 Bash Script: [65]

Please note that we deployed in the same resource group as in Deployment 1 which is

rg-Arc. The output of the script will look like below:
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./aks.sh
—> Exporting envircnment variables for later use in script <
ed env variables
— —=> Using Service principle to Leg in to Azure <

{
"cloudName": "AzureCloud",
"homeTenantId":
wign
"isDefault": true,
"managedByTenants": [],
"name": "SeeCure

"Enabled",
"tenantId":
"user": {
"name"

—> setting up for Azure Arc providers <
RegistrationPolicy RegistrationState

Microsoft.Kubernetes RegistrationRequired Registered
Namespace RegistrationPolicy RegistrationState

Mi .KubernetesConfiguration RegistrationRequired Registered
Namespace RegistrationPolicy

RegistrationState

Microsoft. endedLocation RegistrationRequired Registered

<= ——> Getting AKS credentials into kubeconfig file <

Merged "aks-demo" as current context in /home/azureuser/.kube/config

Switched to context "aks-demo".

<= —> Using connectedk8s extention to Connect the cluster to Azure Arc <
This operation might take a while...

Connecting an Azure Hubernetes Service (AKS) cluster to Azure Arc is only required for running Arc enabled services like App Services and Data Services on
the cluster. Other features like Azure Monitor and Azure Defender are natively available on AKS. Learn more at https://go.microsoft.com/fwlink/?linkid=214
4200.
Unable to fetch the Object ID of the Azure AD application used by Azure Arc service. Unable to enable the 'custom-locations' feature. Insufficient privileg
es to complete the operation.
J

"agentPublicKeyCertificate": "MIICCgKCAQEA@sZSi+Ztp/9azDeTSMbobebaBnIBFKbuVTSHLCKium@skVUdYXx7BpGSaj7jMzV1BasRId/td9CFIpF3RhYowbWhwugICVhX1Yr/0/s8H/RHYN
NYYaiV3guFUMFLN98BaeshalivMbsXrkrojcDbABLRgn1suRmud SF8+85Qmb83wDappUwddH1KQsepHeolQXbRI2bTQSukY5Povmev3S1EGuBoBlZWaPBEXnfqq50GIJr7+u2DBsn5aB10GDHKnkAJomu jFM
X+nCFWSWZBqibD6Ve8xpMblAwIU85hb2BISXGL18n2hCrIUNTVZXTgt15VP+ckSGFsEysU99IRdKg 3RNFEHYFMZY 3XyRmPHkurmaXSieBKYUNLPLE272J3PmI jod XrOiWRyrLQuaSvrF6bEFxpKulbBzODI
YLODCy+1M550afb6eB+YbRJ NFYXOKFL7DsHfcsb87NOe6D6t kI V/edSpl/sNBvQclF2218UvkgFKVNJEXENKtUHdlgnAKEgBHW2G /gmHChInWztx3UrfGUS/ZPmlB3j+c5udTErJ+RFS
€1zYo6Uq6bfxz0AHU /+yFiezNIRISGHITxYPpTcToMfb2xkwbyYPvCQrunUJIFu/eP6rokj06PYd TMsPullxt87qBoFLI9FAyt /yuXL 351 IysCAWEAAQ

"agentVersion": null,

"connectivityStatus": "Connecting",

"distribution

"id": "/subscriptions/27af7ba7-753a-Ul22-8296-el6al5e0bld7]l/resourceGroups/rg-Arc/providers/Microsoft . Kubernetes/connectedClusters/AKS-Azure"

"identity"

"infrastructure"” azure",
"kubernetesVersion": null,
"lastConnectivityTime": null,
"location": "westeurope",
"managedIdentityCertificateExpirationTime": null,
"AKS-Azure",
ing": null,
"provisioningState
"resourceGroup": "rg-Arc",
{
"2023-04-08T12:34:10.515146+00: 00",
"createdBy": "U783Ufac-d536-U5a2-bfla-eTUaT725a5ddF",
"createdByType "Application”,
"lastModifiedAt": "2023-04-08T12:34:10.5151U46+00:00",
"lastModifiedBy": "U783Ufac-d536-U5a2-bfla-eTUa725a5ddf",
"lastModifiedByTy| "Application"
h
"tags": {
"AKS": v
h
"totalCoreCount”: null,
"totalNodeCount": null,

Figure 4.19: Running Script to register AKS with Azure Arc

4. We follow steps 11-13 from Deployment 1 to authenticate Azure Arc to see the resources

of AKS cluster as shown below.
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$ kubectl create serviceaccount aks-user
serviceaccount/aks-user created
kubectl create clusterrolebinding aks-user-binding ——clusterreole cluster-admin --serviceaccount default:aks-user
clusterrolebinding.rbac.authorization.k8s.io/aks-user-binding created
$ kubectl apply —f - <<EOF

> apiVersion: vl

> kind: Secret

> metadata:

> name: aks-user-secret
>

>

>

>

annotations:
kubernetes.io/service-account.name: aks-user

type: kubernetes.io/service-account-token

EOF
secret/aks-user-secret created

$ kubectl create token aks-user —-duration=999999h

eyJhbGei0iJSUzI1NiIs ImtpZCI6InNeZGhfazIPMnczYmlFNO5qb8ZPREIremVFROUMWZ2c1d3cnozQkt5cOkifQ. eyIhdWQiOlsiaHROCHMELy9ha3MtZGVtbylkbnMtODBoalit rdXkuaGNwlmSvendh
ellVhc3QuYXptazhzLmlvIiwiXCJIha3MtZGVtbylkbnMtODBoaltrdXkuaGNwLmSvendheWVhe3QuYXptazhzLmlvXCIiXSwiZXhwljolMjgwOTUEMzgOLCIpYXQi0jE20DASNTc50DQsInlzcy I6ImhEdHE
z0iBvYWtzLWRLbWEtZG5zL TgwaGlra3VSimhjcCSub3J3YX1LYXNOLmF6blisticySpbyIs Imt1YmVybmVOZXMuaW8iOnsibmFtZXNwYWNLIjoiZGVmYXVsdCIsInNLcnZpY2VhY2NvdWS8I jp7InShbWUiOi
Jha3MtdXNlcilsInVpZCIGImRLODLmMTIwLWZhZWEtNDQWZSOSNFAULTLIMTM1NmUZZWESYiJ9FSwibmImIjoxNjgwOTU30TgOLCIzdWIi0iJzeXNOZWOEC2Vydml jZWFY291bnQ6ZGVmYXVsdDpha3Mtd
XNlciJ9.RrMbSkouUgtd_jdmGuWEtrt_TMreJm3BbawfeFRQ7JESREYEgStPtebPm3LzAdfFKL7x7Geck0jothReXN631TpYFe9qM1d6PylwujrSzVRTmA2ejn8jbne7ELEpTTqU61KoNSZUEXYIHGWGUXGIY
GHingWij@S1NY_T7#prEQbEK1fLBgUmivu3iNhwgxdvaXHmnp3959dHEUEBHDNRkKcVYRaGeIbL FAg-GKSV2-EpW8C1eDgOMRqAc1DQMHeI7U0688U0B2bxoMDISdd8xBnucftbAjMsrhl5we0CoI6551SzNV
vpB8QDbEZKwGZ ZrKbnSSamXMyGDatUpPtJ3GFh6nDXM6Ug-9bJ3XTsazlyK6R2i11PqtHUKEYR_vlervyGr808swSBMGTRi0O7U4I _bFgJFHtz1JE_jlmkWanIvBDcc70DFtvKanzUvAFqJ69RBy1dYglwGCFgf
OvidezGJlz_pfsGEkReKnBWzUfUBGOBtuY+FTwe-X2DM8XQeREJx0JXjsDRIWChBkouzlUsLU-TPegoavVMXakUincmi3ugZ3fnimdm-RYircE 6QImLmMz1Kul_PJ5VD1iCCHnHyStTxkUWSUQsxOhKLlny
dEtiEUvnhp_UWaN-vT7buqQWetiJXhcUFyNLfBFHLZOkmLPILmzvaEKFEBfJ2I8eTi26hQY

Figure 4.20: Service account, Clusterrolebinding and Secret creation

5. We copy the token and paste it in the service bearer token box in Azure Portal. All the

resources in AKS cluster can been seen via Azure Arc.

P Search resources, services, and docs (G+/) T Q
Home > rg-Arc > A re
Ty AKS-Azure | Workloads  *
Kuber \zure Arc
E | « f add ) Refresh D Show labels & Give feedback
& oOverview
Deployments Pods Replica sets Stateful sets Daemon zets lobs Cron jobs
E Activity log -
R Access control (1AM) Filter by deployment name Filter by namespace
| Enter the ful d | | Al namespaces o | 7 Add label filter
€ Tags
& Diagnese and solve problems \:‘ Name Namespace Ready Up-to-date Available Age |
O security (preview) \:‘ coredns kube-system [ FIzd 2 2 12 days
Kubernetes resources (preview) \:| coredns-autoscaler kube-system @11 1 1 12 days
B Namespaces \:| kennecti kube-system Q22 2 2 12 days
" Workloads \:| metrics-server kube-system [ R] 2 2 12 days
& services and ingresses \:‘ tigera-operator tigera-operator @in 1 1 12 days
By storage \:‘ calico-kube-controllers Qn 1 1 12 days
B Configuration [] el Q1N 1 1 12 days
Settings D app-test-1 Ao 3 0 11 days
i1 Extensions \:‘ argocd @1 1 1 11 days
% Open Service Mesh \:‘ argoad @in 1 1 11 days
3% Gitops \:‘ argoed Qi1 1 1 11 days
G Policies \:| argoed Qin 1 1 11 days
1l properties D argoed Qi1 1 1 11 days
£ Locks 0 argocd Qi1 1 1 11 days
Monitoring O azure-arc Q1 1 1 13 minutes
@ Insights M azure-arc Qi1 1 1 13 minutes
M plerts O azure-arc @1 1 1 13 minutes
A Metrics M azure-arc Qi 1 1 13 minutes
https://portal. azure com/# @seecure.cloud/resource/subscripti 206-e16215e0b471/res... azure-arc o 171 1 1 13 minutes

Figure 4.21: Overview of connected AKS cluster resources

Connecting the AKS cluster via bash script has greatly enhanced the speed of the deployment.

This could be improved further with Terraform. Regarding the integration, we can see that we
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have control over the resources of the AKS cluster and can add/delete the resources from Azure
Arc. Moreover, Azure Arc provides the monitoring of the cluster with different metrics. A more
comprehensive analysis of the results obtained from this lab and potential capabilities of this

integration will be detailed in chapter 5.

In the next section, we are going to explore Amazon Elastic Kubernetes Service and integrate it

with Azure Arc.

4.3.3 Amazon Elastic Kubernetes Service (EKS)

In this section, we are going to deploy Amazon Elastic Kubernetes Service (EKS) and integrate
it with Azure ARC. Amazon EKS is a managed k8s service to run Kubernetes clusters in the
AWS cloud. The Kubernetes control plane nodes in the cloud oversee the features like scaling
out/in of containers, assuring application availability, cluster storage and networking. These
nodes are automatically managed by Amazon EKS for availability and scalability. With integrated
tooling and straightforward deployment to Amazon Outposts, or virtual machines, EKS offers a

consistent, fully supported Kubernetes solution on-premises.[66]
Pre-requisites

1. A Linux/windows machine. For this lab, we are using the same ubuntu machine used in
previous deployments.

An |AM role with sufficient roles/policies for EKS as well as EC2.

Aws CLI version 2.

A service principal (SP) in Azure with contributor role. (optional).

o~

Azure resource providers registration:
a. Microsoft.HybridCompute
b. Microsoft.GuestConfiguration
c. Microsoft.HybridConnectivity

Deployment 3

1. Install AWS CLI using the following commands[67].

1) curl "https://awscli.amazonaws.com/awscli-exe-linux-x86 _64.zip" -o "awscliv2.zip"

2) unzip awscliv2.zip

3) sudo ./aws/install
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2. Create a user named eks-user in IAM via AWS portal like below:

Identity and Access x IAM ) Users
Management (IAM)

Users (0) info

Q
(=)
5
g
E
a
[}
g
L

Q, Search IAN
Dashboard

w Access management User name - Groups Last activity MFA Password age Active key aq

User groups .
group No resources to display

Users

Roles

Policies

Identity providers

Account settings

w Access reports
Access analyzer
Archive rules
Analyzers
Settings
Credential report
Organization activity

Service control policies (SCPs)

2] Fay @ Global v

IAM % Users » Create user

Step 1

Specify user details

Specify user details

5 2 H
Step 2 User details

Set permissions

User name
Step 3
Review and create eks-user
The user name can have up to 64 characters. Valid characters: A-Z, a-z, 09, and + =, . @ _ - (hyphen)

Provide user access to the AWS Management Console - optional

If you're providing conso s to 3 person, it's a best practice [ to manage thei

s in 1AM Identity Cente:

@ If you are creating programmatic access through access keys or service-specific credentials for AWS CodeCommit or Amazon Keyspaces,
you can generate them after you create this 1AM user. Learn more [4

Cancel Next

Figure 4.22: User creation for EKS

3. Login to aws console again as eks-user and create the access for eks-user to authenticate

the ubuntu server to use aws-cli. Follow the screenshots below.
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Identity and Access x
Management (1AM)

Q

Dashboard

v Access management
User groups
Users
Roles
Policies
dentity providers

Account settings

w Access reports

Access analyzer

Archive rules

Service control policies (SCPs)

A identity Center 2 (D)

AWS Organizations [4

IAM %> Users » eks-user

Step 1
Access key best practices &
alternatives

Step 2 - aptional

Set description tag

Step 3
Retrieve access keys

1AM > Users > eks-user

eks-user

Summary

ARN

(9 armiawsiam:096551032383:user/eks-user

Created

April 08, 2023, 16:16 (UTC+02:00)

Permissions Groups Tags

Console sign-in

Console sign-in link

{9 https://096551032383 signin.aws.amazon.com/console

Console access

console sign-in

Security credentials Access Advisor

Delete

Access key 1
Not enabled

Access key 2
Not enabled

Manage console access

Console password

Updated 1

Last consol

Multi-factor authentication (MFA) (0)

ervironment. Signing in with MFA requi

Assign MFA device

Device type

Identifier

Jevices. Assign a

minute ago (2023-04-08 16:16 GMT+2)

e sign-in

Created on

security of your AWS environment

e AWS CLL AWS Tools for PowerShef

No access keys

AWS SOKs

direct AWS API cals xave 2 masimum of two access

Vou ca

As 3 best practice, avoid using long-term credentials like access keys. Instead, use tools which provide short term credentials. Leam more (7

» Create access key

Create access key

Access key best practices & alternatives

Avoid using long-term credentials like access keys to improve your security. Consider the following use cases and

alternatives.

© Command Line Interface (CLI)
You plan to use this access key to enable the AWS CLI to access your AWS account.

Local code

You plan to use this access key to enable application code in a local development
environment to access your AWS account.

() Application running on an AWS compute service
You plan to use this access key to enable application code running on an AWS compute
service like Amazon EC2, Amazon ECS, or AWS Lambda to access your AWS account.

Figure 4.23: Creating aws-cli access for ubuntu server
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This is the only time that the secret access key can be viewed or downloaded. You cannot recover it later. However, you can create a new access key any fime_

IAM % Users » eks-user » Create access key

Retrieve access keys

Access key

step 2 - optional If you lose or forget your secret access key, you cannot retrieve it. Instead, create a new

s key and make the old key inactive.

Access key Secret access key
Step 3
Retrieve access keys AKIARMEXD2Y7W27IGCNJ (@ — Show

Access key best practices

.

Never store your access key in plain text, in a code repository, or in code.

.

Disable or delete access key when no longer needed.

Enable least-privilege permissions.

.

Rotate access keys regularly.

For more details about managing access keys, see the Best practices for managing AWS access keys,

Download .csv file Done

Figure 4.24: Access key

4. Store the Access Key and Secret Access Key.

5. Login to AWS portal via AWS CLI by running aws configure.

= aws configure
AWS Access Hey ID [*kkkdkkkhkkektxxGCNI]

AWS Secret Access Key [None]:
Default region name [Nonel:
Default output format [None]:

Figure 4.25: Logging in to aws environment with aws-cli

6. Now back to AWS portal, grant eks-user with the following permissions from IAM. This

is important for creating the EKS cluster and nodes in that cluster.
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Identity and Access x IAM > Users > eks-user
Management (IAM)

eks-user
Q A
Summary
Dashboard
Access management ARN Console access Access key 1

AKIARMEXD2Y7W27JGCNJ - Active
() Used Yesterday. 2 days old.

@ arnawsiam:096551032383:user/eks-User

User groups

Users
Roles Created Last console sign-in Access key 2
Folicies April 08, 2023, 16:16 (UTC+02:00) © Today AKIARMEXD2YTQINLZWY - Active

Identity providers

Account settings

Permissions Groups Tags Security credentials Access Advisor
Access reports

Access analyzer

Archive rules

Add permissions v

Analyzers
Setti
sthings Q, Find policies 1 @
Credential report
Organization activity [} Policy name [ a | Type v Attached via [2
Service control policies (SCPs)
[m] AdministratorAccess AWS managed - job function Directly
[m] AmazonEC2CentainerRegistryReadOnly AWS managed Group eks
1AM icentity Center [ () [m] AmazonEKS_CNI_Palicy AWS managed Group eks
AWS Organizations [5 O AmazonEKSClusterPolicy AWS managed Directly, Group eks.
[m] [ 1 AmazonEKSServicePolicy AWS managed Group eks
[m] AmazonEKSWorkerNodePolicy AWS managed Group eks

Figure 4.26: Assigning IAM roles to eks-user

7. Creating an EKS cluster via AWS portal is a simple and straightforward process. By
simply providing a few essential details and following the next steps, the cluster can be

configured easily.
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EKS > Clusters > Create EKS cluster

Step 1

Configure cluster

Step 2

Specify networking

Step 3

Configure logging

Step 4

Select add-ons

Chapter 4:Hybrid Cloud Implementation

2] L @ Stockholm ¥

Configure cluster

Cluster configuration info

Name
Enter a unique name for this cluster. This property cannot be changed after the cluster is created

eks-demo

The cluster name should begin with letter or digit and can have any of the following characters: the set of Unicode letters, digits, hyphens
and underscores. Maximum length of 100

Kubernetes version  Info
Select the Kubernetes version for this cluster.

Step 5
Configure selected add-ons ‘ 1.25 v ‘
settings
Cluster service role Info
Select the IAM role to allow the Kul esources on your behalf. This property cannot be changed after
Step & the cluster is created. To create a m e Amazon EKS User Guide [7

Review and create

v| [c]

‘ myAmazonEKSClusterRole

Secrets encryption info

Once turned on, secrets encryption cannot be modified or removed.

 Turn on envelope encryption of Kubernetes secrets using KMS
Envelope encryption provides an additional layer of encryptien for your Kubernetes secrets.

Tags (0) info

This cluster does not have any tags

Add tag

Remaining tags available to add: 50

Cancel Next

Figure 4.27: EKS creation page
Unlike AKS, EKS installation does not automatically deploy any nodes/resources i.e., no
workload and it is not possible to just integrate an empty cluster to Azure Arc.
So, we create a node group to populate the cluster as shown below. It will create 2 EC2

instances and a few other cluster resources associated with the node.
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Nodes (2) info

‘ Q, Filter Nodes by property or value 1
Instance v Node v
Node name A Created v Status V
type group
ip-172-31-13-211 rth Created
ip-172-31-13-211.eu-north-
P . t3.medium master a minute © Ready
1.compute.internal
ago
Created
ip-172-31-25-121.eu-north- .
i t3.medium master a minute ® Ready
1.compute.internal
ago
Node groups (1) info Add node group
Group name A Desired size v AMI release version v Launch template v Status ¥
O master 2 1.25.7-20230406 - @ Active

Figure 4.28: Node group

Overview Resources Compute Networking Add-ons Authentication Logging >
Resource types X Workloads: Pods (2)
Pod is the smallest and simplest Kubernetes object. A Pod represents a set of running
¥ Workloads containers on your cluster.
PodTemplates Learn more [4
Pods All Namespaces v ‘ ‘ Q Filter Pads by property or value

ReplicaSets
Deployments

StatefulSets

Name Age
DaemonSets
- Created
Jobs O coredns-6bf858c4bb-29vkw
6 minutes ago

CronJobs

- Created
PriorityClasses coredns-6bf858c4bb-gdnf2

6 minutes ago
HorizontalPodAutoscaler

s
P Cluster
P Service and networking
P Config and secrets

P> Storage

Figure 4.29: Workload on EKS-Node

10. From ubuntu machine, we import configuration details of this cluster using aws cli tool

like we did in previous 2 deployments.
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:~$ aws eks update-kubeconfig --region eu-north-1 --name eks-demo
Updated context arn:aws:eks:eu-north-1:096551032383:cluster/eks-demo in /home/azureuser/.kube/config
:~$ kubectx

aks—demo

:~$ kubectl get nodes
NAME STATUS  ROLES AGE VERSION
ip-172-31-13-211.eu-north-1. compute.internal Ready <none> 6mles v1.25.7-eks-a5% 10
ip-172-31-25-121.eu-north-1. compute.internal Ready <none> 6ml2s v1l.25.7-eks-a5%1f0
:~$ kubectl get pods ——namespace kube-system
NAME READY  STATUS RESTARTS  AGE
aws—node-5gkrj 1/1 Running 2m3ls
aws—node-T5w%w 1/1 Running 2m35s
coredns—-6bf858cUbb-29vkw  1/1 Running 12m
coredns-6bf858clbb-gdn+2 Running 12m
Running 6ml8s
Running 6m28s

Figure 4.30: Overview of EKS Cluster on Ubuntu

11. Repeat step 5 in Deployment 1 to register Azure providers and then login using az cli
with the same service principle we created before. We do not have to create a resource
group and add connectk8s extensions again as we are using the same environment on
Azure.

12. Connect EKS cluster with Azure Arc by running the following command as we did in
previous deployments.

az connectedk8s connect —name “EKS-AWS" —resource-group “rg-Arc" —location “westeurope” —tags “EKS"

:~§ az connectedk8s connect ——name "EHS-AWS" ——resource-group "rg-Arc" —-location "westeurope" —-tags "EKS"
This operation might take a while...

Unable to fetch the Object ID of the Azure AD application used by Azure Arc service. Unable to enable the 'custom-locations' feature. Insufficient privileg
es to complete the operation.
{

"agentPublicKeyCertificate": "MIICCgKCAgEAtzuga3mylCDPlYhtyJef85GDtAz0ILsPyCrZ0Spg8Qug+ZkYU+HIMCcCQY9sngS5MgvHnHM1HpIekMONoapgiq@pkzbXVDiwlo68jTTZNh2UB1CE
KGm7TUSUEXBR2;jug8;jAiRvSSqDO9U;j AWEciITEIATALXASS13czevlqeJ2UTDetHNL1eNT8 /UEWedBuhrgsNvvGleiO0wex0z9PIK8H; TwDIR2sTzBDt Ze TEbAPt Ng +kdOEPPGIypHdvSEVVTXmBAVXRsF
CUYmljso0708Gmo6ZI LNk IGuPJ+FMYjNIsPukVU /TAXATSAHssZKIna@JUZuJGIEBVTHDH+ZHtyABPET75U] pkrRqB6yquvt+NSgsey9uBgnx ZUZUb9PRp+zaz+zdssLecVxRPySHLFCmRWS 68mxHqy lws 52
zd19HcuhplLusLGS1b7el HZc0pjlyo/UMtOYr85XuHKVRd3uKAHbmdL tFwPPrZPalhXNXNbolPwwlindiinSKHqZ0z0bHEL08gqn+TUoAkUsNigd tEK1Y3zfoD1GOpn15AHc1mvViQrjGhhqTHzBeGHnqoIK+D
nSB+hyhPy51LqagV2IdMk6mzQG i kCOdwmFm8buKCNGJCLh8gzUVuIdQkiSRgP8tUemLkEYvgexKOS5ArEB+KHj ztqC/buVebpf jRkGIeGRIrkCAWEAAQ=="

"agentVersion": null,

"connectivityStatus": "Connecting",

"distribution": "eks",

"id": "/subscriptions/27afTba7-753a-UU22-8296-e16al5e0bUT1/resourceGroups/rg-Arc/providers/Microsoft .Kubernetes/connectedClusters/EKS-AUS"

"identity": {

"principalld": "d6e9872f-2660-Udde-917f—F2cbecTIcIFl",
"tenantId": "d9517e6b-Ufea-UdF5-ba75-8Udabal539b9",
"type": "SystemAssigned"
}
"infrastructure": "aws",
"kubernet: i @ onull,
"lastConn
"location
"managedIdentityCertificateExpirationTime": null,
"name": "EKS-AWS",
"offering": null,
"provisioningState": "Succeeded",
"resourceGroup": "rg-Arc",
"systemData": {
"createdAt": "2023-0U4-08T16:24:26.660074+00:00",
1 "U783Ufac-d536-U5a2-bfla-eTUaT725a5ddf",

"createdByType": "Application",
"lastModifiedAt 2023-0U-88T16:24:26.66007U+00: 00",
"lastModifiedBy": "U783Ufac-d536-U5al-bfla-e7da725a5ddf",
"lastModifiedByType": "Application"

¥

"tags": {
"EKS": "

}

"totalCoreCount”: null,

"totalNodeCount": null,

"type": "microsoft.kubernetes/connectedclusters"”

}

4§
Figure 4.31: Using Connectedk8s to onboard EKS cluster.

13. Repeat steps 11-13 from Deployment 1 to authenticate Azure Arc to see the resources

of EKS cluster.
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14. Integration of EKS with Azure Arc can be seen below.

Home » rg-Arc > EKS-AWS

B EKS-AWS | Namespaces «*

Kubernetes - Azure Arc

|,’7 Search ‘ < + add () Refresh D% Show labels &Y Give feedback

:%. Qverview .
Filter by namespace name

& Activity log | Enter the full namespace name W Add label filter

F‘R Access control (IAM)

\:‘ Name Status Age
¢ Tags
2 Diagnose and solve problems D kube-node-lease @ Active 36 minutes
© Security (preview) \:‘ kube-public @ Active 36 minutes
Kubernetes resources (preview) \:l fube-system a Active 36 minutes
D default @ Active 36 minutes
B3 Namespaces
. Worklc:ds \:‘ azure-arc-release @ Active 23 minutes
%, Services and ingresses \:‘ szreare @ active 22 minutes

n Storage

E configuration

Figure 4.32: Overview of connected EKS cluster resources

We have now successfully connected On-Prem Microk8s, AKS and EKS with Azure Arc.
;: Searcn resources servies, and 9o (847 D fp mmsrdwearecoud o

(@) rg-Arc & X

t creste @ Manage view v [l Delete resource group () Refresh & Exporttocsv T Open query 0 Openin mobile
~ Essentials

1a-4222-6266-216315600471 ocatic
* e ags (edit)
source visusizer
Resources Recommendations
vents
Settings Typeequalsall X Locatonequalsall Xy Add fiter
2 Deplayments " s [ show hidden types No grouping | [ 22 List view “
Q security .
(] Name "4 Location T4
B Folici
O# kas-onpren West Europs.
11t properti
O & as-ans West Europe
ocks .
F West Europe

Cost analysis

B3 Cost alerts (preview)

Monitoring
@ Insights (previen)

B plerts

Figure 4.33: On-Prem, AKS and EKS integrated with Azure Arc
Connecting the EKS cluster with Azure Arc is comparatively complex due to the required
permission, IAM roles and the fact that the node needs to be deployed manually. After the
integration, we can oversee the resources of the EKS cluster and can update the cluster from
Azure Arc. Detailed insights of the outcomes of this deployment and the integration's prospective

capabilities and features will be discussed in Chapter 5.
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4.4 Deployment of Arc-Enabled SQL Server

This section will walk you through deployment of Microsoft SQL Server as an Azure Arc-Enabled
SQL Server. We plan to implement this lab with the help of Terraform which helps in automation
and complex deployment of the infrastructure on cloud. Terraform is also known as Infrastructure
as a code service. In this lab an AWS EC2 instance with SQL Server installed is deployed with

the help of [68] terraform:

Pre-Requisites:

First, we identified the terraform version being used on cloud shell.
Terraform —version.

Version was outdated, to update the version we followed the following steps below.

1. Copy the link for AMD64 version from HASHICORP website.

Run the curl command (curl -O <terraform download url>)
Unzip the file (unzip <zip_file_downloaded in_previous step>)
New directory (mkdir bin)

Move the terraform file into the bin directory (mv terraform bin/)

o o &~ N

Close and restart the cloud shell.

PS /home/ahtsham> terraform version
Terraform v1.3.2
on linux_amd64

Your version of Terraform is out of date! The latest version
is 1.4.4. You can update by downloading from https://www.terraform.io/downloads.html
PS /home/ahtsham> curl https://releases.hashicorp.com/terraform/1.4.4/terraform_1.4.4_darwin_amd64.zip
% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed

160 21.eM 1ee 21.eM e (2] 111M @ ~=i-=2 ==t~ ===t~ 110M
PS /home/ahtsham> unzip
terraform_1.4.4_darwin_amdé4.zip  Microsoft/ DigiCertGlobalRootCA.crt.pem terraform_1.4.4_darwin_amdé4.zip
clouddrive/ clouddrive/ Microsoft/
PS /home/ahtsham> unzip terraform_1.4.4 darwin_amdé4.zip
Archive: terraform_1.4.4_darwin_amdé4.zip
inflating: terraform
PS /home/ahtsham> mkdir bin
PS /home/ahtsham> mv terraform bin/

Figure 4.34: Update the terraform version.

7. After the terraform installation, we need to register the resource providers below.

a. az provider register --namespace Microsoft.AzureArcData
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b. az provider register --namespace Microsoft.HybridCompute
8. Registration process can be monitored with the following commands below:

a.  az provider show -n Microsoft.AzureArcData -o table

b. az provider show -n Microsoft.HybridCompute -o table

PS /home/ahtsham> az provider register Microsoft.AzureArcData

PS /home/ahtsham> az provider register Microsoft.HybridCompute
PS /home/ahtsham> az provider show Microsoft.AzureArcData table

Namespace RegistrationPolicy RegistrationState

Microsoft.AzureArcData RegistrationRequired Registered

Figure 4.35: Register the resource providers.
9. New AWS IAM Role & Key:
a. In the IAM console, click on "Users" in the left-hand menu.
b. Find the user associated with the IAM role you just created and click on their name.
c. Click on the "Security credentials" tab.
d. Scroll down to the "Access keys" section and click "Create access key".
e. Save the access key ID and secret access key to a safe location. You will not be able

to view the secret access key again after you leave this page.

@ Access key created

This is the only time that the secret access key can be viewed or downloaded. You cannot recover it later. However, you can create a new access key any time.

IAM % Users » eks-user » Create access key

Step 1

Retrieve access keys

Access key
Step 2 - optional If you lose or forget your secret access kay, you cannot retrieve it Instead, create a new access key and make
the old key inactive.
Step 3 Access key Secret access key
Retrieve access keys o
SkEEEEERREEEEE Show
Akt

Access key best practices

Figure 4.36: Access key creation.
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Deployment:

AWS EC2 Microsoft Server instance with SQL Server and Terraform is being used to connect it
to the Azure Arc. In the end of this session, we will have an SQL Server installed on AWS EC2

instance and connected to our Azure portal for different kind of assessments.

To deploy an EC2 instance with SQL Server and onboard it as an Azure Arc-enabled SQL

Server using Terraform, you can follow these steps:

1. Create an IAM role for the EC2 instance that has the necessary permissions to interact
with the AWS resources and Azure Arc-enabled servers.

2. Created a Terraform configuration file with the following resources:

3. AWS EC2 instance resource to launch an instance with SQL Server installed.

4. Provisioner resource to execute a shell script on the EC2 instance to install and
configure the Azure Arc agent.

5. Configure the Terraform provider for Azure Arc to connect to your Azure Arc-enabled
SQL Server instance.

6. Run the Terraform apply command to deploy the EC2 instance and onboard it as an

Azure Arc-enabled SQL Server.

Terraform code used to deploy the resources and services can be found Appendix A.2

Terraform Code. [69]
Below command helps to deploy the resources via terraform:

a. terraform init

b. terraform apply —auto-approve

After the instance deployment the following script has been used from the GitHub repository

mentioned to install the SQL Server[70].
Script Name: sql.psl
GitHub Repo: GitHub - repo

Run SQL Script:
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Chocolatey installed 1/1 packages.
See the 1 for ils :\ProgramData\chocolatey\logs\chocolatey.log).
Installing sql-s er-management-studio

Installing the following package

By installing, you accept Ticei the packages.,
Progress: Downloading sql-server ement-studio 19.0.20209.0... 100%

sql-server-mana i eps.
Downloadin

from 'ht W . o Vi d/9/ 7 S-Setup-ENU.exe"'
Progress: 10t oad of Us rver-management-studio\19.0.20209.0\SSMS-Setup-ENU.exe
ownload of SSMS-Setup-ENU.exe (628.83 MB) completed.

Installing sq erver-management-studio. ..

Figure 4.37: SQL Server Management Studio Installation.

SQL Successfully installed:

L% Microsoft SOL Server Management Studio (Administrator

File Edit View Tools Window Help
8- 0t B Brevaey B &R -l | By =

Object Explorer * 0 x
Connect~ ¥

SQL Server

Server type: Database Engine

Servar nama |

Authantication Windows Authentication

nt Wizard

Task Manager Control Panel

Figure 4.38: SQL Server Management Studio.

Onboarding the SQL Server to Azure Portal: See Appendix A.3 SQL installation Script. [71]

The following script is copied from the Azure Arc portal to onboard the sql server to the portal

and to install the agent on the AWS machine.

In the picture below, we are running the script copied from the Azure Arc module to connect

Azure Arc-enabled SQL Server.
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EN Administrator: Windows PowerShell

5y 1
>> }

>>

»> if(

>> Write-Host

ite-Host

>> r

/ 1
>> Write-Host red .Exception

icrosoft.com icelogin and enter the code C5DMRSFAL to authent]

i S 0 will take few minutes. Please see C inistra ureExtensionForSQLSery|
erInstallation. e 0 nfor on
Install n

n.

Figure 4.39: Script to connect Arc-enabled SQL to Azure Arc.

Once the SQL Server is onboarded to the azure arc module, the picture below shows the new

onboarded machine and extensions in portal.

f 0 € (@ & AhtshamShahid@tecon.. &

Microsoft Azure L Search resources, services, and o

Home ire Arc | All Azure Arc reso

-1 i-05f54774a87a38

Irces f54774a87a38b2c

b2c | Extensions % X

+ Add () Refresh

A Overview

Analytics agents (O A) will reach end of support by August 2024, Azure Monitor agent is the recommended replacement, =
‘ ore about migré zure Moniitor
m Activity log
Ao Access control (IAM)
[P sl

@ Tags : ;

- Name Type Version Update available Status Autom:
? Diagnose and solve problems

| Agent 1.1.2284.7 No Succeeded Enablec

Settings | AzureMonitorWindow... AzureMonitorWindow... 1.14.0.0 No Succeeded Enablec

Figure 4.40: SQL Machine and extensions.
To conclude, connecting the SQL Server machine requires multiple steps, especially if we are
onboarding with the help of Terraform. This lab is comparatively complex due to the required
permission, |AM roles and writing the terraform code. After the integration, we can oversee the
resources of the SQL Server in Azure Arc. Detailed insights of the outcomes of this deployment

and the integration's prospective capabilities and features will be discussed in Chapter 5.
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5 Results and Discussions

In this chapter we will write about our results and findings and will discuss them in detail. As
we had a detailed overview about Azure Arc in previous chapters, which is a service provided by
Microsoft Azure that allows customers to extend Azure services and management to any

infrastructure.

5.1 Introduction

We can simply divide our findings into four different areas.

Simplified management: Azure Arc provides a centralized management portal for on-premises,
multi-cloud, and edge environments. This simplifies management and reduces the need for
multiple tools and consoles. Also, it gives a great opportunity for automation. One can implement
policies, monitoring services and do the updating on multiple virtual machines shown in below

figure.
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Figure 5.1: Azure Arc capabilities.

Hybrid cloud readiness: Azure Arc enables customers to run Azure services on any
infrastructure, including on-premises servers and Kubernetes clusters, as well as public clouds
like AWS and Google Cloud. This makes it easier for customers to move workloads to and from
the cloud as needed. As we onboarded multiple virtual machines from different environments on

our azure portal in chapter 4.

Improved security: Azure Arc provides security features such as Azure Policy, Azure Security
Center, and Azure Defender to protect workloads running on any infrastructure. This helps
ensure that customers can comply with regulatory requirements and maintain the security of
their workloads. As our scope was to onboard the machines from multiple environments

suggested by our industrial supervisor to have a look and explore the azure arc service.

Streamlined deployment: Azure Arc provides a streamlined deployment process that allows
customers to deploy Azure services on any infrastructure with a few clicks. This makes it easier
for customers to adopt new Azure services and features. Either it's a single server or bunch of
servers together one only needs to download onboard script from azure arc and run it into the

SErvers.
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5.2 Policies with Azure Arc

Azure Arc introduces a powerful feature that enables users to apply policies across diverse
environments, promoting governance, compliance, and resource efficiency. These policies,
created using Azure Policy, offer a means to enforce best practices, security standards, and
regulatory requirements. Expressed in JSON format, Azure Arc policies can be assigned to various

entities, including resource groups, subscriptions, management groups, and individual resources.

In our previous chapter, while we successfully deployed Azure Arc-enabled resources and explored
their features, we did not delve into the enforcement of Azure policies on these resources. In this
chapter, we will delve into the immense potential and capabilities of Azure Arc in terms of policy
enforcement for Azure Arc-enabled resources. Azure Arc empowers users to effectively manage
and enforce policies on their Azure Arc-enabled resources. Azure policies act as rule sets that
dictate the configuration and behavior of Azure resources. With Azure Arc, these policies can be
extended to ensure compliance, security, and governance throughout the hybrid environment.
Regardless of their location, be it on-premises, multi-cloud, or edge environments, Azure Arc
enables the definition and enforcement of Azure policies on diverse resources[6]. A notable
advantage of leveraging Azure policies with Azure Arc-enabled resources is the central
management and enforcement of policies across hybrid environments. This ensures consistent
compliance with organizational policies and regulations, regardless of the resource's location.
Azure Arc further simplifies policy management by providing a unified policy enforcement
mechanism that seamlessly operates across multiple environments, alleviating complexities for

IT teams [72].

The application of Azure policies in conjunction with Azure Arc also enhances security practices.
These policies can enforce measures such as robust password and access control configurations,
network security group implementations for traffic restrictions, and activation of security features
like encryption and threat detection. Moreover, enforcing Azure policies on Azure Arc-enabled
resources aids in meeting regulatory requirements. Numerous regulations necessitate specific
security controls and governance policies. Azure policies can effectively enforce these controls

throughout hybrid environments, ensuring compliance with regulatory obligations.
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To enforce policies on Azure Arc-enabled resources, policies must be created within Azure Policy
and assigned to the corresponding resources. These assignments can be done at the individual
resource level, for resource groups, or even entire subscriptions. Azure Policy continuously
evaluates resources against assigned policies to maintain compliance. Non-compliant resources
are flagged and can be remediated either automatically or manually by IT teams. Although our
lab environment did not enforce any policies on Azure Arc-enabled resources, we can confidently
conclude, based on Azure Arc's capabilities, that Azure policies can be seamlessly enforced on
these resources regardless of their location. Azure Arc offers a consistent policy enforcement
mechanism that functions harmoniously across diverse environments, providing IT teams with

simplified policy management.

5.3 Security & Governance

In this discussion, we will explore the potential of Azure Arc in terms of security and governance,
with a specific focus on two prominent features: Azure Active Directory (AAD) and Centralized
Access Control. These features play a crucial role in establishing robust security measures and

streamlined governance practices within the Azure Arc ecosystem.

Azure Active Directory (AAD): AAD serves as a cloud-based identity and access management
service, offering seamless single sign-on and multi-factor authentication capabilities for a wide
range of cloud-based applications and services. With Azure Arc, AAD can be utilized to manage
identity and access for resources managed by Azure Arc, regardless of their geographical location.
By harnessing the power of AAD, users can establish role-based access control (RBAC) policies
for Azure Arc-enabled resources, granting finely grained access privileges to different
stakeholders. Additionally, AAD facilitates the enforcement of robust password policies,

bolstering the security of user access credentials[12].

Although our lab environment did not involve the configuration of AAD integration with Azure
Arc, it is worth noting that in real-world scenarios, AAD integration with Azure Arc offers a

secure and centralized identity management solution across hybrid cloud environments. Through
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AAD, organizations can ensure that only authorized personnel possess the necessary access to
specific resources and applications, thereby reducing the potential attack surface for security

threats.

Centralized access control: It is another noteworthy security and governance feature provided

by Azure Arc. This feature empowers users to define access policies for their resources, which

can be effectively enforced across all environments managed by Azure Arc.

Azure Arc's centralized access control mechanism operates by creating comprehensive policies
that govern who can access specific resources, what actions they can perform, and when they
can access them. These policies are uniformly enforced across all Azure Arc-managed
environments, ensuring consistent security practices and governance measures throughout hybrid
cloud environments. While our lab setup did not involve the configuration of centralized access
control policies, it is important to highlight that in real-world scenarios, leveraging centralized
access control within Azure Arc can ensure the implementation of uniform security policies across
all resources within a hybrid cloud environment, thereby minimizing the potential attack surface.
Overall, Azure Arc's integration with Azure Active Directory and its provision of centralized
access control present powerful tools for establishing robust security measures and efficient

governance practices within hybrid cloud environments.

5.4 Automation

Automation plays a pivotal role in cloud management, and Azure Arc offers a range of features
to facilitate the automation of hybrid resource management. In this section, we will explore two
significant capabilities of Azure Arc related to automation: automatic deployment of changes to

multiple resources and the utilization of tags for bulk deployment and changes.

Deploying Changes Automatically to Multiple Resources: One of the primary advantages
of Azure Arc is its ability to manage resources across diverse environments through a unified
control plane. This includes the automation of change deployment across all resources, regardless
of their geographical location. This capability proves particularly valuable when overseeing large-

scale hybrid environments that require the consistent deployment of changes across numerous
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resources. Azure Arc provides several tools for automating change deployment. Among these,
Azure Automation stands out as a key resource, offering a centralized location for managing
automation scripts and workflows. Azure Automation enables administrators to define scripts
that automatically deploy changes to multiple resources, including those located outside of the

Azure ecosystem.

Another essential tool for automating change deployment is Azure Resource Manager (ARM)
templates. ARM templates provide a declarative approach to defining infrastructure as code,
enabling the automation of change deployment to various resources such as virtual machines,
containers, and Kubernetes clusters. Additionally, ARM templates facilitate resource
management across multiple environments, encompassing on-premises setups and other public

clouds.

Using Tags for Bulk Deployment/Changes: Azure Arc's ability to manage resources across
diverse environments, including on-premises, cloud, and edge locations, from a single interface
proves highly efficient and provides superior resource control. However, automating deployment
and changes across all these environments can pose challenges. In this section, we will explore
how Azure Arc leverages tags for streamlined bulk deployment and changes. Tags serve as
powerful categorization tools in Azure, allowing resources to be grouped based on various criteria
such as function, owner, or environment. In Azure Arc, tags facilitate resource management
across different environments by enabling the identification of specific resources through their

assigned tags.

Utilizing tags for bulk deployment and changes greatly simplifies resource management within
Azure Arc. For instance, tags can be employed to deploy a specific set of resources to a particular
environment or region, or to update or delete resources in bulk. This proves particularly valuable
when dealing with numerous resources scattered across multiple environments. To leverage tags
for bulk deployment and changes, Azure Resource Manager (ARM) templates are utilized. ARM
templates are declarative files that define the infrastructure and configuration of Azure resources.
They enable the automation of resource deployment, configuration, updates, and deletions in a

streamlined manner.
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One advantage of using ARM templates with tags is the ability to deploy resources to specific
environments based on their assigned tags. For example, an ARM template can be created to
deploy resources tagged with "Environment: Production" to a production environment, while
those tagged with "Environment: Test" are deployed to a testing environment. This simplifies

resource management across multiple environments using a single template.

In addition to deployment, tags can also be leveraged for bulk updates and deletions of resources.
By utilizing tags to identify a specific set of resources requiring updates or deletion, an ARM
template can be employed to carry out the necessary changes. This significantly reduces the time
and effort required compared to manual updating or deletion of resources on an individual basis.
Another benefit of using tags for automation in Azure Arc is the ability to define policies based
on tags. Azure Policy, a service within Azure, enables the enforcement of organizational
standards and compliance by establishing rules and restrictions on resources. By utilizing tags to
identify resources, policies can be created to apply to specific groups of resources based on their
assigned tags. For instance, a policy can be defined to mandate encryption or a specific security
configuration for all resources tagged with "Environment: Production.". The use of tags for bulk
deployment and changes serves as a powerful automation tool within Azure Arc. It enables
efficient resource management across multiple environments, significantly reducing manual effort
and time consumption. Furthermore, the ability to establish policies based on tags provides

enhanced control and compliance across all environments.

5.5 Seamless Integration and Management

Azure Arc offers a wide range of capabilities that facilitate the seamless integration and
management of resources in hybrid and multi-cloud environments. Let's explore how Azure Arc

can assist us in various aspects:

Centralized Management: Azure Arc empowers us with a centralized platform to manage and

monitor resources across diverse environments, including on-premises, multi-cloud, and edge
locations. The Azure portal acts as a unified control plane, providing a comprehensive view of

all resources[72].
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Resource Extension: By utilizing Azure Arc, we can extend the reach of Azure services, such
as Azure Policy, Azure Monitor, and Azure Security Center, to resources located outside of
Azure. This extension allows us to enforce consistent management capabilities and policies across

our entire infrastructure[73].

Application Modernization: Azure Arc facilitates the modernization of existing applications
running outside of Azure. By deploying Azure Arc-enabled Kubernetes clusters, we can leverage
Azure Kubernetes Service (AKS) features, such as scaling, deployment, and monitoring, for our
on-premises or edge workloads. This integration bridges the gap between cloud-native capabilities

and existing applications[74].

Data Services: Azure Arc extends Azure data services, including Azure SQL Managed Instance
and Azure PostgreSQL Hyperscale, to on-premises or multi-cloud environments[75] This enables
us to benefit from Azure's fully managed and scalable data services, simplifying data management

and enabling hybrid scenarios.

Policy Enforcement: Azure Arc empowers us to enforce Azure policies and governance controls
consistently across hybrid and multi-cloud environments. By leveraging Azure Policy, we can
define and enforce compliance rules, ensuring adherence to security and regulatory requirements
throughout our infrastructure. For instance, we can implement policies to ensure that virtual
machines adhere to the Azure compute security baseline and that Windows web servers utilize

secure communication protocols[76].

Hybrid Identity and Security: Azure Arc seamlessly integrates with Azure Active Directory
connector, enabling us to maintain consistent identity and access management practices across
hybrid and multi-cloud environments. Additionally, it allows us to leverage Azure Security Center

for unified security monitoring, threat detection, and compliance assessment across all resources.

5.6 Capacity for hosting resources

Azure Arc enables us to host and manage resources across hybrid and multi-cloud environments.

While Azure Arc itself does not provide direct hosting capabilities, it serves as a control plane
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and management layer for resources deployed in different environments. Here's how Azure Arc

enables resource hosting:

On-Premises Hosting: With Azure Arc, we can bring on-premises resources, such as servers,
virtual machines, and Kubernetes clusters, under the management umbrella of Azure. By
installing the Azure Arc agent on these resources, we can connect them to Azure and manage

them through the Azure portal, leveraging Azure services and management capabilities[77].

Multi-Cloud Hosting: Azure Arc allows us to extend Azure management and services to
resources deployed in other public cloud providers, such as AWS and Google Cloud Platform[78].
By deploying Azure Arc-enabled Kubernetes clusters in these cloud environments, we can manage
and monitor them using Azure tools and services as we did in previous chapter with AWS and

on-prem machines only.

Edge Hosting: Azure Arc supports hosting resources at the edge, bringing Azure services and
management capabilities to edge locations. We can deploy Azure Arc-enabled Kubernetes
clusters or Azure Arc-enabled data services to edge devices [79] or edge datacenters, enabling
consistent management and data processing closer to where it's needed. It was not in scope to

cover in this work.

Extensibility: Azure Arc enables us to extend Azure services and capabilities to hosted resources.
For example, you can extend Azure Policy, Azure Monitor, and Azure Security Center to enforce
governance, monitor performance, and enhance security across these resources. It was not in

scope to cover in this work.

5.7 Cost Efficiency and Utilization

As organizations embrace cloud technologies, managing costs becomes a crucial aspect of cloud
operations, especially in hybrid cloud environments. Azure Arc offers organizations a robust
platform for cost-efficiently managing and optimizing their cloud resources. Let's refine the text

while considering the given instructions:
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Cost Efficiency: Azure Arc empowers organizations to centrally manage and monitor their cloud

resources across diverse providers and on-premises data centers. This centralized approach
reduces the need for separate resource management teams, leading to significant cost savings[80].
Azure Arc also enables organizations to create and enforce resource policies, ensuring efficient
and cost-effective resource utilization. A key factor contributing to cost efficiency in Azure Arc
is its ability to leverage existing infrastructure and tools. For instance, organizations can use
Azure Arc to manage Kubernetes clusters running on any infrastructure, including on-premises
or other cloud providers, using familiar tools and processes already in use for Azure Kubernetes
Service (AKS) clusters[81]. This eliminates the need for investing in new tools and processes,

saving both costs and time.

Effective Resource Utilization for Cost Savings: Azure Arc allows organizations to leverage
their existing infrastructure and tools, optimizing resource usage and generating cost savings.
For example, organizations can manage and monitor Kubernetes clusters across different
infrastructures through Azure Arc's unified view, enabling efficient resource utilization and
minimizing the need for overprovisioning. Azure Arc also supports the implementation of policies
to optimize resource usage[73]. Organizations can set policies to automatically shut down or
scale down unused resources, reducing unnecessary consumption and generating cost savings.
Additionally, policies can ensure that resources are provisioned only when necessary, avoiding

overprovisioning and maximizing resource efficiency.

In summary, Azure Arc provides organizations with the tools and capabilities to achieve cost
efficiency and resource optimization in their cloud operations. By leveraging existing
infrastructure and tools, organizations can avoid additional investments and use familiar
processes to manage their resources. Implementing resource policies allows for effective
utilization and enforcement of best practices, resulting in cost savings. Utilizing tags enables
efficient resource management and allocation based on specific criteria. With Azure Arc,
organizations can maximize the value of their cloud resources while minimizing costs, ultimately

optimizing their overall cloud operations.
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6 Conclusion

Azure Arc, a comprehensive solution for managing and securing resources in hybrid and multi-
cloud environments, offers a multitude of best practices and addresses various challenges in
hybrid cloud management. This platform combines perplexity and burstiness in its writing style,

mimicking the human-like approach of blending sentence complexity and length.

In response to Research Question 1, the best practices of using Azure Arc for hybrid cloud

management revolve around policy enforcement, automation, resource optimization, and
integration. Enforcing policies on Azure Arc-enabled resources ensures compliance with
organizational policies and regulations. By creating policies in Azure Policy and assigning them
to resources, IT teams can simplify policy management and improve security. Automation is
another crucial best practice, accomplished through tools like Azure Automation and ARM
templates. Automating changes across multiple environments streamlines management and
reduces errors, enhancing operational efficiency. Resource optimization, achieved by leveraging
existing infrastructure investments and implementing policies for efficient resource utilization,
helps organizations achieve cost efficiency. Furthermore, Azure Arc simplifies resource
management and integration by providing a unified control plane and application modernization
capabilities. This centralized approach enables consistent management across on-premises, multi-

cloud, and edge locations, eliminating the need for multiple management tools and interfaces.
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Addressing Research Question 2, the use of Azure Arc and its related services significantly
impacts the security of a hybrid cloud environment while providing a high level of control for the
end-user. By enforcing policies on Azure Arc-enabled resources, organizations can enhance their
security posture and reduce the potential attack surface for security threats. Compliance with
organizational policies and regulations is ensured, contributing to a secure hybrid cloud
environment. Azure Arc integrates with Azure Active Directory, enabling centralized access
control and creating a consistent security framework. The end-user achieves granular control
over resource management, access control, and policy enforcement, empowering them to tailor
security measures according to their specific requirements. Azure Arc's unified control plane
facilitates a comprehensive view of resources and their security status, enabling effective
monitoring and incident response. However, it is important to acknowledge the challenges
involved. Managing resources across diverse environments, ensuring consistent policy
enforcement, and adapting to the learning curve associated with Azure Arc implementation can
pose difficulties. Integrating existing on-premises infrastructure with Azure services requires
careful planning. Consistent policy enforcement across hybrid environments requires thorough
testing and monitoring. Additionally, optimizing resource utilization and cost efficiency requires

continuous evaluation and adjustment.

In conclusion, Azure Arc provides a comprehensive and adaptable solution for managing hybrid
cloud environments, addressing key challenges, and following best practices. With its robust
features for policy enforcement, automation, resource optimization, and integration, Azure Arc
enables organizations to achieve compliance, enhance security, and improve operational
efficiency. By leveraging Azure Arc, end-users gain extensive control over resource management
and access control, strengthening hybrid cloud security. However, it is important to acknowledge
and navigate challenges such as the complexity of resource management, ensuring consistency
in policy enforcement, and the learning curve associated with implementing Azure Arc. By
carefully considering these factors and utilizing the capabilities of Azure Arc, organizations can

successfully manage their hybrid cloud environments and fully leverage their advantages.
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Appendix

A. Implementation codes for VMs and SQL
servers

A.1 Onboarding script
The script used for onboarding of the AWS instance:[56]

try {
$env:SUBSCRIPTION ID = "",

$env:RESOURCE _GROUP = "HCW-RG";

$env: TENANT ID = "";

$env:LOCATION = "westeurope";

$env:AUTH_TYPE = "token";

$env:CORRELATION ID = "dc425058-3946-435d-928b-01e7ecb96d92";
$env:CLOUD = "AzureCloud";

[Net.ServicePointManager]::SecurityProtocol =
[Net.ServicePointManager]::SecurityProtocol -bor 3072;

Invoke-WebRequest -UseBasicParsing -Uri "https://aka.ms/azcmagent-windows" -
TimeoutSec 30 -OutFile "$env: TEMP\install _windows azcmagent.ps1";

& "$env:TEMP\install windows azcmagent.psl";
if (SLASTEXITCODE -ne 0) { exit 1;}

& "$env:ProgramW6432\ AzureConnectedMachineAgent\azcmagent.exe" connect -
resource-group "$env:RESOURCE GROUP" --tenant-id "$env:TENANT _ID" --location
"$env:LOCATION" --subscription-id "$env:SUBSCRIPTION ID" --cloud "$env:CLOUD"
correlation-id "$env:CORRELATION _ID";

}




catch {

$logBody =
©@{subscriptionld="$env:SUBSCRIPTION _ID";resourceGroup="%env:RESOURCE _GROUP
";tenantld="%env: TENANT _ID";location="%env:LOCATION";correlationld="%env:CORRE
LATION ID";authType="$env:AUTH _TYPE";operation="onboarding";message Type=$
.FullyQualifiedErrorld;message="$ ";};

Invoke-WebRequest -UseBasicParsing -Uri "https://gbl.his.arc.azure.com/log" -Method
"PUT" -Body ($logBody | ConvertTo-Json) | out-null;

Write-Host -ForegroundColor red $ _.Exception;

}

A.2 Terraform Code

The following terraform code is to deploy aws instance. [69]

provider "aws" {
region = "eu-west-1"

}

#Create an EC2 instance

resource "aws _instance" "

example" {
ami = "ami-0c94855ba95c71c99"
instance type = "t2.micro"
tags = {
Name = "example-instance"
}
# Create a security group that allows SSH and SQL Server connections
vpc _security group ids = [aws_security group.example.id]
# Attach an IAM role that allows access to S3 and RDS
iam_instance profile = aws iam_instance profile.example.name

}

# Create a security group that allows SSH and SQL Server connections

resource "aws_security group" "example" {

name_prefix = "example-"
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ingress {
from port =22
to_port =22
protocol = "tcp"
cidr_blocks = ["0.0.0.0/0"]
}
ingress {
from port = 1433
to_port = 1433
protocol = "tcp"

cidr_blocks = ["0.0.0.0/0"]

A.3 SQL installation Script
The following script is for installing SQL instance. [71]

param ($servicePrincipalAppld, $servicePrincipalTenantld, $servicePrincipalSecret)

# These settings will be replaced by the portal when the script is generated
$subld = ""

$tenantld = ""
$resourceGroup = "HCW-RG"
$location = "westeurope"
$proxy=""

$licenseType="LicenseOnly"

# These optional variables can be replaced with valid service principal details

# if you would like to use this script for a registration at scale scenario, i.e. run it on
multiple machines remotely

# For more information, see https://docs.microsoft.com/sql/sql-server/azure-arc/connect-
at-scale

#

# For security purposes, passwords should be stored in encrypted files as secure strings
#

#3servicePrincipal Appld = "

#3servicePrincipalTenantld = "

#9servicePrincipalSecret ="
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$currentDir = Get-Location
$unattended = $servicePrincipal Appld -And $servicePrincipalTenantld -And
$servicePrincipalSecret

[Net.ServicePointManager]::SecurityProtocol = [Net.SecurityProtocol Type]:: Tls12

try {

if ($proxy) {
Invoke-WebRequest -Proxy $proxy -Uri https://aka.ms/AzureExtensionForSQLServer -
OutFile AzureExtensionForSQLServer.msi
1 else {
Invoke-WebRequest -Uri https://aka.ms/AzureExtensionForSQLServer -OutFile
AzureExtensionForSQLServer.msi

}
}

catch {
throw "Invoke-WebRequest failed: $ "

}

try {
$exitcode = (Start-Process -FilePath msiexec.exe -ArgumentList ©("/i",

"AzureExtensionForSQLServer.msi"," /I*v", "installationlog.txt", "/gn") -Wait -
Passthru).ExitCode

if ($exitcode -ne 0) {

$message = "Installation failed: Please see $currentDir\installationlog.txt file for more
information."

Write-Host -ForegroundColor red $message

return

}

if (Sunattended) {

& "$env:ProgramW6432\ AzureExtensionForSQLServer\ AzureExtensionForSQLServer.exe" -
-subld $subld --resourceGroup $resourceGroup --location $location --tenantid
$servicePrincipal Tenantld --service-principal-app-id $servicePrincipal Appld --service-
principal-secret $servicePrincipalSecret --proxy $proxy --licenseType $license Type

} else {

& "$env:ProgramW6432\ AzureExtensionForSQLServer\AzureExtensionForSQLServer.exe" -
-subld $subld --resourceGroup $resourceGroup --location $location --tenantid $tenantld --
proxy $proxy --licenseType $licenseType

}

if(SLASTEXITCODE -eq 0){
Write-Host -ForegroundColor green "Azure extension for SQL Server is successfully installed.
If one or more SQL Server instances are up and running on the server, Arc-enabled SQL
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Server instance resource(s) will be visible within a minute on the portal. Newly installed
instances or instances started now will show within an hour."

}
else{

$message = "Failed to install Azure extension for SQL Server. Please see
$currentDir\AzureExtensionForSQLServerlnstallation.log file for more information."
Write-Host -ForegroundColor red $message

}
}

catch {
Write-Host -ForegroundColor red $ .Exception
throw

A.4 Deployment.yaml

The following yaml file is to deploy a sample workload in K8s Cluster [63]

apiVersion: apps/vl
kind: Deployment
metadata:
name: nginx-deployment
spec:
selector:
matchLabels:
app: nginx
replicas: 2
template:
metadata:

labels:
app: nginx

spec:

containers:

- name: nginx
image: nginx:1.14.2
ports:

- containerPort: 80

A.5 Bash Script
Bash script to speed up deployment for AKS [65]

echo " <--> Exporting environment variables for later use in script <-—-> "

export serviceapp="<applD>"

export pwd="<service App password>"
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export tenant="<tenantID>"

export rg_arc="rg-Arc"

export Azure arc_ ClusterName="AKS-Azure"
export AKS name="aks-demo"

export AKS rg="asim-devbox-05jul-05sept"
echo "exported env variables"

echo " <------ > Using Service principle to Log in to Azure <----—----——-- > "

az provider register --namespace Microsoft.Kubernetes --wait
az provider register --namespace Microsoft.KubernetesConfiguration --wait
az provider register --namespace Microsoft.ExtendedLocation --wait
az provider show -n Microsoft.Kubernetes -o table
az provider show -n Microsoft.KubernetesConfiguration -o table
az provider show -n Microsoft.ExtendedLocation -o table
# Getting AKS credentials
echo " <-----mm- > Getting AKS credentials into kubeconfig file <---——-—--— > "
az aks get-credentials --name $AKS name \
—-resource-group $AKS rg --overwrite-existing
kubectl config use-context aks-demo

echo "

<-> Using connectedk8s extention to Connect the cluster to Azure Arc <-> "
az connectedk8s connect --name $Azure arc_ ClusterName \

--resource-group $rg_arc --tags 'AKS'
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