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Abstract 
 

 

 

To what extent are investors and companies in the Nordic countries inclined to invest in 

environmental, social, and corporate governance (ESG) practices and consider other related 

factors? This paper examines the economic effect of ESG factors on the financial metrics of 

343 Nordic companies over the period 2013-2022. The ESG ratings were obtained from the 

Thomson Reuters Refinitiv (2023) database, and Ordinary Least Squares (OLS) regression 

analysis was used to assess the relationship between ESG factors and financial metrics such 

as return on equity (ROE), weighted average cost of capital (WACC), Beta, and price-book-

value P/B. The findings suggest that the overall ESG combined rating does not exhibit a 

significant relationship with these financial metrics. The findings emphasize the intricate 

nature of the relationship between ESG factors and financial performance. Although ESG 

factors do not have a strong impact on ROE and P/B, they do exhibit significant relationships 

with Beta and WACC. This suggests that ESG considerations may play a more prominent 

role in determining a company's risk profile and cost of capital, compared to their direct 

impact on profitability and valuation metrics. However, the analysis reveals mixed results 

regarding the influence of specific ESG factors. Human rights have a positive effect on ROE 

and P/B, while CSR has a negative effect on both. This suggests that different ESG factors 

can have contrasting effects on financial performance. Variables related to environment, 

social, human rights, and innovation show no significant association with financial metrics. 

Workforce and CSR have a negative impact on WACC, indicating potential cost savings for 

companies prioritizing these factors, whereas governance has a positive impact on WACC, 

reflecting higher return expectations for firms with strong governance practices. 
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Preface 

 

This thesis serves as the culmination of the Master of Science in Business Administration 

program at the University of Stavanger, focusing on the specializations of economics and 

finance. It explores the correlation between ESG factors rating and financial metrics. Given 

the current global shift towards sustainability, this topic holds great significance. Throughout 

the study, we found the research process to be highly informative and engaging, deepening 

our understanding of the subject matter, and providing valuable insights. 
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1. Introduction and motivation 
 

 

1.1 Structure: 
 

The introduction establishes the context and framework for the research that follows. It 

commences by providing a concise overview of the thesis's primary objective, elucidating 

why the research is indispensable and what it aims to accomplish. This lays the foundation 

for the thesis, outlining the rationale for conducting the study. Subsequently, a rationale for 

examining the topic will be presented, highlighting its significance and relevance. This is 

followed by the introduction of the research's primary question and a review of the main 

literature findings pertinent to the research topic. Finally, the introduction concludes by 

summarizing the main findings from the empirical component of the thesis. 

The literature review section immediately follows the introduction and offers a 

comprehensive overview of existing research and articles concerning the impact of 

environmental, social, and governance (ESG) factors on the business and investment market. 

ESG factors encompass a range of activities, including environment (E), social (S), 

governance (G), workforce (wf), human rights (hr), corporate social responsibility (CSR), 

emission (Emiss), and innovation (inn). The literature review begins by presenting evidence 

on the importance of considering ESG factors when making investment decisions and 

emphasizes the significant role played by financial institutions and investors in promoting 

and enhancing ESG investments. The section then discusses the primary methods employed 

to measure ESG, followed by an exploration of the significance of ESG integration. 

Additionally, it provides an adequate explanation of the Capital Asset Pricing Model 

(CAPM) and the Modern Portfolio Theory (MPT). The literature review focuses specifically 

on articles related to the impact of ESG factors and omits the historical aspect of ESG. 

The data and methodology section delves into the data selection process and its contents. It 

offers a brief description of the dependent and independent variables, as well as control 

variables. Subsequently, it outlines the construction of the model used to study the impact of 

ESG factors on financial metrics, along with the diagnostic tests and adjustments conducted 

to ensure the validity and reliability of the selected data. The results section then presents the 

outcomes of the regression analysis on various financial metrics, ROE, WACC, Beta, and 
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P/B to confirm or refute the hypotheses put forth in the paper. Each set of results is 

interpreted and discussed in relation to the literature review and theoretical frameworks. The 

section identifies and explores any significant trends, patterns, or inconsistencies that emerge 

from the analysis. 

Finally, the discussion section provides a critical analysis of the findings, comparing them 

with previous studies in the field. It also highlights areas for future research, aiming to 

deepen our understanding of the relationship between ESG factors and financial metrics.   

 

1.2 Method 
 

The thesis is based on quantitative research design. The term "quantitative method" refers to 

a set of research techniques that involve the collection and analysis of numerical data. It is 

often used synonymously with data collection methods such as surveys or experiments, as 

well as data analysis procedures like statistical analysis or graphical representations. The 

main characteristic of quantitative research is its emphasis on numerical measurements and 

objective analysis. (Saunders et al., 2007) 

Quantitative research involves the collection and analysis of numerical data to examine 

relationships between variables. It is characterized by its emphasis on objective analysis, 

deductive or inductive reasoning, and the use of statistical and graphical techniques. By 

providing a systematic and rigorous approach to research, quantitative methods contribute to 

the advancement of knowledge and understanding in various domains. According to Trochim 

and Donnelly (2008), quantitative research design focuses on objective measurement and 

statistical analysis, aiming to answer research questions or test hypotheses. 

The method is commonly associated with a deductive approach, where researchers start with 

a hypothesis or theory and then collect data to test and validate or refute it. However, it is 

worth noting that quantitative research can also adopt an inductive approach. In this case, 

data is collected first, and patterns or relationships are identified from the data, which then 

leads to the development of theories or generalizations. Quantitative research offers several 

advantages, including precise measurement and quantification of variables, enabling 

researchers to analyse data using statistical techniques to draw valid and reliable conclusions. 
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It also provides a structured and systematic approach to research, allowing for replication and 

generalizability of findings. (Babbie, 2016; Creswell, 2014; Saunders et al., 2007) 

 

1.3 Motivation: 
 

For my bachelor thesis I was thinking to dive in relationship between economic situation of a 

company and its stock price fluctuation, but the venture capital concept captured my interest, 

so I end up writing about venture capital investment criteria and its role to improve and 

promote Smart cities. I always had that interest in the stock market and the way its response 

to the companies’ strategies and the decisions made by firms’ leaders. So, studying economic 

analysis with minor in finance was not an arbitrary choice I made.  

The combination of these two majorities is what inspired me to think about the ESGs’ 

relation to companies return and its life-cycle direction. But what inspired me to write about 

the willingness to pay for ESG is first, the risk-return graph, which illustrating the shift in 

upward-sloping indifference curves in order to meet the investors preferences and find the 

optimal portfolio where the indifference curves tangent the mean-variance opportunity set 

(MVOS). Second, that some investor’s view ESG as a cost, while I believe that ESG is an 

investment that can ultimately generate a positive cash flow and contribute to making 

businesses more efficient.  Understanding how sustainable practices can affect the 

profitability, cost of capital and the stock market is what inspired me to dive deeper into the 

impact the ESG practise could have on a firm value creation, access to capital, risk and its 

value. 

 

1.4 Limitation:  
 

The scope of this study is limited to the Nordic countries (Norway, Finland, Sweden, and 

Denmark) over a ten-year period, from 2013 to 2022, with the exception of Iceland due to the 

lack of available data. The chosen time period is a result of data scarcity in the earlier years, 

making it challenging to analyse ESG factors scores impact in financial metrics accurately. 

This specific period was deemed suitable as it provides a substantial amount of reliable data, 

enabling a comprehensive analysis of ESG performance for publicly traded corporations. To 

ensure consistency and reliability, the study only includes publicly traded corporations that 
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are listed on their respective country's stock exchanges. The reason for excluding private 

companies is that their ESG score data is not as widely available compared to publicly traded 

companies. This limitation is not a significant concern for publicly traded corporations as the 

Refinitiv data stream provides extensive ESG score ratings and financial results data, 

including betas and interest rate costs measurements for publicly traded firms. 

Furthermore, Refinitiv Data stream provides reliable and up-to-date data, allowing for a 

comprehensive analysis of ESG performance over the chosen time period. By focusing on 

publicly traded corporations listed on stock exchanges, this study will hopefully provide 

valuable insights into ESG performance for companies that are subject to public scrutiny and 

regulatory oversight. (Refinitiv 2023). 

 

1.5 Research question:  
 

While it is true that the main purpose of any business is to make a profit, this does not mean 

that businesses should prioritize profit over everything else. Today, more and more 

businesses are recognizing the importance of balancing profit with social and environmental 

responsibility and show willingness to invest in ESG activities. This shift in perspective is 

driven by the growing awareness of the impact of business activities on society and the 

environment, as well as the need to build trust and credibility with stakeholders. There is a 

growing demand from the public for a baseline of corporate social responsibility, and there is 

an anticipation that externalities will eventually be factored into pricing. This underscores the 

significance for companies and investors to prioritize sustainable finance. (Schoenmaker, D., 

2017) 

Businesses need to find ways to create value for all stakeholders while still generating a 

profit. This requires a holistic approach that takes into account the needs and interests of all 

stakeholders. Developing a new way, method, or formula that satisfies all goals, terms, and 

requirements such as Sustainable Development Goals 2015, EU taxonomy, generate profit, 

and create value for all stakeholders requires a holistic and innovative approach. This 

approach involves understanding the specific requirements of each stakeholder group, 

integrating sustainability principles into decision-making, collaboration, and transparency and 

accountability. By doing so, businesses can create value for all stakeholders, build trust and 
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credibility, and contribute to a more sustainable and equitable world. Schoenmaker, D., & 

Schramade, W. (2019) 

But, to find out how much firms are willing to consider sustainable ways in creating value for 

both stakeholders and shareholder’s and their willingness to pay for ESG, we need first to 

understand how to measure ESG cost/impact. ESG are externalities that need to be 

internalized.  But measuring ESG is very complicated, and after reading dozens of articles 

and research it seems that no one has yet come up with a sufficient method to measure ESG 

impact. ESG are externalities and internalizing them is very difficult task due to the lack of 

data. Therefore, I will only spot a small lite on this topic just to get some background about 

internalizing ESG variables.  

This paper aims to examine ESG score and its component/pillars impact on the Nordics 

company’s financial performance and determine whether sustainable practices (scores) cause 

a negative or positive on firm’s financial metrics. By testing the relationship between ESG 

scores and ROE, WACC, Beta and P/B. These data will be retrieved from the Thomson 

Reuters Refinitiv (2023) database. Lastly attempt to disclose how this impact is measured. It 

will discuss also whether ESG is conceded as a cost or as an investment. Should investors 

invest in ESG or cut this cost? How much investors cares for ESG? This led me to the 

following over all question: 

The willingness to pay for ESG. 

 

To find this out, the thesis will be divided into two parts: 

In the theory- literature part of the study, a sufficient introduction and explanation about ESG 

will be provided to give a theoretical framework for the research. It will define ESG and 

provide an overview of the various factors that fall under each category. Explain why ESG is 

important for investors and how it is related to a company's economic performance. Lastly, 

explore the various theories and models that have been developed to explain the relationship 

between ESG and economic performance. The literature will attempt to answer the following 

question: 

➢ Question 1: Do ESG rating effects the firm’s profitability and its cost of capital?  

 

➢ Question 2: Do ESG rating effect firm/market volatility and value?  
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In the empirical part the listed hypothesis will be test it to answer the two previous questions 

empirically. To achieve this, the paper will review multiple analysis on companies' ESG 

scores as well as their financial metrics. The following hypotheses been developed based on 

the literature review in the first part of the paper to answer the research questions. 

 

➢ Ha: There is a significant positive relationship between ESG factors rating and firms’ 

profitability? 

 

➢ Hb: There is a significant negative relationship between ESG factors rating and 

firms’ cost of capital? 

 

➢ Hc: There is a significant negative relationship between ESG factors rating and 

firms’ market volatility? 

 

➢ Hd: there is a significant positive relationship between ESG factors rating and firms’ 

P/B? 

 

 

1.6 Deductive Research Design 
 

The research design for this study is based on the foundation steps of the deductive theory 

and quantitative methodology approach. Creswell, J. W. (2014) defines the deductive 

approach as a logical process in which a researcher starts with a theory or general hypothesis 

and then tests specific hypotheses derived from that theory. The process involves breaking 

down the theory into smaller parts or components and then testing these components with 

empirical data. The deductive approach is commonly used in quantitative research, which 

involves collecting numerical data that can be analysed using statistical methods. According 

to Bryman and Bell (2015), the deductive approach is the best to employ when looking at the 

relationship between research and theory. 
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The deductive approach as Creswell defines is a research process that starts with a theory and 

then moves to specific hypotheses and empirical observations. It is commonly used in 

quantitative research and involves six steps: examining the theory and previous research, 

developing a hypothesis, collecting data, analysing the findings, validating, or rejecting the 

hypotheses, and linking the findings back to the theory. 

First steps of the deductive approach involve a thorough examination of the theory and 

previous research. This step is important because it helps the researcher to understand the 

existing literature on the topic and to identify any gaps in knowledge that need to be 

addressed. The next step is to develop a hypothesis, which is a testable statement that predicts 

the relationship between variables. The hypothesis should be based on the theory and 

previous research and should be specific and measurable (Bryman and Bell, 2015). Once the 

hypothesis has been developed, data is collected using a standardized procedure or 

instrument. This ensures that the data is reliable and can be compared across different 

participants or settings.  

After the data has been collected, the findings are analysed using statistical methods. The 

researcher then validates or rejects his or her hypotheses based on the results of the analysis. 

This step is important because it helps to establish the strength and direction of the 

relationship between variables and to determine whether the theory is supported by the data. 

Finally, the researcher links the findings back to the theory, drawing conclusions about the 

relationship between the variables based on the data. This step is important because it helps to 

establish the theoretical significance of the findings and to contribute to the development of 

the theory. (Babbie, 2016) 

 

 

2. Theoretical background  
 

In the upcoming section, various economic theories will be explored to enhance our 

comprehension of the relationship between ESG factors and firm performance. By delving 

into these theories, we aim to gain valuable insights into how ESG considerations can impact 

the financial outcomes of companies. 
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2.1 Stakeholder and Shareholder Theory 
 

Stakeholder Theory, as discussed by Freeman et al. (2010), is a significant framework in the 

field of corporate social responsibility that highlights the need to consider the interests of all 

stakeholders in business decision-making. Unlike the traditional shareholder theory proposed 

by Friedman (1970), which emphasizes maximizing profits for shareholders as the primary 

responsibility of a business, Stakeholder Theory expands the scope of corporate responsibility 

to include employees, customers, communities, and the environment. According to 

Stakeholder Theory, businesses have a broader responsibility to actively engage with and 

address the concerns of all stakeholders, contributing to long-term value creation, sustainable 

relationships, and overall societal development Freeman et al. (2010). This perspective 

challenges the notion by Friedman (1970) that economic considerations should be the sole 

driver of business decisions, advocating for a more holistic approach that integrates social 

and environmental factors into corporate strategies. 

Freeman et al. (2010) emphasizes the importance of bridging the gap between stakeholder 

theory and practical managerial issues faced by organizations. In contrast, according to 

Friedman (1970), businesses are not suited or accountable for making value judgments 

related to social issues, which he considers the responsibility of the political realm. He 

believes that the pursuit of profits itself can have positive social consequences by driving 

economic growth, job creation, and generating tax revenues to support government 

initiatives. Friedman's viewpoint, as expressed in 1970, opposes the diversion of resources 

from profit maximization towards social or environmental causes. He argues that such actions 

would disrupt the efficient functioning of the free market and impose unintended costs on 

society. 

Freeman et al. (2010) points out that companies that effectively manage their relationships 

with stakeholders tend to outperform their counterparts financially. Additionally, Eccles et al. 

(2011) conducted a study that examined the impact of corporate sustainability practices on 

financial performance using data from a large set of companies. The findings demonstrated 

that companies with higher sustainability performance scores achieved superior financial 

performance, thereby supporting the notion that ESG activities aligned with stakeholder 

interests can contribute to positive financial outcomes. 
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Eccles et al. (2011) contribute to the discussion by highlighting the positive impact of 

corporate sustainability on organizational processes and performance. Their research suggests 

that companies prioritizing sustainability outperform their counterparts in terms of stock 

market and accounting performance over the long term. Sustainability-oriented companies 

are more likely to exhibit long-term orientation, measurement, and disclosure of nonfinancial 

information.  

Freeman et al. (2010) and Eccles et al. (2011) emphasize the importance of considering 

stakeholders and sustainability in organizational decision-making to create value, enhance 

performance, and align with societal interests. These studies provide empirical evidence for 

the positive relationship between stakeholder oriented ESG activities and financial 

performance. By prioritizing stakeholder well-being and incorporating sustainability practices 

into their operations, companies can enhance their reputation, attract, and retain talented 

employees, foster customer loyalty, and mitigate risks associated with environmental and 

social issues. These factors can contribute to improved financial performance over the long 

term. 

 

2.2 Capital Market Theory  
 

The Capital Market Theory is a prominent framework that examines the relationship between 

risk and return in financial markets. According to this theory, investors demand higher 

returns for assuming higher levels of systematic risk. This theory provides insights into how 

ESG activities may influence financial metrics by affecting the risk profile of a company. A 

study by Derwall et al. (2005) examined the relationship between corporate social 

performance and systematic risk across a large sample of companies. The findings indicated 

that firms with better social performance exhibited lower systematic risk, suggesting that 

strong ESG practices may contribute to reduced financial risk. Furthermore, research by 

Eccles et al. (2012) examined the relationship between sustainability and financial 

performance, specifically focusing on the risk perspective. The study revealed that companies 

with higher sustainability ratings had lower cost of equity capital, indicating a lower level of 

systematic risk. This suggests that investors perceive firms with strong ESG practices as less 

risky, leading to a potential reduction in the cost of capital. The findings highlighted by 

Eccles et al. (2011) suggest that companies can incorporate environmentally and socially 
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responsible policies without compromising their ability to create wealth for shareholders. 

This challenges the conventional belief that pursuing sustainability initiatives may come at 

the expense of financial performance. 

The study conducted by Eccles et al. (2011) compared the performance of High Sustainability 

firms to that of traditional firms. When accounting rates of return were analysed, it was found 

that high sustainability firms outperformed their counterparts. This indicates that companies 

with strong sustainability practices were able to generate higher returns on their investments 

and operational activities. Derwall et al. (2005) finds that a portfolio consisting of stocks 

from companies ranked high in terms of eco-efficiency (worst-in-class) performs better than a 

portfolio composed of stocks from low-ranked (best-in-class) companies, even after 

accounting for market risk, investment style, and industry effects. This finding aligns with 

Eccles et al. (2011) that indicates a positive relationship between sustainability practices and 

financial performance. This observation challenges the traditional belief that integrating 

sustainability considerations into investment strategies may come at the expense of financial 

returns. Instead, it suggests that companies with better eco-efficiency performance can 

deliver strong financial performance, leading to higher investment returns. 

 

2.3 Agency Theory 
 

Agency Theory is a widely recognized framework in corporate governance that examines the 

relationship between principals (shareholders) and agents (managers) within a firm. This 

theory suggests that managers may act in their self-interests, potentially diverging from the 

goals and interests of shareholders Shapiro (2005). However, ESG activities can help align 

the interests of managers and shareholders, reducing agency costs and potentially leading to 

improved financial performance. Gompers et al. (2003) 

Stakeholder engagement, based on mutual trust and cooperation, plays a crucial role in 

reducing potential agency costs. When firms actively engage with stakeholders and prioritize 

their interests, it fosters a sense of trust and cooperation. This, in turn, reduces the likelihood 

of opportunistic behaviour by managers and encourages them to adopt a long-term orientation 

rather than a short-term focus. By aligning their actions and decisions with the long-term 

interests of stakeholders, managers can mitigate agency costs and enhance the overall 

efficiency of contracting. Cheng et al. (2014) 
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Furthermore, higher levels of transparency resulting from better CSR performance contribute 

to reducing informational asymmetries between the firm and investors. Informational 

asymmetries occur when one party has more information than the other, which can lead to 

market inefficiencies and perceived risk. However, firms that prioritize CSR activities tend to 

be more transparent in their operations, disclosing relevant information about their 

environmental, social, and governance practices. This increased transparency enables 

investors to make more informed decisions, as they have a better understanding of the firm's 

values, practices, and risk profile. Consequently, the perceived risk associated with investing 

in these firms is mitigated, which can lead to a more favourable view of their financial 

prospects. Gompers et al. (2003), Cheng et al. (2014) 

Traditionally, market frictions such as informational asymmetries and agency costs have been 

identified as factors contributing to upward sloping supply curves faced by firms in capital 

markets. However, the study by Cheng et al. (2014) demonstrates that firms with better CSR 

performance experience a capital supply curve that is effectively less steep. This indicates 

that these firms face a more favourable financing environment, potentially benefiting from 

lower costs of capital and increased access to funding. 

 

2.4 Resource-Based View 
 

The Resource-Based View (RBV) is a theoretical framework that emphasizes the role of a 

firm's unique resources and capabilities in generating competitive advantage and superior 

financial performance. According to RBV, firms that possess valuable, rare, inimitable, and 

non-substitutable resources are more likely to achieve sustained competitive advantage. In the 

context of ESG activities, these activities can be viewed as valuable resources that 

differentiate a company from its competitors, potentially leading to improved financial 

performance. A resource refers to anything that can be considered as a strength or weakness 

of a particular firm. In a more precise sense, a firm's resources can be defined as the assets, 

both tangible and intangible, that are closely associated with the firm for a significant period 

of time. These resources form a semi-permanent connection to the firm and contribute to its 

overall capabilities and competitive advantage. Wernerfelt, B. (1984). 

(Thukral, Sharma & Bhattacharya, 2019) explain that there is an inverse relationship between 

return on asset (ROA) and ESG reporting, as well as the reporting of the individual 
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components of social and environmental performance. In other words, companies that have 

lower ESG reporting and provide less information about their social and environmental 

performance tend to have higher ROA. This inverse relationship can be understood in several 

ways. First, companies that prioritize maximizing their profitability may allocate fewer 

resources towards ESG initiatives and reporting. They may prioritize financial performance 

over social and environmental considerations, which can lead to higher ROA. Secondly, 

companies with strong ESG reporting and a focus on social and environmental performance 

may invest more resources in sustainable practices, employee welfare, community 

engagement, and environmental stewardship. These investments may reduce short-term 

profitability but can contribute to long-term value creation and sustainable growth. As a 

result, their ROA may be lower compared to companies that prioritize financial performance 

without considering ESG factors. Investing in environmental and social initiatives creates 

valuable intangible resources, including reputation, brand value, and goodwill, according to 

the resource-based view. Despite potential initial costs, these initiatives can strategically yield 

economic benefits. (Sharma et al. 2019). 

 

 

3. literature 

 

The literature chapter serves as a comprehensive exploration of fundamental concepts in the 

financial market and valuation strategies, while examining their integration with sustainable 

ESG activities. It aims to provide a deep understanding of the distinction between value 

creation in production and the value generated in the stock market. Additionally, the chapter 

delves into the complexities involved in measuring the impact and cost of ESG factors, 

highlighting the challenges associated with quantifying and incorporating these externalities. 

Furthermore, the chapter critically analyses various articles that emphasize the significance of 

ESG factors in the decision-making process and their strong correlation with financial 

metrics. By engaging with these studies, we provide insights into the essential role that ESG 

considerations play in shaping a company's financial performance and overall success. 
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3.1 CAPM 
 

The Capital Asset Pricing Model (CAPM) is a financial model that is based on Modern 

Portfolio Theory (MPT), which was introduced by Harry Markowitz in 1952. CAPM is a tool 

that is used to estimate the expected return on an investment based on its risk characteristics, 

as well as the overall market risk. According to CAPM, the expected return on an investment 

should be based on its risk, which is measured by beta, a measure of a security's volatility in 

relation to the overall market. Watson & Head (2010) 

The CAPM expresses the expected return on company its stock E[R] as follows:  

   

𝐸[𝑅1] = expected return on an investment 

𝑅𝑓 = risk-free rate of return, typically the yield on a government bond 

𝐵1= measure of a security's volatility in relation to the overall market (beta) 

𝐸[𝑅𝑚]= expected return on the overall market 

 

Beta is a measure of a portfolio's or stock's sensitivity to market movements, indicating how 

closely its returns follow changes in the market. It is calculated as the covariance between the 

returns on the portfolio and the market, divided by the variance of the market's return. If a 

portfolio or stock has a beta of greater than one, it indicates that its returns are more volatile 

than the market's returns, while a beta of less than one implies that the portfolio or stock is 

less volatile than the market. A beta of exactly one means that the portfolio or stock moves in 

line with the market, indicating that it has the same level of risk as the market Watson & 

Head (2010). Investors can use beta to position themselves in the market if they have a strong 

conviction that the market will rise or fall. For example, if an investor expects the market to 

rise, they may choose to invest in portfolios or stocks with higher betas to take advantage of 

the potential gains. Similarly, if they expect the market to fall, they may choose to invest in 

portfolios or stocks with lower betas to minimize potential losses. It is important to note that 

returns on portfolios or stocks with high betas in rising markets, or low betas in falling 

markets, are generally viewed as resulting from taking a market view and market risk, rather 

𝐸[𝑅1] − 𝑅𝑓 + 𝐵1(𝐸[𝑅𝑚] − 𝑅𝑓) (3.1) 
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than from good stock picking. Therefore, investors should be aware of their exposure to 

market risk when making investment decisions and consider diversifying their portfolios to 

manage their risk. Berk & DeMarzo (2011) 

The idea behind CAPM is that investors should be compensated for taking on risk. The more 

risk a security has, the higher its expected return should be. However, this risk should not be 

considered in isolation per security, but by how much the investment affects the overall 

portfolio's risk and return. In other words, CAPM emphasizes that investors should consider 

how each investment fits into their overall portfolio, and how it contributes to the portfolio's 

risk and return characteristics. (Goetzmann, Brown, Gruber, Elton, 2014).  CAPM also 

suggests that investors can construct an efficient frontier of optimal portfolios that maximize 

expected return for a given level of risk. This means that by selecting a combination of 

investments that fall along the efficient frontier, an investor can achieve the highest possible 

return for a given level of risk. This approach leads to an efficient economic allocation, where 

investors are able to achieve the best possible return for the level of risk, they are willing to 

take. Berk & DeMarzo (2011)  

 

3.2  Fundamental analysis, EMH & AMH  
 

The traditional investment approach, which is based on the neoclassical paradigm of 

efficient markets and portfolio theory, has several limitations when it comes to integrating 

social and environmental issues into investment decisions.  

The efficient markets hypothesis (EMH) assumes that all information is incorporated into 

stock prices, making it difficult to identify undervalued or overvalued companies. This 

suggests a passive investing approach, which may not be appropriate for investors who 

want to actively manage their portfolios. Malkiel, B. G. (2003) and Fama (1970). In 

addition, portfolio theory, which spans the financial return and risk space, does not 

include social and environmental issues in its equation. This means that the traditional 

investment approach does not consider the societal allocation role of finance, and may not 

be well-suited to address issues such as climate change, resource depletion, or social 

inequality. Furthermore, the excessive diversification of portfolio theory creates a free-

rider problem with regard to the monitoring of corporate managements, as investors may 

not have enough incentives to monitor individual companies. 
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To address these limitations, the adaptive markets hypothesis (AMH) provides a better 

framework. The AMH recognizes the limitations of market efficiency and the need for 

market participants to adapt to new information, including social and environmental 

factors. The AMH emphasizes the importance of active investment management and the 

need for investors to adapt their investment strategies based on new information. lo 

(2004) Investors and lenders are increasingly using environmental dimensions to evaluate 

companies and assess risks. However, external ratings based on environmental, social, 

and governance (ESG) factors rely on scanty and sometimes conflicting data and provide 

limited information on material ESG factors. This means that investors need to be 

cautious and perform their own analysis to fully understand a company's sustainability 

performance. Malkiel, B. G. (2003). 

The traditional investment approach, based on the neoclassical paradigm of efficient 

markets and portfolio theory, has limitations when it comes to integrating social and 

environmental issues into investment decisions. The adaptive markets hypothesis 

provides a better framework, emphasizing the importance of active investment 

management and the need for investors to adapt their strategies based on new 

information. However, investors still face challenges in obtaining reliable and 

comprehensive ESG data to inform their investment decisions as highlighted by lo 

(2004), (Malkiel, 2003) and (Fama, 1970). 

The incorporation of ESG information into stock prices is an adaptive process that 

requires the participation of fundamental analysts. Fundamental investing is an 

investment approach that involves analysing a company's financial and operational 

performance to determine its intrinsic value. This approach typically leads to more 

concentrated portfolios, as investors focus on a smaller number of companies that they 

believe are undervalued or have strong growth potential. ESG issues can have a 

significant impact on a company's financial performance and long-term value, but their 

effects may not be immediately reflected in stock prices. Fundamental analysts who are 

knowledgeable about ESG issues can help to identify companies that are well-positioned 

to manage these risks and opportunities, and incorporate this information into their 

valuation models. Schramade (2016) 

However, the success of the ESG incorporation process is dependent on the number of 

fundamental analysts and the quality of their learning. A larger number of analysts with 
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expertise in ESG issues can help to improve the quality of ESG research and ensure that it 

is incorporated into investment decisions. Furthermore, ongoing learning and 

improvement in ESG analysis can help to refine investment strategies and identify 

emerging risks and opportunities. Schramade (2016) 

 

3.3  Evidence and limitations 
 

ESG stands for Environmental, Social, and Governance, and refers to a set of criteria used 

to evaluate a company's performance and impact in these areas. There is a growing body 

of research that suggests that ESG factors can have a significant impact on a company's 

financial performance and risk profile. Paying attention to ESG factors can be beneficial 

for investors and companies alike. 

In recent years, there has been an increasing awareness among investors of the 

importance of considering ESG factors when making investment decisions. This is driven 

by a growing recognition that companies with strong ESG performance tend to have 

better long-term financial performance and are better positioned to manage risks 

associated with environmental and social issues. Additionally, there is a growing demand 

among investors for investment opportunities that align with their values and have a 

positive impact on society and the environment. As a result, companies are under 

increasing pressure to improve their ESG performance, and investment firms are 

developing new ESG-focused products and strategies to meet the demand from investors. 

Schoenmaker, D., & Schramade, W. (2019). The following are some examples of 

evidence highlighting the fact that ESG matters: 

• Environment 

Companies with strong environmental performance, such as those with low carbon 

emissions or efficient use of resources, have been shown to deliver higher stock returns 

than companies with poor environmental performance. A study by Derwall et al. (2005) 

found that eco-efficient companies delivered significantly higher stock returns than their 

peers. Similarly, (Liesen, Figge, Hoepner, & Patten, 2017) found that investors achieved 

abnormal risk-adjusted returns of up to 13 percent annually by exploiting inefficiently 

priced positive effects of greenhouse gas emissions disclosure and good corporate climate 

change performance. 
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• Social  

Companies that prioritize social factors, such as employee satisfaction and diversity, have 

been found to have better stock returns and higher valuations. A study by Edmans (2011; 

2012) found that companies with higher employee satisfaction levels tend to have better 

stock returns and more positive earnings surprises. Similarly, Edmans, Li and Zhang 

(2014) found that employee satisfaction is associated with positive abnormal returns in 

countries with high labour market flexibility. 

• Governance  

Strong governance practices, such as board diversity and effective risk management, have 

been shown to reduce a company's risk profile and increase its long-term financial 

performance. The correlation between governance and environmental and social issues is 

highlighted, with high-quality corporate governance being the driving force behind strong 

performance on environmental and social issues. A study by Shrivastava and Addas 

(2014) found that high-quality corporate governance can engender strong performance on 

environmental and social factors. Additionally, companies with better governance 

practices have been found to be less prone to fraud and other unethical practices, which 

can have a negative impact on their financial performance.  

The evidence suggests that paying attention to ESG factors can be beneficial for investors 

and companies alike, as it can lead to better financial performance, improved risk 

management, and a more positive impact on society and the environment. Strong 

sustainability performance is helpful for value driver performance. Ortize-de Mandojana 

and Bansal (2016) find that companies that adopt better sustainability practices have 

lower financial volatility, higher sales growth, and higher chances of survival.  

Investors are increasingly interested in evaluating a company's ESG performance based 

on specific key performance indicators (KPIs). For example, on the environmental front, 

companies are reporting their CO2 emissions following the Greenhouse Gas Protocol and 

water and waste data. On social issues, companies are reporting on employee attrition, 

gender balance, job creation, and safety data Schoenmaker & Schramade (2019). On 

governance, investors are looking at the number of independent directors, gender balance, 

and voting rules. While it is encouraging to see companies providing this data and 

investors analysing it, there are limitations to evaluating performance based on narrow 

KPIs. First, each KPI only pertains to a specific aspect of performance and does not 
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provide a holistic view of sustainability performance. Second, sustainability is context-

specific, making it difficult to compare KPIs across companies and industries. For 

instance, safety issues may be more relevant for mining companies than financial 

institutions. Third, the KPIs may not measure all that should be measured, and fourth, it is 

not clear if performance on certain KPIs contributes sufficiently to achieving a more 

sustainable model. Pryshlakivsky & Searcy (2017) 

While ESG ratings and indices provide a quick and easy way for investors to assess a 

company's sustainability and responsibility practices, they are not precise measures and 

may contain errors. Therefore, investors should exercise caution when using them and 

consider additional sources of information when making investment decisions. 

Ultimately, companies need to integrate ESG considerations into their core business 

strategies and financials to drive sustainable performance and create long-term value for 

all stakeholders Schoenmaker, D. (2017).  

 

3.4  ESG issues and strategies 
 

The finance-as-usual approach aligns with the idea that the only responsibility of business 

is to maximize profits within the rules (Friedman, 1970). The financial sector plays a 

significant role in the transition to a low-carbon and circular economy. Banks and 

investment funds can influence this transition by setting their lending and investment 

strategies towards sustainable projects and companies. Investors also have a strong 

influence in monitoring and directing the companies they invest in, and the finance sector 

can utilize risk management to address the uncertainties of environmental issues. The 

traditional approach of maximizing shareholder value through financial returns and risk 

management can lead to short-term thinking, but there is a need to consider the medium 

to long-term impact. Ortiz-de-Mandojana and Bansal's (2016) found that in the long term, 

sustainable organizations have a higher survival rate. This is because resilience helps 

companies to avoid crises and bounce back from shocks, such as economic downturns or 

natural disasters. According to (The Chartered Financial Analyst, 2015) (CFA) ESG 

considerations in investment strategies can be implemented through six methods. (1) 

Exclusionary screening involves avoiding investments in companies that don't meet 

specific criteria. (2) Best in class focuses on investing in companies outperforming their 
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peers on ESG issues. (3) Active ownership engages with companies to improve their ESG 

performance. (4) Thematic investing targets sectors benefiting from or providing 

solutions to ESG trends. (5) Impact investing aims for financial and societal value 

creation. (6) ESG integration explicitly incorporates E, S, and G factors into security 

valuation and selection. These methods provide options for aligning investments with 

sustainability goals. 

These six methods reflect a range of approaches to considering ESG issues in investment 

decision-making. Each method has its own strengths and weaknesses, and investors may 

choose to employ one or more of these methods depending on their goals and preferences. 

The CFA's recognition of these methods highlights the growing importance of ESG 

factors in investment analysis and decision-making. On other (hand Dyllick, T. & K. 

Muff, 2016) proposed three categories of sustainable finance, which are as follows: 

1. Profit maximisation, while avoiding ‘sin’ stock. 

Investors aim to maximize the financial value of their portfolio by increasing 

profits and reducing risk, while also ensuring that their investments do not have a 

significant negative impact on society and the environment by establishing a 

minimum threshold of social and environmental value. 

2. Internalisation of externalities to avoid risk. 

In order to account for social and environmental externalities, investors aim to 

optimize the integrated value of their portfolio. This includes the financial value, 

social value, and environmental value. By maximizing integrated profits and 

minimizing the variability of those profits, investors can achieve an optimal 

integrated value, without exacerbating their social and environmental impact. 

3. Contributing to sustainable development, while observing financial viability. 

Investors aim to promote sustainable development by optimizing the social and 

environmental impact or value. To achieve this goal, investors focus on increasing 

their impact while reducing their risk (i.e. the variability of impact), while also 

ensuring a minimum financial value. 

 

These categories of sustainable finance highlight the diverse range of approaches that can 

be taken to promote sustainable development through finance. By focusing on optimizing 

financial systems, developing innovative financial instruments, and creating enabling 
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environments, sustainable finance can play a critical role in addressing the pressing social 

and environmental challenges facing the world today. Schoenmaker, D., & Schramade, 

W. (2019). Overall, the ultimate goal of sustainable finance is to address environmental 

and social issues in a systematic way and contribute to sustainable development for 

current and future generations. sustainable practices can help companies to maintain 

financial stability and increase their market share over time. Ortiz-de-Mandojana and 

Bansal's (2016).  

 

3.5 Measuring ESG 
 

As it stated earlier ESG er externalities that need to be internalized for better integration 

into the financial performance. This section will focus on illustrating how ESG is 

measured to provide an understanding about the complexity of calculating and integrating 

ESG into financial metrics.  

Internalization of externalities refers to the process of companies considering the social 

and environmental costs of their actions, which are typically not reflected in market 

prices. This process is dynamic and can be challenging for companies to navigate, as 

some externalities may already be internalized through best business practices, such as 

externalities related to energy and material savings in their production processes, which 

can lead to cost savings and improve their bottom line. While others may require changes 

to the company's business model in order to address, other externalities may require 

government regulation, societal pressure, or technological developments to be 

internalized. For instance, the adoption of low-cost solar and wind energy could help 

companies to reduce their carbon footprint and lower their externalities related to 

greenhouse gas emissions (True Price, 2014). There are several models for internalizing 

externalities, this section will list three models for internalizing these externalities. 

 

3.5.1 The production functions. 

It is essential to consider a broader range of factors to ensure sustainable production 

systems. According to Daly and Farley (2011) the neoclassical production function 

doesn't consider the impact of production on natural resources, social and human capital, 
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and sustainability. The function does not consider the depletion of non-renewable 

resources, the environmental degradation resulting from production activities, or the 

social and health costs associated with certain production processes Alternative 

approaches, such as ecological economics and social production function, have been 

proposed to address these limitations. Where the includes natural resources as a factor of 

production and recognizes the importance of maintaining ecological systems. 

Daly and Farley (2011) suggest that to address the shortcomings of the neoclassical 

production function, it is necessary to distinguish between funds (labour and physical 

capital inputs) and flows (natural resources used up in the production process) and to 

recognize that natural resources can be renewable or non-renewable. Ecological 

economics can better account for energy use and waste emissions by incorporating natural 

resources into the production function, which is crucial for sustainable development. 

The incorporation of natural resources in the production function involves accounting for 

the flows of natural resources in the production process, which includes the natural 

resource inputs, such as minerals and fossil fuels, and the natural resource outputs, such 

as waste emissions. For example, the production function can be written as: 

𝑞 +  𝑤 =  𝐹(𝐾, 𝐿, 𝑁;  𝑟, 𝑒)  (3.2) 

 

 

(q) represents flows of (consumption) goods and services, (W)flows of waste (R) flows of 

natural resources, (E) flows of energy, (N) stands for the fund function of natural capital 

and the flow function of natural capital yielding a flow of resource is already captured in 

(r). 

By incorporating natural resources into the production function, ecological economics 

recognizes that natural resources are complementary and cannot be substituted with 

labour or physical capital. A final step is to include the social impact of production. The 

enlarged production function is written as:    

𝑞 +  𝑤 =  𝐹(𝐾, 𝐿, 𝑆, 𝐻;  𝑟, 𝑒)  (3.3) 

 

The enlarged production function includes the social impact of production and considers 

two new factors: social and relationship capital (S) and human capital (H).  The enlarged 
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production function represents an extension of the traditional production function to 

account for the social impact of production. This is important because production has 

social and environmental consequences that can impact communities, ecosystems, and 

natural resources.  

The inclusion of social and relationship capital in the production function recognizes that 

production activities can impact social activities, nuisance, or contributions to local 

communities, and relationships within and between communities. These impacts can be 

positive or negative and should be considered in the production process. Human capital, 

on the other hand, is the knowledge, skills, and experience of workers involved in the 

production process. Human capital includes issues such as health and safety, gender 

equality, training, and job satisfaction. By investing in human capital, companies can 

improve the quality of their products, reduce production costs, and increase employee 

retention. Daly and Farley (2011) 

 

3.5.2 Monetizing externalities  

 

Innovations in technology and science have made it possible to measure social and 

environmental impacts in monetary terms. For example, life-cycle analyses, social life-cycle 

analyses, environmentally extended input-output analysis, and environmental economics are 

some of the methods used to monetize social and environmental impacts. True Price is a 

methodology that takes into account the social and environmental costs in addition to 

financial costs, which allows companies to establish the true value of their products and 

services. Attaching a financial value to social and environmental externalities can help 

companies optimize their production processes while considering financial, social, and 

environmental aspects. By quantifying the social and environmental impacts of production 

activities in monetary terms, companies can make informed decisions that optimize their 

operations for financial, social, and environmental outcomes (True Price, 2014). 

By integrating financial, social, and environmental values, the total or true value of a product 

or service can be established. This approach allows companies to account for the externalities 

associated with their operations, which can lead to a more accurate understanding of the true 

costs of production. Externalities are the costs or benefits that affect third parties who are not 
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involved in an economic activity (True Price, 2014). For example, if a factory produces air 

pollution that affects the health of people living nearby, this is a negative externality. 

Similarly, if a company invests in clean energy, it creates a positive externality by reducing 

carbon emissions and contributing to a cleaner environment. Internalizing externalities means 

incorporating these costs and benefits into the decision-making process of the parties 

involved in the activity. By doing so, companies and investors can make more informed 

decisions that consider the full impact of their actions, rather than just financial returns. 

(Caldecott, Tilbury & Carey, 2014) 

Figure 1 shows the four-step methodology for calculating the total value, which helps 

corporations consider financial, social, and environmental impacts of their investments. The 

methodology involves measuring, monetising, and balancing financial and non-financial 

values. 

The first step is to calculate financial value and monetise social and environmental impacts. 

The second step is to internalise externalities and calculate total value as the sum of values. 

The third step adjusts for trade-offs between economic (F), social (S), and environmental (E) 

aspects. The final step calculates total value T* by integrating financial, social, and 

environmental values, providing a comprehensive view of investment impact. 

 

 

 

Figure 1: internalizing externalities Schoenmaker, D. (2017). Financial value(F), social (S), and environmental (E), Total 
value (T) 
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Figure 1 shows that internalizing externalities leads to an increase in the total value from 9 

(bar 2) to 12 (bar 4). This means that by considering the costs and benefits that affect third 

parties, the overall value of the economic activity increases Schoenmaker, D. (2017). In the 

case of the factory producing air pollution, internalizing the negative externality may involve 

investing in pollution control technology or compensating the affected community, which 

may increase costs in the short term but lead to long-term benefits such as improved 

reputation and reduced regulatory risks. The traditional finance approach, which focuses only 

on maximizing financial returns, may ignore externalities and their impact on the overall 

value of the economic activity. This approach could result in reputation damage, customer 

strikes, or talent drain, leading to a loss of financial value in the long term. (Caldecott et al, 

2014).  

Overall, the four-step methodology for calculating the total value provides corporations with 

a framework to make informed decisions that take into account the financial, social and 

environmental impacts of their investments. By considering all three factors, corporations can 

identify the optimal combination of the three factors, resulting in sustainable and profitable 

investments. Internalizing externalities can also help companies identify opportunities to 

create positive externalities that can lead to increased value in the long term. (Caldecott et al, 

2014).  

 

3.5.3 Scenario analysis 

 

Scenario analysis is a technique used to explore and evaluate possible future events and 

outcomes by considering alternative scenarios. It is a powerful tool when there is significant 

uncertainty about the future, as it helps decision-makers to understand the potential risks and 

opportunities associated with different outcomes Duinker & Greig (2007). The process of 

scenario analysis involves developing multiple alternative futures or 'alternative worlds' and 

analysing them to identify the possible development of externalities. Scenario analysis is one 

of the main forms of projections used in business and policymaking, but it does not try to 

predict a single precise picture of the future. Rather, it presents several different scenarios 

based on different assumptions and factors. Each scenario considers a range of possible 

outcomes and helps decision-makers to prepare for various possibilities (Lo, 2017). 
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(Bianchini and Gianfrate, 2018) demonstrate that scenario analysis can be a valuable tool for 

corporate valuation in investment decision-making. Scenario-based valuation involves the 

creation of multiple scenarios of possible outcomes for a company's financial performance, 

based on different assumptions and factors. Scenario-based valuation requires at least two 

scenarios, but it is common to have three or more scenarios. The scenarios typically include a 

best-case scenario, a most likely scenario, and a worst-case scenario. By considering different 

scenarios, investors can identify the key drivers of value and better understand the potential 

outcomes in various market conditions. This can help them make more informed investment 

decisions and mitigate risk. 

(De Ruijter, 2014) proposes a strategic approach to creating scenarios for organizations, 

which can help decision-makers to better understand and prepare for the future. De Ruijter's 

(2004) strategic approach to creating scenarios involves identifying the most important 

uncertainties, developing multiple scenarios based on these uncertainties, and presenting the 

scenarios in a way that is engaging and relevant to decision-makers. By following this 

approach, organizations can better understand and prepare for the future, and make more 

informed decisions in the face of uncertainty. 

The approach consists of three steps. First, decision-makers identify critical uncertainties that 

could impact the organization's future, using a two-axis or decision tree representation with 

key questions. Next, they develop multiple scenarios that explore possible outcomes based on 

different assumptions and factors, using tools such as trend and stakeholder analysis. Finally, 

decision-makers present the scenarios in an engaging and relevant way, using compelling 

narratives and visualizations. This enables them to better understand and internalize the 

potential impact of each scenario, which in turn informs their decision-making. 

 

Scenario analysis & DCF 

Analyst reports provide insights and recommendations based on detailed analysis of various 

factors that can impact an investment's performance. One of the most commonly used 

methods in analyst reports is the discounted cash flow (DCF) methodology, which is used to 

value investments based on their expected future cash flows. DCF requires a forecast of 

future inward cash flows, outward cash flows, and the terminal value of the investment 

beyond the projection period. These cash flows are then discounted back to their present 

value using a discount rate. The discount rate consists of the risk-free rate and the risk 
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premium, which reflects the additional return required by an investor to compensate for the 

investment's inherent risk. Berk & DeMarzo (2011). For private investors, higher risk or 

uncertainty leads to a higher discount rate, which in turn reduces the present value of the 

investment's future cash flows. Therefore, the accuracy of the forecasted cash flows and the 

determination of the appropriate discount rate are critical in determining the value of an 

investment. Analysts use various methods such as expert judgment and statistical 

extrapolation to forecast cash flows, but these methods may have limitations and may not 

account for rare events or changes in external conditions that can significantly impact the 

investment's performance. (De Ruijter, 2017). 

Forecasting often assumes that "all else is equal" or ceteris paribus, meaning that only the 

variables being forecasted will change and everything else will remain constant. However, 

this assumption is not always valid in real-world situations where various exogenous factors, 

such as changes in the economy, politics, or technology, can impact the performance of the 

investment in unexpected ways. Therefore, it is crucial for investors to recognize the 

limitations of forecasting and use other tools, such as scenario analysis to assess the potential 

impact of rare events and uncertainties on their investment decisions. By considering a range 

of alternative scenarios, investors can better prepare for the unexpected and make more 

informed investment decisions (De Ruijter, 2017). 

 

3.5.4 Summary 

 

Sustainable finance involves integrating ESG factors into financial decision-making to 

support sustainable development. It has three phases, with the ultimate goal being to address 

environmental and social issues in a systematic way and contribute to sustainable 

development. Companies can maintain financial stability and increase their market share over 

time by adopting sustainable practices. The CFA recognizes six methods for considering ESG 

issues in investment decision-making, including integration, exclusionary screening, best-in-

class screening, thematic investing, impact investing, and engagement, and investors may 

choose to employ one or more of these methods depending on their goals and preferences. 

The enlarged production function takes into account the social impact of production, along 

with human and social and relationship capital, while also recognizing the non-

substitutability of some natural resources. Sustainable production involves substituting 
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natural resources with other natural resources, developing new technologies, and investing in 

human and social capital. The financial institutions and companies use a private discount rate 

to discount future cash flows, which is higher than the public discount rate due to 

uncertainties. As social and environmental impacts become manifest over a longer horizon 

and are also more uncertain than financial impacts, private discounting leads to a lower 

weighting of social and environmental value than financial value. This means that social and 

environmental impacts may be undervalued in the optimization process. The four-step 

methodology for calculating the total value provides corporations with a framework to make 

informed decisions that take into account the financial, social and environmental impacts of 

their investments. By considering all three factors, corporations can identify the optimal 

combination of the three factors, resulting in sustainable and profitable investments. 

Internalizing externalities can also help companies identify opportunities to create positive 

externalities that can lead to increased value in the long term. (Caldecott et al, 2014).  

Lastly, Scenario analysis is a valuable tool for organizations to prepare for the future by 

exploring a range of plausible scenarios based on assumptions such as market trends, changes 

in the competitive landscape, and shifts in consumer behaviour. To ensure that scenario 

analysis is effective, a balance must be struck between the number of scenarios created and 

their complexity. Scenario analysis can also help organizations to consider externalities and 

develop appropriate strategies to respond to potential risks and opportunities. 

 

3.6  The importance of ESG integration 
 

The section underscores the importance of integrating sustainability considerations into 

business strategies to improve financial performance. The section highlights the 

interconnection between sustainability performance and financial performance. It discusses 

various studies that suggest companies with stronger sustainability performance have a 

competitive advantage in accessing finance, improving their financial performance, reducing 

their cost of equity, and enhancing their reputational benefits. It will also demonstrate some 

other concept to provide a deeper understanding of what sustainable finance is. 
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3.6.1 Link between ESG and financial metrics 

 

(Khan, Serafeim, and Yoon, 2016) explores the relationship between a company's 

sustainability performance and its financial performance, specifically in the context of the 

stock market. They distinguish between two types of sustainability issues: material and 

immaterial. Material issues are those that have a direct impact on a company's financial 

performance, such as environmental risks, labour practices, and supply chain management. In 

contrast, immaterial issues are those that do not have a direct impact on financial 

performance, such as community engagement or charitable donations. They found that firms 

that performed well on material sustainability issues tend to outperform in terms of stock 

price, while those that performed well on immaterial sustainability issues tended to 

underperform. This is because material sustainability issues are closely tied to a company's 

financial performance and therefore, investors view strong performance on these issues as a 

positive signal of future financial success. In contrast, immaterial sustainability issues may be 

seen as less relevant to financial performance and thus, less influential in the market.  

(Dhaliwal and colleagues, 2011) complement the findings of Khan et al. (2016) by 

demonstrating that superior CSR performance can reduce the cost of equity for firms that 

initiate voluntary CSR disclosures. The study suggests that companies that disclose their CSR 

activities and performance can signal to investors that they are committed to sustainable 

practices, which can lead to a reduction in the perceived risk associated with the company's 

equity. This reduction in risk can translate into lower costs of capital for the company, which 

can positively impact its financial performance. Khan et al. (2016) study is based on changes 

in ESG performance (momentum) rather than the levels of ESG performance. This suggests 

that ESG momentum may be a useful signal for investors, as changes in ESG performance 

may indicate changes in a company's competitive position. However, the study provides 

evidence that ESG factors can be financially material for firms, and that investors may 

benefit from incorporating ESG considerations into their investment decision-making 

process. 

Cheng et al. (2014) conducted a study to examine the relationship between sustainability 

performance and access to finance for a large sample of global companies. Their analysis 

shows that companies with stronger sustainability performance have better access to finance, 

which they attribute to two main factors: stakeholder engagement and transparency. 
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Firstly, the study found that companies with better sustainability performance have better 

stakeholder engagement. This means that these companies are more effective in 

communicating with their stakeholders, including investors, employees, and customers, about 

their sustainability efforts and the impact of their business on the environment and society. 

As a result, stakeholders are more likely to be supportive of the company's long-term goals 

and vision, which can translate into better access to finance Cheng et al. (2014). Similarly, 

Gompers et al. (2003) argues that engaging in active dialogue with investee companies is 

crucial because it can result in improved disclosure, allow for feedback, and provide investors 

with a better understanding of the company's management and board quality. 

Secondly, Cheng et al. (2014) found that transparency around sustainability performance is 

also an important factor in reducing capital constraints. Companies that are transparent about 

their sustainability practices and performance are viewed as more trustworthy and reliable by 

investors, which can lead to greater access to finance. This is because investors are more 

likely to invest in companies that they believe are committed to sustainability and have a 

track record of delivering on their sustainability commitments. This requires proactive 

management of ESG issues and an iterative process that involves all actors in the investment 

decision-making process, including portfolio managers, financial analysts, and ESG 

specialists. The process helps identify blind spots and drives improved disclosure as the 

company comes to understand the investor's perspective. 

According to research by the European Center for Corporate Engagement (ECCE) in 2016, 

companies that are improving their sustainability ratings tend to outperform the stock market, 

while companies that already have high scores do not. This is due to the fact that companies 

with high scores are already firmly established in terms of sustainability, rendering their 

ratings no longer newsworthy. Schoenmaker & Schramade (2019) highlights the fact that 

ESG performance is often proxied by sustainability ratings, which have serious shortcomings 

and tend to be rather static. The level of ratings is therefore unlikely to impact stock returns, 

but changing in ratings are more promising. However, the situation is slightly different in 

emerging markets, as the ECCE point out that in emerging markets, both companies with 

improving sustainability ratings and those with higher ratings tend to outperform the stock 

market. The researchers attribute this finding to the lower efficiency of emerging markets, 

which is consistent with the adaptive markets hypothesis (AMH). The AMH suggests that 

less efficient markets are more likely to reward companies that are improving their 
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sustainability performance, as this indicates a positive change in the company's prospects and 

potential for growth. (ECCE, 2016).  

El Ghoul and colleagues (2011) examine the relationship between sustainability performance 

and the cost of equity financing for a large sample of US companies. The researchers measure 

sustainability performance using a composite score that incorporates ESG indicators. The 

cost of equity financing is measured by the implied cost of capital derived from stock market 

data. The findings of the study suggest that companies with better sustainability scores have 

cheaper equity financing. This implies that investors are willing to pay a premium for 

companies that perform well on sustainability indicators. This premium reduces the cost of 

equity financing for these companies, making it cheaper for them to raise capital in the stock 

market. It also suggests that this relationship between sustainability performance and cost of 

equity financing can be explained by the fact that sustainability performance is seen as an 

indicator of good management practices, which in turn reduce risks and enhance long-term 

value creation. This makes companies with better sustainability scores more attractive to 

investors, who are willing to pay a premium for their equity. El Ghoul and colleagues (2011)  

The capital asset pricing model is a widely used financial model that assumes that the only 

relevant factor for determining a stock's return is its sensitivity to the market, which is 

referred to as systematic risk. This model implies that non-systematic or idiosyncratic risk is 

not priced and therefore not relevant for determining a stock's expected return. In an 

equilibrium state, all investors are assumed to hold the market portfolio, which is typically 

replicated in the form of a market index. This leads to the idea that investors can adopt a 

passive investment approach by investing in the market index, rather than attempting to 

identify undervalued stocks or outperform the market through active management Elton et al. 

(2014). However, this approach has limitations as it ignores the social and environmental 

dimensions of investing. Furthermore, the measure of financial risk used in the CAPM model 

is rather narrow, as it is based solely on the volatility of past stock returns, which may not 

accurately capture future financial risks or the fundamental risks of the companies in the 

portfolio. This narrow view on risk and return may lead investors to overlook important 

information about the companies they invest in, such as their environmental and social 

performance, and fail to account for potential risks and opportunities beyond traditional 

financial metrics. Therefore, it is important for investors to consider a broader range of 

factors, including non-financial risks, in their investment decisions to achieve more 

sustainable and responsible outcomes. Elton et al. (2014) 
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Clark and Viehs (2014) provide an overview of various studies examining the relationship 

between ESG factors, corporate financial performance, and investment performance. They 

argue that many of these studies focus on individual ESG factors in isolation, such as 

environmental impact, social responsibility, or corporate governance, or only examine the 

cost of capital. By doing so, they may overlook the combined impact of these factors on 

corporate performance and investment returns. The authors find that the relationship between 

ESG factors and financial performance is generally positive, with firms that perform well on 

ESG metrics tending to have better financial performance than those that do not. This 

relationship is particularly strong for companies with strong environmental performance, as 

well as those with good corporate governance practices. Clark and Viehs also note that 

studies examining the relationship between ESG factors and investment performance have 

produced mixed results. Some studies have found that incorporating ESG factors into 

investment decisions can lead to better returns, while others have found no significant 

relationship. 

Despite the positive headlines, the extent to which investors actually undertake ESG 

integration is debatable. Some managers may only use ESG information for risk 

management, rather than actively integrating it into their investment decisions. Schoenmaker 

& Schramade (2019).  However, some experts argue that this growth in Social responsible 

investment (SRI) is not necessarily indicative of widespread ESG integration. For instance, 

Van Duuren, Plantinga, and Scholtens (2016) found that many investment managers use ESG 

information primarily for risk management purposes, rather than as a means of actively 

seeking out sustainable investment opportunities. Moreover, they argue that ESG investing is 

highly similar to fundamental investing, in which investors analyse a company's financial and 

non-financial performance in order to make investment decisions. Thus, it is possible that 

some investors are simply using ESG information as one of many factors in their investment 

analysis, rather than fully integrating it into their decision-making process. 

 

3.6.2 Criticism-Challenges  

 

The CFA Institute (2015) identifies several challenges that hinder the consideration of ESG 

factors in investment decision-making. Firstly, it can be challenging to express the effects of 

sustainability issues in monetary terms and integrate them into quantitative models. This is 
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because ESG factors can have complex and indirect effects on financial performance, which 

can be difficult to quantify and model accurately. Secondly, ESG issues disclosure by 

companies may be limited, unverified, and non-standardized, making it difficult for investors 

to compare and assess the sustainability performance of companies. This can lead to 

information asymmetry and limit the ability of investors to make informed decisions based on 

ESG factors. Finally, ESG issues tend to influence financial performance in the long-term, 

whereas many investors have relatively short-term horizons. This can create a misalignment 

between the time horizons of investors and the time horizons required for ESG issues to have 

a material impact on financial performance. 

The interest in ESG factors among investors continues to grow, but challenges persist in 

accessing reliable and comprehensive ESG data that can effectively inform investment 

decisions. Researchers and market observers have acknowledged this limitation. According to 

Lo (2004), obtaining accurate and consistent ESG information is difficult due to varying 

disclosure practices and the quality of ESG reporting among companies. This inconsistency 

makes it challenging for investors to compare and evaluate companies based on their ESG 

performance. Malkiel (2003) also highlights the issue of data reliability in ESG analysis, 

noting the challenges faced by ESG data providers in collecting and verifying information, 

especially regarding subjective measures like social and governance factors. These challenges 

can introduce biases and inaccuracies, further complicating the investment decision-making 

process. Fama (1970) contributes to the understanding of the challenges investors face in 

obtaining reliable ESG data. While his work primarily focuses on market efficiency and 

securities pricing, it indirectly emphasizes the importance of accurate and consistent 

information in making informed investment choices. Without reliable ESG data, investors 

may struggle to fully incorporate ESG considerations into their decision-making process, 

potentially limiting the effectiveness of ESG integration in investment strategies. 

The limitations in accessing reliable and comprehensive ESG data underscore the ongoing 

need for efforts to improve data quality, standardization, and transparency in the ESG space. 

Addressing these challenges will provide investors with a solid foundation for incorporating 

ESG factors into their investment decisions, promoting sustainable and responsible investing 

practices. As a result of these challenges, the integration of ESG factors in investment 

decision-making still has a long way to go. However, efforts are being made to address these 

challenges, including the development of standardized sustainability reporting frameworks, 
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improved data quality and transparency, and the use of alternative investment horizons and 

risk management strategies that take into account long-term sustainability considerations. 

 

3.6.3 Summary 

 

Research suggests that companies that prioritize sustainability and CSR performance are 

more likely to attract the capital they need to support their long-term sustainability goals. 

Cheng, et al. (2014) argue that companies that engage with stakeholders and are transparent 

about their sustainability practices are more likely to attract investors and lenders who are 

increasingly interested in sustainability performance. This is supported by Dhaliwal and 

colleagues (2011) and Khan et al. (2016), who found that companies that perform well on 

material sustainability issues and voluntarily disclose their CSR performance are likely to 

benefit from improved financial performance, reduced cost of equity, and enhanced 

reputational benefits. In addition, El Ghoul and colleagues (2011) suggest that investment in 

improving sustainability policies and product strategies can substantially reduce companies' 

cost of equity, which can help to reduce the overall cost of capital and improve financial 

performance. 

Investors can construct an optimal portfolio that achieves the best possible return for a given 

level of risk by taking into account how each investment affects the portfolio's risk and 

return. The Capital Asset Pricing Model stresses that risk and return characteristics should not 

be isolated per security, but rather considered in the context of the overall portfolio. This can 

help investors to make informed investment decisions and achieve their financial goals (Elton 

et al., 2014). on the other hand, the adaptive markets hypothesis provides a better framework, 

emphasizing the importance of active investment management and the need for investors to 

adapt their strategies based on new information, including social and environmental factors. 

Incorporating ESG information into stock prices requires fundamental analysts who are 

knowledgeable about ESG issues and can incorporate them into their valuation models. 

Despite all that, Schoenmaker & Schramade (2019) argues that the degree to which investors 

adopt ESG integration remains a subject of debate. While some managers may incorporate 

ESG information into their investment decisions, others may only use it for risk management 

purposes. 
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Clark and Viehs (2014) suggest that taking a holistic approach to Environmental, Social, and 

Governance factors may lead to better outcomes for both companies and investors. Rather 

than looking at these factors in isolation, they argue that a more comprehensive 

understanding of how they interact with one another may lead to better financial and 

investment outcomes. For example, companies that score well on environmental factors may 

also have good governance practices, which can lead to better long-term financial 

performance. Similarly, companies that prioritize social responsibility may be better 

positioned to attract and retain top talent, which can lead to better financial performance over 

time. Therefore, taking a holistic approach to ESG factors can lead to better long-term 

financial performance and better investment outcomes.  

 

4. Data and Methodology 

 

This chapter is dedicated to exploring the data and methodology employed in the research. 

The purpose is to offer a complete overview of the processes engaged in gathering and 

scrutinizing the data, as well as conducting diagnostic tests to highlight the various factors 

that impacted the study's results. 

The first subsection of this chapter concentrates on the sample selection and data filtering 

criteria adopted to obtain the data sample. A comprehensive account of the procedures used 

to select participants and filter data is provided, emphasizing the role they played in ensuring 

the accuracy and reliability of the results obtained. The subsection includes the techniques 

used to gather the data and the various factors considered during the data collection process. 

In the subsequent subsection, a thorough analysis of how each regression model was 

measured is presented, which includes detailed information on the techniques used to analyse 

the data and the statistical models employed to interpret the results.  

Additionally, a detailed description of the sample data that was collected, including 

information on the participants' demographics and other relevant factors, is provided. The last 

part of this chapter focuses on conducting diagnostic tests to identify and address any 

potential issues with the data. These tests are designed to check for outliers, multicollinearity, 

heteroscedasticity, normality, and other potential sources of error or bias in the data to make 
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sure the data is free from errors, inconsistencies, and any other issues that may compromise 

the validity of the results obtained.  

 

4.1 Sample selection and data filtering 

 

A total of 1181 Nordic companies were included in the initial sample data collected from the 

Thomson Reuters Refinitiv (2023) database. Out of these, 343 companies had both ESG and 

financial data for at least two years. After the initial data collection process, the sample data 

was refined further through a series of selection and filtering criteria. This was done in order 

to ensure that the final dataset was representative of the specific research question being 

investigated, and that it contained high-quality data that could be used to draw meaningful 

conclusions. 

One of the primary criteria used to filter the data was the country of exchange The research 

only encompasses publicly listed companies on the stock exchanges of Norway, Sweden, 

Denmark, and Finland. Iceland is not considered in the study due to limited data availability, 

where only a small number of firms had ESG assessments. Another key filtering criterion 

used was the exclusion of certain companies. To generate a dataset that is as representative as 

possible, certain filtering criteria were applied. First and foremost, companies without ESG 

scores were excluded from the dataset, as they were not considered significant. However, this 

approach may have resulted in selection bias, as some companies may have been excluded 

due to lack of available data, rather than being irrelevant to the study.  

Additionally, companies without yearly returns or market values were also excluded. These 

metrics were deemed necessary in order to compare the relationship between ESG scores and 

financial metrics such as ROE, beta, P/B, and WACC. Excluding companies without this 

information helped ensure the quality and reliability of the data, as it allowed for a more 

accurate analysis. 

It is important to note, however, that while these filtering criteria were necessary to generate 

a representative dataset, they also had limitations. For example, excluding companies without 

ESG scores may have overlooked smaller companies that do not report their ESG 

performance, but may still have a significant impact on their industry or community. 

Additionally, excluding companies without yearly returns or market values may have 
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excluded startups or companies in early stages of development. Only active enterprises are 

employed in the analysis. Lastly, the data selected is for the last 10 years from 2013 to 2022. 

This time interval is chosen because many company did not had record for ESG. Actually, 

most of the selected data didn’t report for ESG for more than the last 5-6 years.  

 

4.2 Sample collection and description 

 

In this section, an overview is provided of how and why the sample data for the independent, 

dependent, and control variables was acquired. 

 

4.2.1 Independent Variables – ESG factors Scores and ESG pillar scores 

 

Corporate responsibility is an increasingly important consideration for companies and 

stakeholders alike, and ESG scores have emerged as a widely accepted tool for measuring a 

company's performance in this area. This approach is in line with previous research that has 

highlighted the importance of measuring and evaluating a company's environmental, social, 

and governance practices, and their impact on financial outcomes. 

To measure the ESG performance of companies several datasets been obtained for the 

independent variables. The first dataset included ESG combined scores (referred to as ESG), 

which provide an overall assessment of a company's ESG performance. The second dataset 

included individual scores for the environmental (E), social (S), and governance (G) pillars, 

which allow for a more detailed analysis of a company's performance in each of these areas. 

The last dataset is workforce (wf), Innovation (inn), corporate social responsibility (CSR) 

human rights (hr), to get a more comprehensive understanding of how ESG practices 

influence a company's financial metrics, and allow to identify the sort of the impact that hit 

the company.  

All datasets were obtained from Thomson Reuters Refinitiv (2023), a widely recognized and 

respected source of ESG data. The datasets included ESG scores for companies from 

Norway, Sweden, Finland, and Denmark, representing a broad range of industries and 

sectors. To ensure the representativeness of the sample, the study only included publicly 
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listed companies from their original stock exchanges, namely Euronext Oslo Stock Exchange, 

Nasdaq OMX Stockholm, Nasdaq OMX Helsinki, and Nasdaq OMX Copenhagen.  

By using standardized and validated measures of ESG performance, the study aimed to 

provide a comprehensive analysis of the relationship between ESG rating and financial 

metrics. The use of ESG scores as a measuring tool reflects the growing importance of 

corporate responsibility in the business world and highlights the need for companies to 

prioritize their ESG practices. Moreover, by including both the ESG combined scores and the 

individual pillar scores as independent variables, the paper aim to provide a more nuanced 

analysis of the relationship between ESG performance and financial outcomes. This approach 

highlights the commitment to providing a thorough examination of the link between ESG 

performance and financial metrics. Overall, the datasets used in the study are a testament to 

the rigor and systematic approach taken to investigate the relationship between ESG 

performance and financial outcomes. 

 

4.2.2 Dependent variables and Control variables - ROE, WACC, Beta P/B and CMC 

 

The study at hand aims to explore the impact of ESG factors on the financial performance of 

Nordic enterprises. To achieve this, the study focuses on analysing several financial metrics 

such as profitability, volatility, P/B ratio, and cost of capital of these companies, with the goal 

of determining whether there is a correlation between these metrics and the different ESG 

factors. The dependent variables in the study also serve as control variables. 

In evaluating the profitability of Nordic enterprises, the study employs the widely recognized 

financial metric ROE. ROE measures the net income generated by a company in relation to 

the shareholder equity invested in the business. A high ROE indicates strong profits in 

relation to equity invested, while a low ROE implies insufficient returns for investors. ROE is 

considered the single most important indicator for investors to measure a firm's management 

performance. In addition to ROE, the study also considers Beta as a measure of the volatility 

of Nordic enterprises. Beta measures a company's volatility compared to the broader market. 

A Beta of 1 signifies that a company's stock price moves in line with the overall market, 

while a Beta greater than 1 indicates that a company's stock price is more volatile than the 

market.  
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The cost of capital is another important variable examined in this study. It represents the rate 

of return that investors require to invest in a company. To calculate the cost of capital for 

Nordic enterprises, the study utilizes the Weighted Average Cost of Capital (WACC), which 

considers both the cost of debt and equity financing and provides a comprehensive view of 

the overall cost of capital for a company. By including WACC in the analysis, the study can 

assess whether Nordic public firms that achieve better ESG performance are able to benefit 

from a lower cost of capital, which could incentivize them to continue improving their 

sustainability practices. 

The price-to-book (P/B) ratio is a metric that indicates the market's appraisal of a company in 

relation to its book value. It can also be used to determine whether investors are paying more 

than the actual value of the company's assets in the event of bankruptcy. Essentially, if the 

company sold all its assets and settled its debts, the residual value would be equivalent to its 

book value.  

The P/B ratio is a useful tool for investors to avoid overvalued companies. Companies with 

low P/B ratios are usually classified as value stocks, indicating that they may be undervalued. 

Conversely, companies with high P/B ratios are often classified as growth stocks, indicating 

that their stock price may be overvalued. A higher P/B ratio corresponds to a more expensive 

stock price, potentially increasing the overall value of the company. In essence, the P/B ratio 

helps investors determine the market's valuation of a company relative to its book value and 

can be used as a guide for investment decisions.  

Damodaran, A. (2012), Watson & Head (2010), Berk & DeMarzo (2011). 

 

Company Market capitalization (CMC) is included as a control variable to account for the 

potential impact of company size on the dependent variable. Larger companies typically have 

economies of scale, resulting in higher earnings due to lower production costs. Additionally, 

they tend to have more resources and learning capabilities, providing them with an advantage 

over smaller firms in terms of innovation and market penetration. In addition, larger 

companies may have more bargaining power in raising capital, making it possible for them to 

secure funding at a lower cost than smaller companies, thereby impacting their financial 

performance. By incorporating market capitalization as a control variable, the analysis can 

isolate the effect of the independent variable on the dependent variable while controlling for 

the possible impact of company size. (Edelen, Evans & Kadlec, 2013). The cost of capital for 
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small firms is likely to be higher than for larger firms due to the increased risk associated 

with smaller, less diversified firms (Brigham & Smith, 1967). 

 Using the specified data filtering and collection criteria, we arrived at a final sample set that 

consisted of 343 public companies from the Nordic region. Among these, Danish public firms 

accounted for 12.5%, Finnish public firms accounted for 16%, Norwegian public firms 

accounted for 13.1%, and Swedish public firms accounted for 58.3% as shown in table 1. 

Table 2 highlights the proportion of firms collected from each industry in the final sample 

data. The sample companies were categorized into 11 industry categories based on the 

Standard Industry Code “Economic Sector Name”. It is apparent that this sample is not 

normally distributed, with a significant weight for the dominant sectors such as Industrials 

(24.2%), Technology (15.2%), and Consumer Cyclicals (14.6%). In contrast, Academic & 

Educational services were underrepresented, accounting for only 0.6% of the distribution. 

 

 

 

 

 

 

 

 

 

 

The number of companies in each in each sector 

Economic Sector Number of 

companies 

Sector portion % 

Academic & Educational Services 2 0,6% 

Basic Materials 27 7,9% 

Consumer Cyclicals 50 14,6% 

Consumer Non-Cyclicals 22 6,4% 

Energy 7 2,0% 

Financials 38 11,1% 

Healthcare 32 9,3% 

Industrials 83 24,2% 

Real Estate 25 7,3% 

Technology 52 15,2% 

Utilities 5 1,5% 

The number of companies in each country 

Country Number of companies country portion % 

Denmark 43 12,5% 

Finland 55 16,0% 

Norway 45 13,1% 

Sweden 200 58,3% 

Total 343 100,0% 

Table 1: Country portion, Refinitiv (2023) 
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Total 343 100,0% 
          Table 2: Economic sector, Refinitiv (2023) 

 

 

4.3 Estimation of Models 

 

Our pane data is obtained through a longitudinal study, where the same multiple entities (e.g. 

Nordic individual companies and countries) are observed at several time periods. 

Longitudinal designs offer researchers several benefits, including the ability to track 

processes, identify antecedents and consequences in chronological order, and differentiate 

short-term and long-term phenomena. While Panel data combine both inter-individual 

differences, which are revealed in cross-sectional data, and intra-individual dynamics, which 

are revealed in time-series data. The values of all the variables in this study are also 

registered at several time points for each individual company. Thus, our panel dataset 

consists of both time series and cross-sectional data. This is because panel data has a variety 

of advantages as compared to solely using timeseries or simply cross-sectional data (Ghauri, 

Grønhaug & Strange, 2020). The additional data from both time series and cross-sectional 

data allows the panel data for more accurate estimations. As a consequence, the panel data 

estimate methods involve fewer assumptions and are frequently less difficult to use than other 

methods. Since they combine the values of using both cross-sectional data and time-series 

data, this adds further benefit in terms of problem-solving (Ghauri et al. 2020). Panel data 

regression was also chosen because we are studying changes in the dependent variables over 

time, making it possible to eliminate the effect of omitted variables that differ across entities 

but are constant over time (Stock & Watson, 2003). 
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The regression analysis will be conducted to test the following hypotheses: 

 

➢ Ha: there is a significant positive relationship between ESG factors rating and firms’ 

profitability? 

➢ Hb: there is a significant negative relationship between ESG factors rating and firms’ 

cost of capital? 

➢ Hc: there is a significant negative relationship between ESG factors rating and firms’ 

market volatility? 

➢ Hd: there is a significant positive relationship between ESG factors rating and firms’ 

P/B? 

 

The following models will be utilized to test the hypotheses: 

 

ROE regression model: 

With only ESG model: 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑖𝑡
 𝑆𝐺𝑣𝑎𝑙𝑢𝑒  𝑎2 ∗ 𝐵𝑖𝑡

 𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒 + 𝑎3 ∗ 𝑃/𝐵_𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗

𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎5 ∗ 𝐶𝑀𝐶 + 𝑒 

 

(4.1) 

Without ESG model: 

 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.2) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.3) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.4) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.5) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑒 

(4.6) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.7) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.8) 
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➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.10) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑒 

(4.11) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑎10 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.12) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑎10 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

  + 𝑎11 ∗ 𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.13) 

➢ 𝑅𝑂𝐸 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑎10 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

  + 𝑎11 ∗ 𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎12 ∗ 𝐶𝑀𝐶𝑖𝑡

 + 𝑒 

(4.14) 

 

WACC regression model: 

With only ESG model: 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑆𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡

  + 𝑎3 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎4 ∗

𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡 
 + 𝑎5 ∗ 𝐶𝑀𝐶𝑖𝑡

 + 𝑒 

(4.15) 

 

Without ESG model: 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.16) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.17) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.18) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.19) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑒 

(4.20) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.21) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.22) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.23) 
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➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑒 

(4.24) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑎10 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.25) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑎10 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

  + 𝑎11 ∗ 𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.26) 

➢ 𝑊𝐴𝐶𝐶 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 +

𝑎5 ∗ ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗

𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 + 𝑎10 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

  + 𝑎11 ∗ 𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎12 ∗ 𝐶𝑀𝐶𝑖𝑡

 + 𝑒 

 

(4.27) 

 

 

Beta regression model 

With only ESG model: 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑆𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡

  + 𝑎3 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎4 ∗

𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡 
 + 𝑎5 ∗ 𝐶𝑀𝐶𝑖𝑡

 + 𝑒 

(4.28) 

 

Without ESG model: 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.29) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.30) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.31) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.32) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑒 

(4.33) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.34) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.35) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.36) 
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➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑒 

(4.37) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑎10 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.38) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑎10 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎11 ∗ 𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.39) 

➢ 𝐵𝑒𝑡𝑎 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑎10 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎11 ∗ 𝑃/𝐵𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎12 ∗ 𝐶𝑀𝐶𝑖𝑡
 + 𝑒 

 

(4.40) 

 

 

P/B regression model: 

With only ESG model: 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑆𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡

  + 𝑎3 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎4 ∗

𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎5 ∗ 𝐶𝑀𝐶𝑖𝑡

 + 𝑒 

(4.41) 

 

Without ESG model: 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.42) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.43) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 (4.44) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 (4.45) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑒 

(4.46) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + +𝑒 

(4.47) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.48) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.49) 
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➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑒 

(4.50) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑎10 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑒 

(4.51) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑎10 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎11 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑒 

(4.52) 

➢ 𝑃/𝐵 = 𝑎0 + 𝑎1 ∗ 𝐸𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎2 ∗ 𝑆𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎3 ∗ 𝐺𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎4 ∗ 𝑤𝑓𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎5 ∗

ℎ𝑟𝑣𝑎𝑙𝑢𝑒𝑎𝑖𝑡
 + 𝑎6 ∗ 𝐶𝑆𝑅𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎7 ∗ 𝐸𝑚𝑖𝑠𝑠𝑣𝑎𝑙𝑢𝑒𝑖𝑡
 + 𝑎8 ∗ 𝑖𝑛𝑛𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎9 ∗ 𝑅𝑂𝐸𝑣𝑎𝑙𝑢𝑒  𝑖𝑡
 +

𝑎10 ∗ 𝑊𝐴𝐶𝐶𝑣𝑎𝑙𝑢𝑒𝑖𝑡
  + 𝑎11 ∗ 𝐵𝑒𝑡𝑎𝑣𝑎𝑙𝑢𝑒𝑖𝑡

 + 𝑎12 ∗ 𝐶𝑀𝐶𝑖𝑡
 + 𝑒 

 

(4.53) 
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4.4 Data included in the study. 

Code Variables Explanation 
 

Independent variables 
 

ESG ESG Combined score The ESG Combined Score is a comprehensive measure that 

incorporates the reported information from the environmental, social, 
and corporate governance pillars (ESG Score), while also considering 

any ESG controversies that may be present.  

E_value Environmental pillar  The environmental pillar assesses the influence of a company on both 
living and non-living natural systems, encompassing areas such as air, 

land, water, and ecosystems as a whole. It evaluates a company's 

adherence to best management practices in mitigating environmental 
risks and leveraging environmental opportunities to create sustainable 

value for shareholders in the long term. 

S_value Social pillar  The social pillar evaluates a company's ability to foster trust and 

loyalty among its employees, customers, and society at large by 

implementing best management practices. It represents the company's 

reputation and the strength of its social license to operate, both of 
which are crucial in determining its potential to generate sustainable 

shareholder value in the long run. 

G_value Corporate governance pillar  The corporate governance pillar assesses a company's systems and 
processes that ensure the alignment of its board members and 

executives with the long-term interests of shareholders. It indicates the 

company's ability, through effective management practices, to oversee 
and control its rights and responsibilities, including the establishment 

of incentives and the implementation of checks and balances. This 

pillar plays a crucial role in generating sustainable shareholder value 
over the long term. 

Emiss_value Emission  The emission category score evaluates a company's dedication and 

effectiveness in reducing environmental emissions during its 
production and operational processes. It reflects the company's efforts 

to minimize its environmental footprint and promote sustainable 

practices in order to mitigate the impact of emissions on the 

environment. 

wf_value Workforce Workforce category score measures a company's effectiveness towards 

job satisfaction, healthy and safe workplace, maintaining diversity and 
equal opportunities, and development opportunities for its workforce. 

hr_value Human rights  The human rights category score assesses a company's effectiveness in 

upholding and respecting fundamental human rights conventions. It 
reflects the company's commitment to ensuring the protection and 

promotion of human rights, both within its own operations and 

throughout its supply chain. The score evaluates the company's efforts 
to address human rights issues and promote fair and equitable 

treatment of all individuals involved in its business activities. 

CSR_value CSR The CSR strategy category score assesses a company's integration of 
economic, social, and environmental considerations in decision-

making and communication practices. 

Inn_value Environmental innovation  The environmental innovation category score measures a company's 
ability to create new market opportunities and reduce environmental 

costs through innovative technologies, processes, and eco-friendly 

products. 
  Dependent/Control variables 

 

roe_value ROE Normalized Value represents the actual value of a company adjusted 
for currency and corporate actions, such as stock splits. Return On 

Equity (ROE) is a profitability ratio that compares a company's net 

income to its total common equity. 

wacc_value WACC WACC is a financial metric that calculates a company's cost of capital 
by assigning proportional weights to each category of capital, 

including equity stock, preferred stock, and debt. It takes into account 
all sources of capital in order to determine the overall cost of financing 

for the company. 

B_value Beta Beta is a measure of a stock's sensitivity to market movements. It 
represents the covariance between the price movement of the stock 

and the market. Beta can be calculated using different look-back 

periods, such as Beta 5Y monthly, Beta 3Y weekly, Beta 2Y weekly, 
Beta 180D daily, and Beta 90D daily, depending on data availability. 

These different periods are used in the calculation of Beta, with 

preference given to longer-term periods for more accurate results. 
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4.5 Descriptive statistics 

 

Table 4 provides a comprehensive overview of the descriptive statistics for all the dependent, 

independent, and control variables that are included in the regression analysis. The sample 

used in this study consists of 26997 observations, and all the ESG variables are rated on a 

numerical scale ranging from 0 to 100. The ESG rating is an aggregate score, reflects the 

companies' performance on environmental, social, and governance criteria. As such, the 

highest ESG score in the sample is 93,21, while the lowest is 1,42. The mean ESG rating for 

all companies listed on the representative Nordic Stock Exchanges is 52.77, which suggests 

that there is substantial variation in ESG performance across firms. 

Furthermore, the S and G pillar scores have higher maximum score levels than the ESG score 

since the latter is an aggregate score, while E has a lower mean The individual scores for the 

E, S, and G pillars tend to be higher than the ESGC score. It is interesting to note that the S 

pillar score has a lower mean and higher standard deviation than the ESGC score. This 

suggests that Nordic companies tend to perform relatively well on Social and governance-

related issues compared to environmental criteria. 

We can also observe that the ESG variable has a relatively lower standard deviation 

compared to the E, S, and G pillar scores. This indicates that the performance of Nordic 

companies on the individual ESG pillars has significant variation. This variation could be 

attributed to differences in the companies' sizes, industries, and regions, among other factors. 

Nonetheless, the descriptive statistics presented in Table 4 provide valuable insights into the 

distribution of the ESG scores across the sample of Nordic companies and lay the foundation 

for further analysis in this study. 

If a variable follows a normal distribution, then its skewness coefficient will be close to zero. 

However, a high skewness coefficient suggests that the mean differs significantly from the 

PtB_value Price To Book Value Per Share Price to Book Value per Share is a financial ratio that is computed by 

dividing a company's latest closing price by its book value per share. 

The book value per share is determined by dividing the total equity 

from the latest fiscal period by the current total shares outstanding. 
This ratio provides insight into the market's valuation of a company 

relative to its book value.  
Control variables 

 

Company_market_Capitalization Company Market Capitalization 
 

Table 3: Variable definisjons, Refinitiv (2023) 



54 
 

median, indicating skewness in the distribution. A high negative coefficient indicates left-

skewed distribution, while a high positive coefficient indicates right-skewed distribution. 

(Ghauri et al. 2020). 

 

 

 
 

Obs mean sd median min max range skew kurtosis 

ESG_value 1606 52,77 18,92 54,42 1,42 93,21 91,79 -0,37 -0,42 

E_value 1605 50,56 26,91 53,13 0 98,12 98,12 -0,24 -1,05 

G_value 1606 51,44 22,25 51,7 1,24 96,48 95,24 -0,11 -0,94 

Emiss_value 1605 55,48 28,31 59,7 0 99,83 99,83 -0,47 -0,82 

inn_value 1605 37,95 33,14 36 0 99,89 99,89 0,25 -1,37 

wf_value 1605 65,22 22,15 69,11 0,68 99,5 98,83 -0,69 -0,2 

hr_value 1605 59,37 32,66 68,56 0 99,53 99,53 -0,63 -0,94 

CSR_value 1606 49,4 30,87 51,38 0 99,81 99,81 -0,15 -1,28 

roe_value 2414 0,19 0,43 0,15 0 20,46 20,46 42,95 2010,41 

wacc_value 2440 0,06 0,03 0,06 -

0,07 

0,24 0,31 0,39 1,58 

Beta_value 2440 0,89 0,43 0,88 -

1,66 

2,52 4,18 -0,03 0,77 

PtB_value 3430 3,38 4,7 2,13 0 60,93 60,93 4,78 36,4 

Company_Market_Capitalization 3430 4838,22 17767,73 883,81 4,19 286144,35 286140,15 12,32 183,69 

Total 26997 
        

Table 4: Statistic data description. Observations (Obs), average (mean), Stander deviation (sd), minimum (min, 
Maximum (max), range = max – min, tailedness of a distribution (kurtosis). 

 

4.6 Diagnostics test 

 

The purpose of the diagnostic section is to make sure that the data set is valid and reliable.  

 

4.6.1 Correlation Matrix 

 

When examining the relationship between continuous variables, correlation coefficients are 

commonly used to assess the strength and direction of the relationship. Pearson's correlation 

coefficient, also known as Pearson's r, is a metric that quantifies the magnitude and direction 
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of the linear association between two continuous variables. The scale of the Pearson's 

correlation coefficient ranges from -1 to 1, with a value of -1 indicating a perfect negative 

correlation, a value of 0 indicating no correlation, and a value of 1 indicating a perfect 

positive correlation. Saunders et al. (2007) 

However, relying solely on correlation coefficients may not provide a complete 

understanding of the relationship as they do not consider other important factors that may 

affect the relationship. Outliers, nonlinearity, or confounding variables can have a significant 

impact on the relationship between two variables, and thus must be taken into account. 

Saunders et al. (2007) 

In addition, high values of independent variables in regression analysis may suggest strong 

predictive power, but they can also be an indication of multicollinearity. Multicollinearity 

occurs when two or more independent variables in a regression model are highly correlated, 

causing unstable parameter estimates and decreased accuracy in predicting the outcome. 

Variables with correlation coefficient value -/+ 1.0 are considered to be perfectly 

multicollinear. Saunders et al. (2007). Perfect multicollinearity can have negative 

consequences as it can distort or mislead the interpretation of the effectiveness of each 

independent variable in predicting and comprehending the dependent variables in our 

multiple regression models. This can result in skewed or inaccurate outcomes. (Stock & 

Watson, 2003) 

To identify perfect multicollinearity among the independent variables in a model, Pearson's 

correlation matrix is typically employed. This matrix displays the correlation coefficients 

between all possible pairs of continuous variables, allowing researchers to identify any 

problematic relationships between variables. Furthermore, researchers may use variance 

inflation factors (VIFs) to measure the extent to which the variance of the estimated 

regression coefficients is inflated due to multicollinearity. By utilizing these techniques, 

researchers can better comprehend and address any issues related to multicollinearity in their 

regression analyses. Saunders et al. (2007). The graph of Pearson's correlation matrix for all 

the variables in the study, depicted below, indicates that the correlations between the 

variables vary widely in strength.  
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Figure 2: Pearson's correlation matrix. 

 

Based on the correlation matrix in figure 2, we can observe an imperfect multicollinearity 

relationship between the ESG independent variable and the E and S pillar scores, with 

respective correlation values of 0.8 and 0.86. These correlations are expected since the ESG 

score is calculated using the same raw input data as the E and S pillar scores, and thus, there 

is no need to be concerned about multicollinearity among the ESG variables. The same 

applies to the E pillar and emission as well. Furthermore, there are no imperfect 

multicollinearity relationships between the independent and dependent variables or among 

the dependent variables. 
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However, there is a strong positive relationship between the control variable Beta and the 

dependent variable WACC, with a correlation value of 0.81. On the other hand, there is no 

linear relationship between Emission and beta, with a correlation value of 0.0. This suggests 

that changes in Emission do not necessarily impact beta in a linear way. Overall, the 

correlation matrix reveals a good to strong positive relationship between the ESG 

components and a slightly weak negative correlation between the ESG components and the 

financial metrics. These findings may have implications for how we interpret the results of 

the regression model and the extent to which we can use ESG components to predict financial 

performance. 

 

4.6.2 Multicollinearity Test 

 

Multicollinearity reduces the power of hypothesis tests in regression analysis because it can 

make it difficult to determine the independent effect of each predictor variable on the 

outcome variable. When two or more predictor variables are highly correlated, it becomes 

difficult to distinguish the individual effects of each variable on the outcome variable (Ghosh, 

2017). This can lead to unstable and unreliable estimates of the regression coefficients, as 

well as wider confidence intervals and higher standard errors. (Ghauri et al. 2020). 

When a regression model exhibits perfect multicollinearity, the ordinary least squares (OLS) 

method is unable to distinguish the effects of one explanatory variable from the effects of the 

others. Perfect multicollinearity occurs when two or more explanatory variables are perfectly 

correlated, meaning that one of the variables can be expressed as a linear combination of the 

others. This results in a situation where it is impossible to generate estimates of the regression 

parameters. (Ghauri et al. 2020). 

However, even high levels of collinearity between the explanatory variables can be a problem 

as they result in imprecise estimates of the parameters. When the explanatory variables are 

highly correlated, the OLS method tends to magnify the impact of random errors, leading to 

increased standard errors and decreased precision of the parameter estimates. This makes it 

difficult to draw reliable conclusions about the relationship between the explanatory variables 

and the dependent variable. (Ghauri et al. 2020). To remedy the issue of multicollinearity, 

several techniques can be employed. One approach is to drop one or more of the correlated 

explanatory variables from the model. Another approach is to combine the correlated 
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variables into a single variable using principal component analysis or factor analysis. 

Alternatively, regularization techniques such as ridge regression or lasso regression can be 

used to reduce the impact of collinearity on the parameter estimates. By employing these 

techniques, we can obtain more accurate and reliable estimates of the regression parameters, 

which can help us to better understand the relationship between the explanatory variables and 

the dependent variable. (Ghauri et al. 2020). 

 

Multicollinearity only ESG 

ROE WACC 

Variables Tolerance VIF Variables Tolerance VIF 

ESG_value 0,94 1,06 ESG_value 1,06 1,06 

wacc_value 0,42 2,39 roe_value 1,06 1,80 

Beta_value 0,42 2,36 Beta_value 1,06 1,01 

PtB_value 0,85 1,17 PtB_value 1,06 1,69 

Company_Market_Capitalization 0,91 1,10 Company_Market_Capitalization 1,06 1,19 

Mean 0,71 1,62   1,06 1,35 

            

Beta P/B 

Variables Tolerance VIF Variables Tolerance VIF 

ESG_value 0,94 1,06 ESG_value 0,96 1,04 

wacc_value 0,98 1,02 wacc_value 0,42 2,41 

roe_value 0,55 1,80 roe_value 0,79 1,26 

PtB_value 0,59 1,69 Beta_value 0,42 2,38 

Company_Market_Capitalization 0,84 1,19 Company_Market_Capitalization 0,83 1,20 

Mean 0,78 1,35   0,68 1,66 

Table 5: Multicollinearity test on only ESG models 

 

Test for multicollinearity using the variance inflation factor (VIF), which in this case 

indicates that there is no problem, as all values are below the critical threshold of 5. The VIF 

test value for the current model with only ESG combined rating is less than 10, it can be 

concluded that there is no problem with multicollinearity in the model and it is unlikely to 

affect the results. While the model with no ESGC rating shows value higher than 5 for E, and 

S as shown in table 5 in the appendix which is very reasonable since ESG value comes from 

the E, S and G combined. but the VIF result is also under 10 and the tolerance is over 0.1 for 

the no ESGC model, which means no need for further investigation and adjusting according 

to James et. al (2013) 
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The Variance Inflation Factor (VIF) test is a useful tool for detecting multicollinearity in 

linear regression models. Multicollinearity refers to the situation where two or more 

independent variables in a regression model are highly correlated with each other, making it 

difficult to determine their separate effects on the dependent variable. The presence of 

multicollinearity can lead to unstable and unreliable estimates of the regression coefficients, 

as well as misleading interpretations of the results. Chapman & Feit (2015) 

The VIF test measures the extent to which the variance of the estimated regression coefficient 

for an independent variable is inflated due to its correlation with other independent variables 

in the model. Specifically, it assesses how much an independent variable can be explained by 

the other independent variables in the model and determines if multicollinearity has inflated 

the variance of the estimated coefficient. Essentially, the VIF test measures the degree of 

multicollinearity in the model and detects its presence or absence.  A VIF value greater than 

10 indicates some degree of multicollinearity, as it suggests that the variance of the estimated 

coefficient is larger than it would be if the independent variable was uncorrelated with the 

other independent variables in the model. However, there is no universally accepted threshold 

for what constitutes a problematic level of multicollinearity. Generally, a VIF greater than 5 

or a tolerance (1/VIF) less than 0.25 is considered to indicate the existence of 

multicollinearity that requires further investigation (Studenmund, 2014). When the VIF test 

result is greater than 10 or the tolerance is less than 0.1, severe multicollinearity that must be 

addressed is indicated, according to (James et al., 2017). The results of the VIF test can guide 

further investigation and decision-making about whether to remove correlated variables from 

the model or apply other techniques to address the multicollinearity issue. 

 

4.6.3 Outliers 

 

An outlier is a point for which observation is far from the value predicted by the outlier 

model. Outliers can arise for a variety of reasons, such as incorrect recording of an 

observation during data collection. Outliers have a strong impact on the estimation of 

unknown regression coefficients in OLS, as they are given a significant weight. This means 

that extreme observations can result in highly distorted estimates of regression coefficients. 

(Hanck, Arnold, Gerber & Schmelzer, 2019) 
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When an outlier does not have an unusual predictor value, it usually has a negligible impact 

on the least squares fit. Nonetheless, an outlier can still cause problems, even if it does not 

affect the least squares fit significantly. One such problem is the increase of the residual 

standard error (RSE), which is used to calculate confidence intervals and p-values. A single 

data point causing a significant increase in RSE can affect the interpretation of the fit. 

Additionally, including the outlier in the data can cause the R-squared (R2) value to increase 

or decrease. Even when an outlier does not have an unusual predictor value, it can still cause 

issues. For example, it can increase the residual standard error (RSE), which is used to 

calculate confidence intervals and p-values. A single data point causing a significant increase 

in RSE can impact the interpretation of the fit. Additionally, including the outlier in the data 

can affect the R-squared (R2) value, causing it to increase or decrease. James et al. (2013) 

Cook's distance is a statistical technique used to detect influential observations in a linear 

regression model. It involves comparing the estimated values of the dependent variable (Y) 

with and without a potential outlier. Cook's distance measures the extent to which the 

residuals change when an observation (i.e., an outlier) is excluded from the estimation 

process. Specifically, Cook's distance calculates a value for each observation in the dataset, 

indicating how much the regression coefficients change when that observation is removed 

from the analysis. This allows researchers to identify influential observations that may be 

having a disproportionate impact on the model's results. 

The resulting output of cook’s distance is presented in a table 6. This table consists of two 

rows for each model: the first row displays the indexes of the observations, while the second 

row presents the corresponding Cook's distances. These distances are useful for identifying 

potentially influential observations. However, the cut-off for what constitutes a significant 

Cook's distance may vary depending on the specific dataset and research question. The 

regression model used is the one with all the variable except ESG. 

ROE regression model Observation 1003 702 1642 3133 1 2 
 

impact 0,72 0,01 0,01 0,01 0 0 

WACC regression 
model 

Observation 1003 3133 483 1642 3131 3121 

 
impact 44,57 2,1 0,13 0,12 0,04 0,03 

Beta regression model Observation 3132 2081 2572 483 482 1361 
 

impact 0,07 0,05 0,05 0,04 0,03 0,02 

P/B regression model Observation 1003 3133 3132 1642 2573 483 
 

impact 230,47 3,41 0,7 0,43 0,11 7 

Table 6: cook’s distance (Outliers) 
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Although none of the potential outliers in the ROE and Beta model have a Cook's distance 

value greater than one, while in WACC and P/B we observe some high impact value. We 

therefore have attempted to remove all these observations from the regression to improve the 

results. Removing these outliers has resulted in significant improvements in all regression 

modes. 

Several variables have become highly significant at the 5% and 1% levels in some of the 

models. Specifically, E is now significant at a 1% level in models 1 to 7 (table 9), whereas it 

was not significant in the original model as shown the appendix. Similarly, hr has become 

significant at a 1% level in models 5 to 8 and 10% in the last model, whereas it was also not 

significant in the original model. Additionally, the area variable for G has become significant 

at a various significant level in all models except the last one, along with wf and CSR after 

removing the outliers. These results are surprising as these variables did not show any 

significant values in the original model. However, some observations, such as Emiss and inn 

remain insignificant. 

Finally, it is worth noting that the constant remains significant before and after eliminating 

the outliers. This suggests that removing the outliers did not have a significant impact on the 

intercept's value. Overall, although Cook's distance values did not indicate a significant effect 

of the outliers on the original model, removing them has led to significant improvements in 

the adjusted model. 

 

4.6.4 Heteroskedasticity tests 

Heteroskedasticity is a common issue that arises in many cross-sectional regressions, as noted 

by (Kleiber & Zeileis 2008). Residual plots often show a funnel or cone shape, indicating that 

the variance of the residuals increases for larger fitted values. This violates the assumption of 

homoscedasticity, which requires constant variance across the range of fitted values, as 

explained by James et al. (2013). Heteroskedasticity can result in biased parameter estimates 

and incorrect hypothesis tests, as some residuals may have an undue influence on the line of 

best fit. To address this issue, one possible solution is to transform either the predictor or 

outcome variable using a logarithmic transformation. Alternatively, a weighted regression 

model can be employed, where the weights are inversely proportional to the variance of the 

residuals, as suggested by (Chapman and Feit, 2015). 
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In OLS regression, the residuals are assumed to be drawn from a population with constant 

variance, but heteroscedasticity violates this assumption, as noted by (Baum & Lewbel, 

2019). This can lead to incorrect parameter estimates and standard errors. OLS regression 

aims to minimize the residuals to produce the smallest possible standard errors, but this 

assumes that all observations have equal weight. In the presence of heteroscedasticity, 

observations with larger disturbances have a greater influence, leading to skewed results. To 

address this, alternative methods such as weighted regression or transformations can be 

employed. 

The Breusch-Pagan test is a widely used statistical method for identifying the presence of 

heteroscedasticity in linear regression models. Heteroscedasticity is a violation of the 

assumption of homoscedasticity, which assumes that the variance of the errors is constant 

across all levels of the independent variables. When this assumption is not met, the reliability 

of the regression model's results may be compromised. The Breusch-Pagan test generates a p-

value and test statistic, which can be used to determine whether or not the null hypothesis of 

constant variance should be rejected. If the p-value is less than the chosen significance level, 

it suggests that there is evidence of heteroscedasticity, and the null hypothesis should be 

rejected. On the other hand, if the p-value is greater than the significance level, it suggests 

that there is not enough evidence to reject the null hypothesis, and it can be concluded that 

the variances of the residuals are constant. To address heteroscedasticity, weighted least 

squares or variable transformations can be employed. In our model, we used weighted least 

squares and assigned larger weights to variables impacted by heteroscedasticity. (Saunders, 

2007; James et al., 2013) 

Heteroscedasticity test for models without no ESG combined. 

  ROE WACC Beta PtB 

Breusch-Pagan 
Test 

        

BP 7,99 5,03 6,31 20,21 

df 12,00 12,00 12,00 1,00 

P-value 0,79 0,96 0,90 0,06 

White test         

BP 3,80 4,13 5,57 16,38 

df 2,00 2,00 2,00 2,00 

P-value 0,15 0,13 0,06 0,00 

Table 7: Heteroscedasticity test on models with all variable’s except for ESG 
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Table 7 displays the results of the heteroskedasticity tests for the model without ESG 

combined rating, namely the Breusch-Pagan test and the White test, which assess the null 

hypothesis of homoskedasticity in the OLS model. The p-value is used to determine whether 

to accept or reject the null hypothesis. Based on the results, the Breusch-Pagan test was 

performed, and the test statistic (BP) was found to be 7.99 for ROE, 5.02 for WACC, 6.31 for 

Beta, and 20.21 for P/B, with 12 degrees of freedom and p-values of 0.79, 0.96, 0.90, and 

0.06, respectively. Since the p-values are higher than the 5% significance level, we accept the 

null hypothesis of homoscedasticity and conclude that there is no evidence of 

heteroskedasticity in the model. Consequently, there is no indication of heteroskedasticity in 

the model. (Kleiber et al., 2008). According to Table 7 output, the null hypothesis is 

accepted, indicating that there is homoskedasticity in the OLS model. This conclusion is 

supported by the p-values of both tests, except for White test of P/B no ESG model, which is 

less than the 5% significance level. For correcting for that a hypothesis test on the 

coefficients of a regression model been conducted, where the coefficient of the model is 

tested using a heteroscedasticity consistent covariance matrix estimator. (Hanck et al., 2019). 

The result of the test is displayed in the result chapter. 

 

Heteroscedasticity test for models with only ESG combined.  

  ROE WACC Beta PtB 

Breusch-Pagan 
Test 

        

BP 7,21 4,90 22,23 26,73 

df 5,00 5,00 5,00 5,00 

P-value 0,21 0,43 0,00 0,00 

White test         

BP 3,96 4,55 2,83 20,29 

df 2,00 2,00 2,00 2,00 

P-value 0,14 0,10 0,24 3,92E+00 

Table 8: Heteroscedasticity test for models with only ESG. 

From the table 8 we observe that the p-value for ROE and WACC in both test is greater than 

the significance level 0.05, indicating that we do not have enough evidence to conclude that 

there is heteroscedasticity in the relationship. While the p-value for both Beta and PB is less 

than the significance level as the Breusch-Pagan Test shows, indicating strong evidence of 

heteroscedasticity in the relationship. For correcting for that a hypothesis test on the 
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coefficients of a regression model been conducted. The result of the test is displayed in the 

result chapter. 

 

 

5 Results 
 

In this section, we will delve into the regression results obtained for four key variables, 

namely ROE, WACC, Beta, and P/B, after making necessary adjustments to deal with 

outliers, multicollinearity, and heteroskedasticity. Our objective was to obtain reliable data 

that would accurately reflect the underlying relationships between these variables. To achieve 

this objective, we applied various tests and adjustments to our data, and after analysing the 

outcomes, we arrived at a conclusion that the adjusted models are the most suitable for our 

purposes. The adjustments involved the removal of outliers, and the use of weighted method 

for the ESG variable in all models with only ESG, and weighted S was also weighted in 

models that did not include the ESGC variable, aiming to address heteroskedasticity and 

improve the accuracy of the results. This indicate that ESG and S may have a greater impact 

on ROE, WACC, Beta and P/B than other independent variables. 

The process of adjusting for outliers is important as outliers can significantly skew the 

results, making it difficult to accurately model the relationship between the variables. 

Multicollinearity is another issue that can arise when using multiple independent variables, 

and it occurs when two or more independent variables are highly correlated with each other. 

This can lead to unstable and unreliable regression results, as the regression model cannot 

accurately distinguish the effects of each independent variable. Heteroskedasticity is yet 

another issue that can impact the reliability of regression results. It occurs when the variance 

of the residuals is not constant across different levels of the independent variable S and can 

lead to biased and inconsistent estimates of the regression coefficients. 

By implementing these adjustments, we were able to arrive at more reliable results, which 

will enable us to make more accurate predictions about the relationship between ROE, 

WACC, Beta, P/B, and ESG factors in Nordics countries. Our analysis shows that it is 

important to carefully consider and address such issues when conducting regression analysis 

to obtain reliable and accurate results to confirm or reject our following hypothesis: 
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➢ Ha: There is a significant positive relationship between ESG factors rating and firms’ 

profitability? 

H0 = significant positive relationship,  H1 = significant negative or 

insignificant relationship 

 

➢ Hb: There is a significant negative relationship between ESG factors rating and 

firms’ cost of capital? 

H0 = significant negative relationship,  H1 = significant positive or insignificant 

relationship 

 

➢ Hc: There is a significant negative relationship between ESG factors rating and 

firms’ market volatility? 

H0 = significant negative relationship,  H1 = significant positive or insignificant 

relationship 

 

➢ Hd: There is a significant positive relationship between ESG factors rating and firms’ 

P/B? 

H0 = significant positive relationship,  H1 = significant negative or 

insignificant relationship 

 

 

5.1 Regression Results ROE 

 

The regression model is used to estimate the relationship between the dependent variable 

ROE and the independent variables ESG, and other financial and non-financial variables such 

as ESGC, E, S G, wf, hr, CSR, Emission, innovation, WACC, Beta, P/B and CMC. The 

results offer valuable insights into understanding this relationship. 

➢ Ha: There is a significant positive relationship between ESG factors rating and firms’ 

profitability? 

H0 = no significant positive relationship,  H1 = significant positive relationship 
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Model with only ESGC 

The coefficients presented in the regression 

analysis in table 9 represent the estimated effects 

of the independent variables on ROE. Their 

significance and magnitudes provide insights into 

the relationships under investigation. Based on 

this analysis, the variables WACC, Beta, P/B and 

CMC appear to exert significant effects on the 

ROE at 1% level. While ESG seems to have no 

significant effect on ROE. 

The residual standard error, at 0.016, provides an 

estimate of the average discrepancy between the 

observed values and the values predicted by the 

model. It serves as an indicator of the model's 

overall goodness of fit. The multiple R-squared 

value of 0.345 implies that approximately 34.54% of the variance in the dependent variable 

can be explained by the included independent variables. The adjusted R-squared value 

(0.343) adjusts for the number of predictors and the sample size. 

The F-statistic tests the overall significance of the model, considering all the predictors 

jointly. With an F-statistic of 134.6 and a p-value of less than 2.2e-16, the model is deemed 

statistically significant.  

The analysis indicates a non-significant relationship between ESG rating and ROE. This 

implies that the initial hypothesis, which stated that there is no significant positive 

relationship between ESG factors rating and firms' profitability, is supported by the findings 

and that ESG analysis may not have a substantial impact on the variation in the ROE. It is 

important to note that a non-significant relationship does not necessarily imply the absence of 

any relationship between the variables. Instead, it suggests that the observed data does not 

provide sufficient evidence to conclude that a significant positive relationship exists. Other 

factors or variables not considered in the analysis may have a stronger influence on 

profitability, or there may be complexities and nuances in the relationship that were not 

captured by the model.  

 

Table 9: ESG impact on ROE - Regression 
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Model with no ESG 

As we delve into the results of the regression analysis of ROE, we can see that model 9, 

which includes all variables, has the highest adjusted R-squared value, the model explains 

approximately 28.25% of the variance in the ROE. This indicates that the model has a strong 

explanatory power and can accurately account for the variation in the dependent variable. 

Upon closer examination, we can see that only hr and CSR shows positive and negative 

significant value respectively, with a significance level of 10%. While the financial metrics 

shows highly significant effect on ROE. 

Models 1 through 7 also reveal intriguing insights. We can see that E is significant at the 1% 

level, while G demonstrates a significant value that varies in model 3 through 8. wf and 

emission shows highly significant effect in models 4 through 8 at 1% level. These findings 

suggest that these variables play a critical role in predicting ROE and can help us gain a 

better understanding of the factors that contribute to firm profitability, but they all become 

unsignificant in the 9th model. Moreover, the constant coefficient in the 9th model is 

significant at the 1% level, indicating a relationship between ESG factors and ROE. This is 

an important finding as it highlights the significance of ESG factors in predicting firm 

profitability. 

So, variables such as E, S, G, wf, hr, CSR, and innovation do not exhibit a statistically 

positive significant relationship with ROE suggests that these factors may not have a 

substantial impact on the variation in the relationship between ROE and the listed variables. 

In other words, these variables may not play a significant role in determining a company's 

profitability as measured by ROE and may not be key drivers of variations in ROE. 

Furthermore, the finding that Emissions demonstrate a negative significant relationship with 

ROE implies that higher levels of emissions are associated with lower profitability. This 

suggests that environmental factors, specifically emissions, may have a detrimental effect on 

a company's financial performance. But as shown in the table, it become insignificant in the 

9th model. 

On the other hand, the WACC, Beta, P/B and CMC demonstrate a significant influence on 

the ROE. The positive coefficient estimate for WACC suggests that an increase in the 

weighted average cost of capital is associated with an increase in the ROE. This implies that 

higher capital costs may contribute to higher returns on equity in the model. Conversely, the 
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negative coefficient estimate for Beta indicates that an increase in the beta value is linked to a 

decrease in profitability. This implies that higher systematic risk may have a detrimental 

effect on the returns on equity. Additionally, the positive coefficient estimate for P/B and 

CMC implies that higher price-to-book ratios and larger market capitalizations are associated 

with higher returns on equity. These variables may reflect market sentiment and investor 

expectations about future profitability.  

The results of the hypothesis testing reveal some surprising findings regarding the 

relationship between the variables and ROE. Upon comparing the results in table 10 with the 

initial hypothesis, it becomes apparent that only hr has a statistically significant positive 

impact on ROE, while CSR has a statistically significant negative impact. This means that the 

initial hypothesis of no significant positive relationship between hr and ROE is rejected. 

However, the alternative hypothesis for the variables E, S, G, wf, Emiss, CSR and inn must 

be dismissed as there is no significant evidence to support a significant positive impact of 

these variables on ROE. These findings highlight the need to reevaluate the initial 

assumptions about the relationships between these variables and ROE. While the variables 

we initially hypothesized to have a positive impact on ROE did not show significant effects 

in the regression analysis, the constant coefficient demonstrated unexpected results. As a 

result, we may need to reconsider our hypothesis and develop a more comprehensive 

understanding of the factors that drive firm profitability. 



Table 10: ESG factors impact on ROE. 



 

5.2 Regression Results Cost of capital. 

 

The regression model is used to estimate the relationship between the dependent variable 

WACC and the independent variables ESG, and other financial and non-financial variables 

such as E, S G, wf, hr, CSR, Emission, innovation, ROE, Beta, P/B and CMC. The results 

offer valuable insights into understanding this relationship. 

➢ Hb: There is a significant negative relationship between ESG factors rating and 

firms’ cost of capital? 

H0 = no significant negative relationship,  H1 = significant negative relationship 

 

Model with only ESG 

Based on the analysis displayed in table 11, it is evident that ESG does not exhibit a 

statistically significant relationship with WACC. The coefficient estimate for ESG is very 

close to zero, and its p-value is greater than the conventional significance level of 0.1. 

Therefore, we do not have enough evidence to 

conclude that ESG have a significant impact on the 

model. 

In this analysis, the multiple R-squared is 0.61, 

indicating that the included independent variables 

collectively explain approximately 61% of the 

variance observed in the regression model. The 

adjusted R-squared is 0.6085, which accounts for the 

number of predictors in the model. 

The analysis reveals that variables such as return on 

equity, beta value, price-to-book ratio, and company 

market capitalization have a significant impact on the 

weighted average cost of capital in the model. 

However, ESG do not demonstrate a significant 

relationship with the dependent variable in this analysis. These findings contribute to a deeper 

Table 11: ESG impact on WACC. 
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understanding of the relationships between these variables, but it denies the significant 

relationship stated in the literature part between ESG and WACC. 

ESG demonstrates a non-significant relationship with WACC. This implies that the statistical 

analysis did not find sufficient evidence to support a significant negative relationship between 

ESG rating and firms' cost of capital. Therefore, since ESG demonstrates a non-significant 

relationship with WACC, we would fail to reject the initial hypothesis of Hb. This means that 

the analysis does not support the presence of a significant negative relationship between ESG 

rating and firms' cost of capital. However, it is crucial to note that the absence of a significant 

relationship does not necessarily mean there is no relationship at all. It at least ESG do not 

increases the cost of capital. 

 

Model without ESGC 

Table 12 show the output of the linear regression model that estimates the WACC based on 

various financial and ESG factors. The coefficient estimates for each independent variable in 

the model represent the relationship between that variable and the dependent WACC. The 

overall model fit is assessed using the multiple R-squared and adjusted R-squared values. The 

multiple R-squared is 0.6308, indicating that the included independent variables collectively 

explain approximately 63.08% of the variance observed in the regression model. The adjusted 

R-squared of 0.6273 accounts for the number of predictors in the model and provides a 

slightly lower value due to its penalty for including additional variables. 

The intercept term has an estimated coefficient of 0.011***, with a standard error of 0,002, 

meaning that it is highly unlikely to have occurred by chance. indicating that the intercept is 

statistically significant at a conventional significance level (p < 0.01). This suggests that even 

when all other independent variables are zero, there is a non-zero baseline value for the 

dependent variable. 

The analysis indicates that certain independent variables such as G, wf, hr, CSR, Emiss, 

ROE, Beta and P/B have statistically significant relationships with WACC, while others do 

not. The financial variables such as ROE, Beta, and P/B are also statistically significant at the 

1% level. While among the ESG factors, so G, wf, and emission are statistically significant at 

the 5% level. The CSR and hr are statistically significant at the level 1% and 10% 

respectively. In contrast E, S, and innovation are not statistically significant. As we see that 
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the company size has a negative impact on the cost of capital, which expect as big company 

has more negotiation power than small companies, but there is no significant relationship 

between them. Conversely, ROE, Beta and P/B have a positive impact on WACC. As the risk 

increases, the WACC increases to as well as the ROE. 

The results of the regression analysis on WACC reveal more significant values for most 

variables. Moreover, the model demonstrates highly negative and significant values for E in 

the beginning. In models 1 through 5, E appears to be highly significant at the 1% level and at 

5% in model 6, but it’s become insignificant in model 7 through 9. hr demonstrates a 

significant value at the 1% level in model 5 through 8, then it increases to 10% in model 9. 

Interestingly, CSR shows a significant negative value at the 5% level in model 6, and at the 

10% level in models 7 and 8. However, it becomes highly significant and negative in model 9 

at the 1% level. On the other hand, Emiss exhibits a significant negative effect in model 7, 

but it becomes significant and positive in the 9th model at the 5% level. 

Surprisingly, the hypothesis testing yielded unexpected results when comparing the findings 

from table 11 and table 12 with our initial hypotheses. Only the variables wf and CSR 

demonstrated a highly significant negative impact on WACC. On the other hand, variables G, 

hr, and Emiss showed a significant positive relationship with WACC in model 9. 

Consequently, we accept the alternative hypothesis H1 for the negative significant 

relationship of wf and CSR, but we must also reject the alternative hypothesis H1 that state 

that there is a significant negative relationship as there is insufficient evidence to support the 

negative impact of the other ESG factors on WACC. It appears that the variables we initially 

expected to have a negative impact on WACC did not demonstrate significant effects in the 

regression analysis.  

 

 

 



Table 12: ESG factors impact on WACC. 



5.3 Regression Results Beta 

 

The table aims to explain the relationship between Beta and various independent variables, 

including ESG, E, S, G, wf, hr, CSR, emission, innovation, WACC, ROE, P/B and CMC. 

These findings provide insights into the factors that influence Beta and can help understand 

the relationship between these independent variables and systematic risk. 

➢ Hc: There is a significant negative relationship between ESG factors rating and 

firms’ market volatility? 

H0 = no significant negative relationship,  H1 = significant negative relationship 

 

 

Model only ESGC 

The result of the coeftest indicates the t-test of coefficients for the regression model using the 

heteroscedasticity-consistent covariance matrix estimator. Explanation of the coefficient 

estimates and their significance: 

Coefficient estimates provide an estimation of the effect of independent variables on the 

dependent variable, indicating the expected change in the dependent variable for a one-unit 

change in the corresponding independent variable, while holding all other variables constant. 

While standard errors quantify the uncertainty or variability associated with the coefficient 

estimates. Larger standard errors indicate greater uncertainty in the estimated coefficients. 

The T-statistics (value) represent the signal-to-noise ratio for each coefficient, indicating how 

large the coefficient estimate is relative to its variability. Larger absolute t-statistics suggest a 

higher likelihood of a coefficient being statistically significant. Lastly, the P-values indicate 

the statistical significance of the coefficient estimates. They represent the probability of 

observing a t-statistic as extreme as the one calculated if the null hypothesis (e.g., the 

coefficient being zero) is true. Smaller p-values suggest evidence against the null hypothesis 

and indicate that the coefficient is statistically significant, typically when they are below a 

predefined significance level (such as 0.05). 

These statistical measures collectively provide insights into the significance and precision of 

the estimated coefficients, allowing to assess the strength and reliability of the relationships 

between variables in the regression model. 
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Correcting for autocorrelation and heteroskedasticity (Beta with only ESG) 

  Estimate Std, Error t-value Pr(>|t|) 

(Intercept) 2,82E-01 5,33E-02 5,2943 1,406e-07 *** 

ESG_value 7,12E-05 5,79E-04 0,1231 0,90 

wacc_value 1,23E+01 5,26E-01 23,4304 < 2,2e-16 *** 

roe_value -4,29E-01 1,06E-01 -4,0471 5,496e-05 *** 

PtB_value -8,27E-03 2,30E-03 -3,6049 0,0003243 *** 

Company_Market_Capitalization 1,17E-06 2,59E-07 4,5058 7,217e-06 *** 

---         

Signif, codes:  0 ‘***’ 0,001 ‘**’ 0,01 ‘ *’ 0,05 ‘,’ 0,1 ‘ ’ 1 

Table 13: ESG impact on Beta (Correction) 

 

From table 13 we observe that the intercept term has a statistically significant impact on the 

dependent variable, as indicated by the small p-value. This suggests that the intercept is an 

important factor in explaining the variation in the Beta. The ESG show no statistical 

significance, as the p-value is higher than 0.05. This implies that there is insufficient evidence 

to conclude that ESG has a strong significant effect on Beta. This suggests that companies 

that engage in ESG activities may not have an impact on their systematic risk as represented 

by Beta. It is important to highlight that prior to the correction, ESG showed a significant 

positive relationship with Beta. Thus, the correction made a substantial impact on the 

regression result as shown in table A in the appendix. The WACC, ROE, P/B and CMC 

variable is highly statistically significant at level 0f 0.001, with a very small p-value. This 

indicates a strong relationship between WACC, ROE, P/B and CMC and the dependent 

variable Beta, suggesting that changes in WACC have a meaningful impact on the outcome. 

The analysis indicates that the variables WACC, ROE, P/B and CMC have statistically 

significant impacts on the dependent variable. 

The analysis found an insignificant relationship between ESG rating and beta, which 

measures a firm's market volatility. This implies that the alternative hypothesis, which stated 

that there is a significant negative relationship between ESG factors rating and firms' market 

volatility, is not supported by the findings.  

 

Model without ESG 

The model explains about 63% of the variation in Beta. According to F-statistic, the model as 

a whole is a good fit for the data. The estimates of the coefficients for the independent 
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variables provide insights into the impact of each independent variable on the Beta of the 

company. 

Looking at the coefficients of the independent variables in the output in table 14, we can see 

that most of them have statistically significant impacts on the Beta. The constant is positive 

and highly statistically significant, indicating that there is a positive relationship between 

Beta and other factors not included in the model. It also means that even when all the other 

variables are zero, there is still a baseline value for Beta. 

Among the ESG factors, CSR shows the strongest positive significant relationship with Beta 

at 1% level. This suggests that companies with stronger CSR practices may have higher Beta 

values. Emission shows negative significant relationship at 5% level, while S demonstrate a 

negative significant impact on Beta at 10%, and wf exert positive significant relationship at 

10% level. In contrast, other ESG factors like E, G, hr, and innovation don't seem to have a 

any impact on Beta. 

Regarding the financial metrics, the analysis found that Beta is positively related to the 

WACC, as WACC increases, Beta tends to increase as well. This implies that companies with 

higher financing costs may have higher Beta values. ROE has a negative relationship with 

Beta. Higher ROE values are associated with lower Beta, suggest that companies that take 

ESG factors in consideration and with higher profitability relative to their equity tend to have 

lower systematic risk. The price-to-book ratio also has a negative relationship with Beta. 

Companies with higher market valuations compared to their book values tend to have lower 

Beta values, indicating potentially lower risk. Finally, the size of the company doesn't appear 

to have a significant impact on Beta in this analysis. Overall, these findings suggest that 

factors like WACC, ROE, P/B, and CSR may influence a company's Beta, indicating their 

risk level compared to the market.  

The results of the hypothesis testing provided interesting findings when compared to the 

initial hypotheses. Specifically, the variables S and Emiss demonstrated a highly significant 

negative impact on Beta, suggesting that they have a significant influence on the risk of the 

portfolio. This finding aligns with our alternative hypothesis H1 and supports the notion that 

S and Emiss contribute to reducing portfolio risk. However, the variables wf and CSR 

exhibited a significant positive relationship with Beta, indicating that they actually contribute 

to increased risk in the portfolio. This unexpected result leads us to reject our alternative 

hypothesis for the negative impact of these ESG factors on Beta, as there is insufficient 
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evidence to support this claim. The same applies for the factors that did not show a 

significant value at all. 



 

Table 14: ESG factors impact on Beta.



 

5.4 Regression Results P/B 

 

The regression model is used to estimate the relationship between the dependent variable P/B 

and the independent variables ESG, and other financial and non-financial variables such as 

ESG, E, S G, wf, hr, CSR, Emission, innovation, roe, Beta, WACC and CMC. The results 

offer valuable insights into understanding this relationship. 

➢ Hd: There is a significant positive relationship between ESG factors rating and firms’ 

P/B? 

H0 = no significant positive relationship,  H1 = significant positive 

relationship 

 

Model with only ESG 

The result of the coeftest indicates the t-test of coefficients for the regression model using the 

heteroscedasticity-consistent covariance matrix estimator. Explanation of the coefficient 

estimates and their significance: 

Correcting for autocorrelation and heteroskedasticity (P/B only ESG) 
 

Estimate Std, Error t value Pr(>|t|) 

(Intercept) 2,78E+00 2,62E+00 1,06 0,29 

ESG_value -6,07E-02 4,10E-02 -1,48 0,14 

wacc_value 3,83E+01 1,99E+01 1,92 0,055 

roe_value 2,84E+01 7,69E+00 3,70 0,0002237 *** 

Beta_value -3,05E+00 1,08E+00 -2,81 0,0050163 ** 

Company_Market_Capitalization -2,09E-06 1,11E-05 -0,19 0,85 

--- 
    

Signif, codes:  0 ‘***’ 0,001 ‘**’ 0,01 ‘ *’ 0,05 ‘,’ 0,1 ‘ ’ 1 

Table 15: ESG impact on P/B (Correction) 

The intercept coefficient has an estimate of 2.78e+00, a standard error of 2.62e+00, and a t-

value of 1.06. The p-value is 0.29. The coefficient is not statistically significant at 

conventional significance levels (0.05), as the p-value is greater than 0.05. This suggests that 

the intercept does not have a significant effect on the P/B ratio. The coefficient estimate for 

ESG rating is also not statistically significant. So, t1here is insufficient evidence to conclude 

that the ESG rating has a significant effect on the P/B ratio. The correction for autocorrelation 

and heteroskedasticity in the regression model has had a substantial impact on the 
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significance level of the independent variable ESG and the dependent variable P/B. Prior to 

the correction (table B in appendix), ESG exhibited a significant negative relationship with 

P/B, providing support for the alternative hypothesis H1, which suggests a negative 

association between ESG and P/B. This finding implies that companies with higher ESG 

scores had lower P/B ratios. 

Furthermore, the correction also affected the relationship between the independent variable 

WACC and P/B. Before the correction, WACC showed a positive significant relationship 

with P/B. This indicates that companies with higher weighted average cost of capital had 

higher P/B ratios.  

These findings highlight the importance of addressing issues like autocorrelation and 

heteroskedasticity in regression analysis. The correction allowed for a more accurate 

evaluation of the relationships between the variables and yielded a clearer understanding of 

the impact of ESG and WACC on P/B ratios. It emphasizes the need to consider and address 

statistical assumptions and potential biases in order to obtain reliable and robust results in 

empirical research. 

Based on the t-test results, the ROE and Beta coefficients are statistically significant, 

indicating a strong relationship with the P/B. However, the coefficients for the intercept, 

ESG, WACC, and CMC are not statistically significant, suggesting that there is insufficient 

evidence to conclude a significant relationship for those variables. The coefficient estimate 

for WACC has a moderately high t-value, but the p-value of 0.055 is slightly above the 

conventional significance level. This indicates that there is some evidence of a relationship 

between WACC and the P/B ratio, but it falls short of statistical significance. On the other 

hand, the coefficient estimate for ROE is statistically significant, with a high t-value and a 

very low p-value. This suggests a strong relationship between ROE and the P/B ratio. 

Similarly, the coefficient estimate for Beta is statistically significant, indicating strong 

evidence of a relationship between Beta and the P/B ratio. Lastly, the coefficient estimate for 

Company market capitalization is not statistically significant, suggesting that it does not have 

a significant effect on the P/B ratio. 

The coefficient estimates for the ESG rating not being statistically significant suggests that 

there is insufficient evidence to support the alternative hypothesis of a significant positive 

relationship between ESG factors rating and firms' P/B. In other words, based on the data and 

analysis conducted, there is no strong indication that the overall ESG rating has a significant 
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impact on the P/B ratio of firms. This finding contradicts the alternative hypothesis and 

suggests that the ESG factors, when considered collectively, may not have a substantial 

influence on market valuations as measured by the P/B ratio. 

 

Model Without ESG 

 

Upon examining the coefficients of the independent variables shown in table 16, we observe 

that some of them have significantly influence on the dependent variable, while others do not. 

The regression analysis Correcting for autocorrelation and heteroskedasticity offers valuable 

insights into the connections between the P/B ratio and various factors. The coefficients 

provide information regarding the direction and significance of these relationships. 

The intercept demonstrates statistically insignificant value, suggesting that there is unlikely 

any association between P/B and other factors not included in the model. The results also 

suggest that the variables related to workforce and human rights have a significant positive 

impact on the P/B ratio of firms. This implies that companies with better workforce practices 

and a strong focus on human rights tend to have higher market valuations relative to their 

book value. On the other hand, S shows a significant negative impact on P/B, indicating that 

companies with better social performance are assigned lower valuations by the market 

compared to their book value. It suggests that investors may perceive firms with stronger 

social performance as having lower growth prospects or higher risk, leading to a lower P/B 

ratio. However, the variables related to environment, governance, CSR, emissions, and 

innovation do not demonstrate a significant relationship with P/B. These findings indicate 

that while certain ESG factors have an impact on the market valuation measured by P/B, 

others may not be as influential in determining the P/B ratio of firms. Have a look at table C 

in the appendix for an analysis of the impact of the correction on the regression model output. 

This table presents the regression results before the correction for autocorrelation and 

heteroskedasticity. By examining Table C, you can gain insights into the initial relationship 

between the variables of interest and the corresponding coefficients, significance levels, and 

other statistical measures. Understanding the regression results before the correction is crucial 

for assessing the impact and significance of the correction itself.  

Among the financial variables, ROE has a positive coefficient, indicating that higher 

profitability is associated with higher P/B ratios. This relationship is highly statistically 
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significant. Conversely, "Beta" has a negative coefficient and is highly statistically significant 

at the 5% level, suggesting that higher risk leads to lower P/B ratios. The market 

capitalization of the company does not demonstrate a significant relationship with the P/B 

ratio. 

Based on this analysis, we can accept the alternative hypothesis (H1: There is a significant 

positive relationship between ESG factors rating and firms' P/B) for workforce and human 

rights, as they demonstrate a significant positive impact on P/B. However, we must reject the 

alternative hypothesis for the variable social, as it shows a significant negative impact on P/B. 

Additionally, the variables related to environment, governance, CSR, emissions, and 

innovation do not exhibit a significant relationship with P/B. Therefore, while there is 

evidence of a significant positive relationship for some ESG factors, it is not observed across 

all the variables, indicating a more nuanced and varied impact on the P/B ratio. 

 

 

 

Correcting for autocorrelation and heteroskedasticity (P/B without ESG) 

  Estimate Std, Error t-value Pr(>|t|) 

(Intercept) 1,1E+00 2,4E+00 0,48 0,63 

E_value -1,8E-02 1,5E-02 -1,16 0,25 

S_value -8,2E-02 3,8E-02 -2,16 0,03110 * 

G_value -1,6E-02 2,1E-02 -0,75 0,46 

wf_value 8,4E-02 3,9E-02 2,14 0,03278 * 

hr_value 1,9E-02 8,0E-03 2,41 0,01609 * 

CSR_value -1,2E-02 9,4E-03 -1,29 0,20 

Emiss_value -2,3E-02 1,8E-02 -1,28 0,20 

inn_value 7,2E-03 1,1E-02 0,66 0,51 

wacc_value 5,8E+01 2,2E+01 2,68 0,00740 ** 

roe_value 2,2E+01 4,3E+00 5,18 2,582e-07 *** 

Beta_value -3,5E+00 1,6E+00 -2,22 0,02675 * 

Company_Market_Capitalization 1,4E-05 8,7E-06 1,60 0,11 

---         

Signif, codes:  0 ‘***’ 0,001 ‘**’ 0,01 ‘ *’ 0,05 ‘,’ 0,1 ‘ ’ 1 

Table 16: ESG factors impact on P/B (Correction) 
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5.5 Summary 

 

The analysis of the only ESG models provides interesting insights into the relationship 

between ESG and various financial metrics. It is observed that ESG demonstrates a non-

significant relationship with all the financial metrics. This implies that the inclusion of ESG 

does not have a significant impact on these particular financial indicators. As a result, the 

initial hypothesis suggesting no relationship between ESG and the financial metrics is 

accepted, and the alternative hypothesis must be dismissed. 

Regarding the result of the model where ESG is excluded, the analysis provides valuable 

insights into the relationships between ESG factors and various financial metrics. Firstly, the 

model without ESG factors demonstrates insignificant relationships between E and inn, and 

all the financial metrics (ROE, WACC, Beta, and P/B). This suggests that these 

environmental practises and innovation may not have a direct impact on financial 

performance or risk. 

Among the ESG factors, S exhibits interesting findings. While it demonstrates insignificant 

relationships with ROE and WACC, it shows a marginally negative significant relationship 

with Beta and P/B. This suggests that companies with stronger social practices may have 

lower systematic risk, as reflected in the Beta. However, the negative impact on P/B indicates 

that these companies may have a lower market valuation relative to their book values. This 

finding underscores the complex relationship between social factors and financial metrics. 

The analysis also highlights the role of G in relation to financial metrics. It demonstrates an 

insignificant relationship with ROE and Beta, but a highly significant positive relationship 

with WACC. This suggests that companies with higher governance rating may face higher 

costs of capital, potentially due to increased regulatory compliance or risk management 

measures. The insignificant relationship of G with P/B indicates that Governance practises 

are unlikely to impact the market valuation of any company.  

The impact of wf on financial metrics shows varying results. While it demonstrates an 

insignificant relationship with ROE, it exhibits a negative significant relationship with 

WACC, and positive significant relationship with Beta and P/B at different significance 

levels. This suggests that workforce-related practices may influence the cost of capital, risk, 

and market valuation to some extent. hr shows slightly significant impacts on ROE, WACC, 
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and P/B at a 10% level, but no significant impact on Beta. This suggests that human rights-

related factors may have a modest influence on financial performance and risk measures. 

Regarding CSR, it demonstrates a highly significant effect on both WACC and Beta at a 1% 

level. The negative relationship with WACC indicates that companies with stronger CSR 

practices may have lower costs of capital. Conversely, the positive relationship with Beta 

suggests that these companies may have higher systematic risk. The slightly significant and 

negative relationship with ROE implies that CSR may have a modest impact on profitability. 

However, the relationship with P/B is insignificant, suggesting that market valuation may not 

be strongly influenced by CSR practices. Lastly, Emiss demonstrates a positive significant 

relationship with WACC and negative significant relationships with Beta. This implies that 

companies with higher emission levels may face higher costs of capital and higher systematic 

risk. While it has no statistically significant relationship with both ROE and P/B. It is clear 

that the relationships between these ESG factors and the financial metrics are more complex 

than anticipated. Additional research and analysis are necessary to gain a deeper 

understanding of the factors that truly drive firm profitability, cost of capital and market 

value. 

 

6 Interpretation and discussion 
 

In this section, we will connect our findings to the relevant theory and existing literature, 

focusing on one dependent variable at a time, and examine the implications derived from our 

analysis. 

 

6.1 Findings 

 

The objective of this study is to analyse the influence of ESG scores and their individual 

components/pillars on the financial metrics of Nordic companies. Additionally, the paper 

seeks to address the central question of the study, which revolves around understanding the 

willingness to pay for ESG considerations. By investigating these aspects, we aim to 

contribute to the existing knowledge on the financial implications of ESG factors in the 

Nordic business context. 



85 
 

The willingness to pay for ESG. 

In order to address the main question, this paper employed a combination of literature review 

and empirical analysis. The central question was further divided into two sub-questions to 

ensure a comprehensive and robust investigation. The literature review section provided an 

in-depth examination of economic concepts and models that elucidate the relationship 

between firms' financial performance and ESG factors. It also discussed how ESG 

considerations can contribute to firms' value creation process, along with insights on 

measuring ESG and the internalization process. 

The empirical analysis involved conducting multiple regression analyses using a selected 

dataset encompassing ESG ratings and various financial metrics for 343 Nordic companies 

over a 10-year period. The objective was to uncover and differentiate the correlation between 

ESG factors and financial metrics, aiming to identify any significant relationship between 

them. Specifically, the analysis focused on exploring the potential impact of ESG factors on 

profitability, cost of capital, risk, and P/B ratios. Both the literature review and empirical 

analysis sections were designed to provide comprehensive responses to the following 

research questions: 

➢ Question 1: Do ESG rating effects the firm’s profitability and its cost of capital?  

 

➢ Question 2: Do ESG rating effect firm/market volatility and value?  

 

 

The answer to the first question: 

❖ Do ESG factors rating effects the firm’s profitability and its cost of capital?  

ROE findings 

The findings from the regression analysis indicate that there is no significant impact of 

various ESG factors, including environmental, social, and governance considerations, on the 

profitability of Nordic companies, as measured by return on equity. This aligns with the 

research conducted by Atan et al. (2018), which suggests that disclosing ESG information 

does not necessarily lead to better financial performance. It also reflects the viewpoint of 

Friedman's shareholder theory, which prioritizes maximizing profits for shareholders rather 

than incorporating broader stakeholder interests. 
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However, it is important to note that variables related to human rights and CSR did show a 

significant relationship with ROE. This finding supports the notion that investments in rights 

practices and CSR initiatives can have a positive impact on a company's profitability. It is 

consistent with the perspective put forth by Clark and Viehs (2014), who highlighted that the 

relationship between ESG factors and investment performance is not universally conclusive. 

Different studies have produced mixed results, with some indicating a positive relationship 

between ESG considerations and financial returns, while others find no significant 

correlation. These findings suggest that the relationship between ESG factors and financial 

performance is complex and context dependent. It underscores the importance of considering 

specific ESG components, such as HR and CSR, that may directly influence a company's 

profitability.  

The findings suggest that ESG factors may not have a significant impact on determining a 

firm's profitability, as measured by ROE. One possible explanation for this lack of impact 

could be the steady state effect mentioned by ECCE (2016). Companies with high ESG 

scores may already have well-established sustainability practices, and their ratings may no 

longer be considered newsworthy. It is worth noting that Nordic firms are generally known 

for having higher ESG scores, which could contribute to the finding of no significant impact 

on ROE. 

When examining each variable individually, it is interesting to observe that social and 

workforce components, which are related to employees to some extent, contradict the 

findings of Li and Zhang (2017) and Daly and Farley (2011). Li and Zhang (2017) found a 

positive association between employee satisfaction and abnormal returns, while Daly and 

Farley (2011) suggested that investing in human capital reduces production costs and can be 

related to both profitability and the cost of capital. Since human capital encompasses 

innovation according to Daly and Farley (2011), it also aligns with their findings. However, 

the finding regarding social concerns appears to support the finding of Li and Zhang (2017) 

regarding employee satisfaction. 

Moreover, it is important to consider the perspective put forth by Schoenmaker (2017), who 

suggests that ESG ratings and indices have limited impact on investment decisions. They are 

often seen as just another indicator to consider rather than a significant factor driving 

investment performance. This perspective further supports the notion that ESG factors may 

not play a major role in determining profitability, as indicated by the findings. 
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WACC findings 

Regarding the regression analysis of WACC, the findings indicate that there is a significant 

effect of some ESG factors on the weighted average cost of capital, which aligns with 

previous literature, particularly in the case of CSR. This suggests that ESG factors play a role 

in influencing the cost of capital for firms. However, it is worth noting that the relationship 

between ESG factors and WACC is not consistent across all components. Interestingly, the 

analysis reveals that ESG does not have a statistically significant relationship with WACC. 

This finding contradicts the results of El Ghoul and colleagues (2011), who found that 

companies with better sustainability scores enjoy cheaper equity financing and are more 

attractive to investors, who are willing to pay a premium for their equity. 

The analysis also reveals interesting findings regarding the relationship between certain ESG 

factors and the cost of capital. Specifically, Governance, Workforce, CSR, and Emission 

demonstrate a significant relationship with the cost of capital, which is consistent with some 

previous studies. The presence of strong workforce practices and high CSR performance is 

associated with a decrease in the cost of capital, making it easier for companies with 

favourable scores in these areas to access capital. This finding supports the conclusions of 

Khan et al. (2016) and Dhaliwal et al. (2011), who found that better CSR performance is 

linked to lower cost of capital and improved financial performance. 

Surprisingly, Governance exhibits an unexpected relationship with the cost of capital. As 

companies engage in corporate governance activities, the cost of capital increases, indicating 

that investors require higher returns. This finding contradicts the results of Cheng et al. 

(2014) and Clark & Viehs, who found that companies with stronger sustainability 

performance, particularly in corporate governance, have better access to finance. 

Overall, the variables Governance, Workforce, CSR, and Emission show strong relationships 

with the cost of capital, regardless of their positive or negative impact. These findings suggest 

that these factors play a significant role in determining the cost of capital. However, variables 

such as Environment, Social, Human Resources, and Innovation do not exhibit statistically 

significant relationships with the cost of capital, which could be attributed to factors like 

asymmetric information and lack of transparency around ESG factors, in line with agency 

theory, or align with the traditional shareholder theory proposed by Friedman (1970), which 

emphasizes maximizing profits for shareholders as the primary responsibility of a business. A 
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lower cost of capital indicates that a company can access capital at a lower cost, potentially 

leading to improved profitability and financial health. 

 

The second question:  

❖ Do ESG rating effect firm/market volatility and value? 

 

Beta findings: 

The findings from the regression analysis on Beta provide valuable insights into the 

relationship between ESG factors and firms' volatility. The lack of significant relationships 

between ESG, Environment practices, corporate governance, human rights, and innovation 

with Beta suggests that these factors may not be strong drivers of volatility in Nordic 

companies. This finding challenges the assumptions of the stakeholder theory, which posits 

that considering the interests of multiple stakeholders, including ESG factors, can lead to 

improved financial performance and reduced risk. 

On the other hand, the significant relationship between social practices and Emission with 

Beta aligns with previous literature, specifically the study by Ortize-de Mandojana and 

Bansal (2016), which suggests that companies with better sustainability practices experience 

lower financial volatility. This finding indicates that social practices and managing emissions 

can potentially contribute to risk reduction and stabilize a company's stock price in response 

to market movements. 

The unexpected effects of workforce and CSR on Beta raise interesting questions and warrant 

further investigation. The finding that these factors have an opposite effect on Beta implies 

that workforce-related practices and CSR activities may introduce certain complexities and 

trade-offs when it comes to managing volatility. It is possible that factors such as employee 

satisfaction or the cost implications of CSR initiatives impact a company's financial risk in 

unpredictable ways.  

 

P/B findings: 

The analysis indicates a weak indication of the effect of ESG factors on firm value 

represented by P/B. Specifically, the factors of social, workforce, and human rights show 
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slight significance in their relationship with P/B. This finding is consistent with the concept 

of the adaptive market hypothesis, which suggests that companies improving their 

sustainability performance are more likely to be rewarded in less efficient markets. In this 

case, higher ratings in workforce and human rights correspond to higher P/B ratios, which are 

often associated with growth stocks and potentially overvalued stock prices, thereby 

increasing the overall value of the company. 

However, our findings regarding the relationship between social practices and P/B do not 

align with the findings of Lo (2004). Lo's study suggests a negative relationship between 

social factors and P/B, where companies with high social practices exhibit low P/B ratios. 

This contradicts our results, but it is important to note that companies with low P/B ratios 

may be classified as value stocks, indicating potential undervaluation rather than a direct 

impact of social practices on driving down P/B. This perspective is supported by the 

conclusion of Khan et al. (2016), who found that immaterial sustainability issues tend to 

underperform in terms of stock price. Thus, the presence of low P/B companies may be due 

to their classification as undervalued value stocks rather than a direct negative impact of 

social practices on P/B. 

ESG, Environment, Governance, CSR, Emissions, and Innovation do not exhibit a significant 

relationship with P/B. This finding is highly inconsistent with the findings of Derwall and 

colleagues (2005), who found that eco-efficient companies achieved significantly higher 

stock returns compared to their peers. Additionally, research conducted by ECCE in 2016 

indicated that companies improving their sustainability ratings tended to outperform the stock 

market, whereas companies with already high scores did not. The lack of a significant 

relationship between ESG factors and P/B in our analysis suggests that this pattern may 

extend to Nordic companies as well. It implies that investors may perceive companies with 

already high sustainability ratings and practices as having lower risk and greater financial 

stability. As a result, these companies tend to have lower P/B ratios, indicating a perception 

of lower risk and higher financial stability among investors. 

This finding raises the possibility that companies with well-established sustainability 

practices may not experience significant changes in their stock valuation due to their already 

recognized and integrated sustainability efforts. Their high scores in ESG factors may no 

longer be seen as newsworthy or driving stock performance. Instead, investors may prioritize 

other factors or indicators when valuing these companies. 
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In relation to the main question of this paper, which explores the extent to which investors are 

willing to pay for ESG considerations. 

The willingness to pay for ESG. 

Even some of the ESG factors does not seem to have that great impact on the financial 

metrics, but it seems that in some way they are balancing or empowering the binding line 

between the financial markets itself. As our result shows extremely high significant 

relationship between the financial metrics. However, based on our analysis, it can be 

concluded that ESG factors do not significantly affect the profitability and firms` value 

creation, as the impact on return on equity is weak. However, it is observed that ESG factors 

do have a notable influence on the fragmentation of the financial market and the firm's 

present value associated with firms cost of capital, regardless of whether their impact is 

positive or negative. This is evident from the significant relationship between ESG factors, 

Beta, and WACC. 

However, as Schramade (2016) suggested, the success of the ESG incorporation process is 

dependent on the number of fundamental analysts and the quality of their learning. A larger 

number of analysts with expertise in ESG issues can help to improve the quality of ESG 

research and ensure that it is incorporated into investment decisions. Furthermore, ongoing 

learning and improvement in ESG analysis can help to refine investment strategies and 

identify emerging risks and opportunities.  

The findings of this paper present a complex and varied picture in response to the main 

question. The impact of ESG variables on financial metrics appears to be diverse, with some 

variables positively influencing the improvement of financial indicators, benefiting both 

shareholders and stakeholders. However, there are also variables that have a negative impact, 

driving the value in the opposite direction. Furthermore, certain ESG factors do not 

demonstrate any significant effect on the financial metrics. These results underscore the 

intricate nature of the relationship between ESG factors and financial performance, leaving 

the answer to the main question ambiguous and far from providing a clear conclusion. 

Finally, it is important to acknowledge that our results might have been different if we had 

employed alternative statistical techniques or made different choices in data selection. For 
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instance, using weighted least squares and assigning larger weights to variables affected by 

heteroscedasticity could have yielded different outcomes. 

Additionally, the inclusion of firms with a longer record of ESG ratings, specifically those 

with a minimum of five years instead of two years, may have yielded different results. 

However, it is important to consider that such an approach would have reduced the number of 

companies included in our study, potentially limiting the representativeness of the findings 

and their applicability to the majority of Nordic companies. 

These reflections highlight the potential impact of methodological decisions and data 

selection criteria on the outcomes of our study. While our current approach provides valuable 

insights, alternative methods and inclusion criteria could offer additional perspectives and 

potentially lead to different conclusions. It is crucial for future research to consider these 

factors and explore their implications to further enhance our understanding of the relationship 

between ESG factors and financial performance. 

 

7 Conclusion 

 

The primary objective of this master's paper was to investigate the relationship between ESG 

ratings factors and financial metrics, specifically ROE, WACC, Beta, and P/B, in Nordic 

companies. The aim was to determine the extent to which ESG factors influence these 

financial metrics and assess their significance. To achieve this, a regression analysis was 

conducted on a dataset comprising 343 public companies from Sweden, Finland, Norway, 

and Denmark. Through a comprehensive review of existing literature, meticulous data 

collection, and rigorous analysis, the research objectives were successfully addressed, and the 

research questions were answered. 

The analysis on different financial metrics reveals interesting findings regarding the impact of 

ESG factors. In terms of return on equity (ROE), variables such as ESG, E, S, G, wf, 

Emission, and innovation do not show any significant influence. However, human rights have 

a statistically significant positive impact on ROE, indicating that companies that prioritize 

and respect human rights tend to have higher profitability. Conversely, CSR has a statistically 

significant negative impact on ROE, suggesting that companies focusing on social 

responsibility may experience lower returns. 
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Moving on to the cost of capital, the analysis shows that workforce and CSR have a highly 

significant negative impact on WACC. This implies that companies with strong workforce 

practices and a commitment to CSR may enjoy lower borrowing costs. On the other hand, 

variables related to governance, human resources, and emissions demonstrate a significant 

positive relationship with WACC, indicating that investors may demand higher returns from 

companies with better governance practices and higher emissions. However, variables such 

as environment, social, human resources, and innovation do not show statistically significant 

relationships with the cost of capital. 

In terms of market beta, the variables related to social, and emissions exhibit a highly 

significant negative impact, suggesting that companies with better social performance and 

lower emissions experience lower market volatility. Conversely, workforce and CSR display 

a significant positive relationship with Beta, indicating that companies emphasizing 

workforce practices and social responsibility may experience higher market volatility. 

Turning to price-to-book ratio, the analysis indicates a weak indication of the effect of ESG 

factors on P/B. Social, workforce, and human rights demonstrate slightly significant impacts 

on P/B. Specifically, workforce and human rights have a significant positive influence, while 

social has a significant negative influence. However, variables related to environment, 

governance, CSR, emissions, and innovation do not show a significant relationship with P/B. 

These findings underscore the varied and nuanced nature of the relationship between ESG 

factors and financial metrics. It suggests that different dimensions of ESG can have diverse 

impacts on financial performance, and further research is needed to understand the 

underlying mechanisms and contextual factors that drive these relationships. 

In conclusion, the results highlight the complexity of the relationship between ESG factors 

and financial performance. While ESG factors does not exert strong impact ROE and P/B, it 

does show some significant relationships with Beta and WACC. these findings highlight the 

need for investors, companies, and policymakers to carefully consider the specific ESG 

factors that are most relevant to financial performance and tailor their strategies accordingly. 

Effective integration of ESG considerations into investment decisions and corporate practices 

requires a nuanced understanding of how different sustainability dimensions impact financial 

outcomes. These findings contribute to the ongoing discourse on the integration of ESG 

considerations in financial analysis and decision-making, and serves as a foundation for 

future studies in this area. 
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7.1 Future research  
 

Future studies should investigate the views and preferences of different types of investors 

regarding the integration of ESG factors in their investment decisions. This research direction 

involves exploring the views and preferences of different types of investors regarding the 

integration of ESG factors in their investment decisions. The aim is to understand investor 

motivations, investment strategies, decision-making processes, preferences for specific ESG 

factors, investor influence on companies' ESG practices, performance measurement of 

sustainable investment portfolios, and the regulatory and policy implications. By examining 

these aspects, we can gain insights into the role of investors in driving sustainable 

investments, the impact of ESG integration on financial performance, and the influence of 

regulations and policies on investor behaviour. This knowledge can inform investors, asset 

managers, and policymakers in promoting sustainable finance practices. 

 

 

 

 

 

 

 

 

 

 

 

 

 



94 
 

8 References 
 

Babbie, E. (2016). The practice of social research. Cengage Learning. 

Baum, C. F., & Lewbel, A. (2019). Advice on using heteroskedasticity-based 

identification. The Stata Journal, 19(4), 757-767. DOI: 

https://doi.org/10.1177/1536867X19893614 

Berk, J., & DeMarzo, P. (2011). Corporate Finance, global ed. Essex: Person Education 

Limited. 

Bianchini, R., & Gianfrate, G. (2018). Climate risks and the practice of corporate 

valuation. In Research Handbook of Finance and Sustainability (pp. 436-457). Edward 

Elgar Publishing. 

Brigham, E. F., & Smith, K. V. (1967). Cost of capital to the small firm. The Engineering 

Economist, 13(1), 1-26. 

Bryman, A., & Bell, E. (2015). Business research methods. Oxford University Press. 

Caldecott, B., Tilbury, J., & Carey, C. (2014). Stranded assets and scenarios. 

CFA Institute. (2015). Environmental, social, and governance issues in investing: A guide 

for investment professionals. 

Chapman, Christopher & Feit, Elea. (2015). R for Marketing Research and Analytics. 

10.1007/978-3-319-14436-8. 

Cheng, B., Ioannou, I., & Serafeim, G. (2014). Corporate social responsibility and access 

to finance. Strategic Management Journal, 35(1), 1-23. 

https://doi.org/10.1177/1536867X19893614


95 
 

Clark, G. L., & Viehs, M. (2014). The implications of corporate social responsibility for 

investors: An overview and evaluation of the existing CSR literature. Available at SSRN 

2481877. 

Creswell, J. W. (2014). Research design: qualitative, quantitative, and mixed methods 

approaches. Sage publications. 

Daly, H. E., & Farley, J. (2011). Ecological economics: principles and applications. 

Island press. 

Damodaran, A. (2012). Investment valuation: Tools and techniques for determining the 

value of any asset. John Wiley & Sons. 

de Ruijter, M. P. (2014). Scenario based strategy: navigate the future. Ashgate 

Publishing, Ltd.  

de Ruijter, P. A. (2017). Valuing uncertainty using disruptive scenarios and real options. 

VBA Journal, year, 33. 

Derwall, J., Guenster, N., Bauer, R., & Koedijk, K. (2005). The eco-efficiency premium 

puzzle. Financial Analysts Journal, 61(2), 51-63. 

Dhaliwal, D. S., Li, O. Z., Tsang, A., & Yang, Y. G. (2011). Voluntary nonfinancial 

disclosure and the cost of equity capital: The initiation of corporate social responsibility 

reporting. The accounting review, 86(1), 59-100. 

Duinker, P. N., & Greig, L. A. (2007). Scenario analysis in environmental impact 

assessment: Improving explorations of the future. Environmental impact assessment 

review, 27(3), 206-219. 



96 
 

Dyllick, T., & Muff, K. (2016). Clarifying the meaning of sustainable business: 

Introducing a typology from business-as-usual to true business 

sustainability. Organization & Environment, 29(2), 156-174. 

ECCE (European Centre for Corporate Engagement). 2016. The Materiality of ESG 

Factors for Equity Investment Decisions: Academic Evidence. Maastricht: Maastricht 

University. 

Eccles, R. G., Ioannou, I., & Serafeim, G. (2011). The impact of corporate sustainability 

on organizational processes and performance. Management Science, 60(11), 2835-2857. 

Eccles, R. G., Ioannou, I., & Serafeim, G. (2012). The impact of corporate sustainability 

on organizational processes and performance. Management Science, 58(5), 1-17. 

Edelen, R., Evans, R., & Kadlec, G. (2013). Shedding light on “invisible” costs: Trading 

costs and mutual fund performance. Financial Analysts Journal, 69(1), 33-44. 

Edmans, A. (2011). Does the stock market fully value intangibles? Employee satisfaction 

and equity prices. Journal of Financial economics, 101(3), 621-640. 

Edmans, A. (2012). The link between job satisfaction and firm value, with implications 

for corporate social responsibility. Academy of Management Perspectives, 26(4), 1-19. 

Edmans, A., Li, L., & Zhang, C. (2014). Employee satisfaction, labor market flexibility, 

and stock returns around the world (No. w20300). National Bureau of Economic 

Research. 

El Ghoul, S., Guedhami, O., Kwok, C. C., & Mishra, D. R. (2011). Does corporate social 

responsibility affect the cost of capital?. Journal of banking & finance, 35(9), 2388-2406. 

Fama, E. F. (1970). Efficient capital markets: A review of theory and empirical work. The 

journal of Finance, 25(2), 383-417. 



97 
 

Freeman, R. E., Harrison, J. S., Wicks, A. C., Parmar, B. L., & De Colle, S. (2010). 

Stakeholder theory: The state of the art. Cambridge University Press. 

Friedman, M. (1970). A Friedman doctrine: The social responsibility of business is to 

increase its profits. The New York Times Magazine, 13(1970), 32-33.Derwall, J.,  

Ghauri, P., Grønhaug, K., & Strange, R. (2020). Research methods in business studies. 

Cambridge University Press. doi:10.1017/9781108762427 

Ghosh, B. (2017). Multicollinearity in R. Retrieved May 14, 2022, from DataScience+: 

https://datascienceplus.com/multicollinearity-in-r/ 

Goetzmann, W. N., Brown, S. J., Gruber, M. J., & Elton, E. J. (2014). Modern portfolio 

theory and investment analysis. John Wiley & Sons, 237. 

Gompers, P. A., Ishii, J. L., & Metrick, A. (2003). Corporate governance and equity 

prices. The Quarterly Journal of Economics, 118(1), 107-155. 

Hanck, C., Arnold, M., Gerber, A., & Schmelzer, M. (2019). Introduction to 

Econometrics with R. University of Duisburg-Essen, 1-9. 

James, G., Witten, D., Hastie, T., & Tibshirani, R. (2013). An introduction to statistical 

learning (Vol. 112, p. 18). New York: springer. 

Khan, M., Serafeim, G., & Yoon, A. (2016). Corporate sustainability: First evidence on 

materiality. The accounting review, 91(6), 1697-1724. 

Kleiber, Christian & Zeileis, Achim. (2008). Applied Econometrics with R. 

Liesen, A., Figge, F., Hoepner, A., & Patten, D. M. (2017). Climate change and asset 

prices: are corporate carbon disclosure and performance priced appropriately?. Journal of 

Business Finance & Accounting, 44(1-2), 35-62. 



98 
 

Lo, A. W. (2004). The adaptive markets hypothesis. The Journal of Portfolio 

Management, 30(5), 15-29. 

Lo, A. W. (2017). Adaptive markets. In Adaptive Markets. Princeton University Press. 

Malkiel, B. G. (2003). The efficient market hypothesis and its critics. Journal of 

economic perspectives, 17(1), 59-82. 

Ortiz‐de‐Mandojana, N., & Bansal, P. (2016). The long‐term benefits of organizational 

resilience through sustainable business practices. Strategic Management Journal, 37(8), 

1615-1631. 

Pryshlakivsky, J., & Searcy, C. (2017). A heuristic model for establishing trade-offs in 

corporate sustainability performance measurement systems. Journal of Business 

Ethics, 144, 323-342. 

Refinitiv, (2023), Environmental, Social and Governance (ESG) Scores from Refinitiv. 

Refinitiv. Retrieved: https://www.refinitiv.com/en 

Saunders, M., Lewis, P. H. I. L. I. P., & Thornhill, A. D. R. I. A. N. (2007). Research 

methods. Business Students 4th edition Pearson Education Limited, England, 6(3), 1-268. 

Stock, J. H., & Watson, M. W. (2003). Introduction to econometrics. Boston: Addison-

Wesley. 

Schoenmaker, D. (2017). Investing for the common good: A sustainable finance 

framework. Brussels: Bruegel, 80. 

Schoenmaker, D., & Schramade, W. (2019). Investing for long-term value creation. 

Journal of Sustainable Finance & Investment, 9(4), 356-377. 

https://www.refinitiv.com/en


99 
 

Schramade, W. (2016a). Integrating ESG into valuation models and investment decisions: 

the value-driver adjustment approach. Journal of Sustainable Finance & Investment, 6(2), 

95-111. 

Schramade, W. (2016b). Bridging sustainability and finance: The value driver adjustment 

approach. Journal of Applied Corporate Finance, 28(2), 17-28. 

Shapiro, S. P. (2005). Agency theory. Annu. Rev. Sociol., 31, 263-284. 

Sharma, D., Bhattacharya, S., & Thukral, S. (2019). Resource-based view on corporate 

sustainable financial reporting and firm performance: evidence from emerging Indian 

economy. International Journal of Business Governance and Ethics, 13(4), 323-344. 

Shrivastava, P., & Addas, A. (2014). The impact of corporate governance on 

sustainability performance. Journal of Sustainable Finance & Investment, 4(1), 21-37. 

Studenmund, A. H. (2014). Using econometrics a practical guide. Pearson Education 

Limited. 

Trochim, W. M., & Donnelly, J. P. (2008). The Research Methods Knowledge Base. 

Atomic Dog Publishing. 

True Price (2014) ‘The Business Case for True Pricing: Why you will benefit from 

measuring, monetizing and improving your impact’, a report drafted by True Price, 

Deloitte, EY and PwC, Second edition, Amsterdam. 

Van Duuren, E., Plantinga, A., & Scholtens, B. (2016). ESG integration and the 

investment management process: Fundamental investing reinvented. Journal of Business 

Ethics, 138, 525-533. 

Watson, D., & Head, A. (2010). Corporate finance: principles and practice. Pearson 

Education. 



100 
 

Wernerfelt, B. (1984). A resource‐based view of the firm. Strategic management 

journal, 5(2), 171-180. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



101 
 

9 Appendix 
 

 

Table A: Beta with only ESG regression model before the correction. 

 

 

 

 

 

 

 

 

 

 

 

 

Table B: P/B with only ESG regression model before the correction. 
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Table C: P/B with no ESG regression model before the correction  

 

 

Table D: Original ROE Before any adjustment 
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Table E: Original WACC: Before any adjustment 

 

 

 

Table F: Original Beta: Before any adjustment 
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Table G: Original P/B: Before any adjustment 

 

 

 

 

Table I: multicollinearity no ESG Model 

multicollinearity no ESG Model 

ROE WACC 

Variables Tolerance VIF Variables Toleranc
e 

VIF 

E_value 0,11 9,4
8 

E_value 0,11 9,4
6 

S_value 0,19 5,2
6 

S_value 0,19 5,2
3 

G_value 0,75 1,3
4 

G_value 0,75 1,3
4 

wf_value 0,42 2,3
8 

wf_value 0,42 2,3
6 

hr_value 0,35 2,8
3 

hr_value 0,35 2,8
3 

CSR_value 0,47 2,1
5 

CSR_value 0,47 2,1
3 

Emiss_value 0,24 4,2
1 

Emiss_value 0,24 4,1
9 

inn_value 0,28 3,6
3 

inn_value 0,27 3,6
4 

wacc_value 0,40 2,4
8 

roe_value 0,55 1,8
3 

Beta_value 0,41 2,4
2 

Beta_value 0,97 1,0
3 
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PtB_value 0,80 1,2
5 

PtB_value 0,57 1,7
4 

Company_Market_Capitalizat
ion 

0,85 1,1
8 

Company_Market_Capitalizat
ion 

0,78 1,2
8 

            

Beta P/B 

Variables Tolerance VIF Variables Toleranc
e 

VIF 

E_value 0,11 9,4
7 

E_value 0,11 9,4
7 

S_value 0,19 5,2
3 

S_value 0,19 5,1
9 

G_value 0,75 1,3
4 

G_value 0,75 1,3
4 

wf_value 0,42 2,3
8 

wf_value 0,43 2,3
4 

hr_value 0,35 2,8
3 

hr_value 0,36 2,8
1 

CSR_value 0,47 2,1
3 

CSR_value 0,47 2,1
4 

Emiss_value 0,24 4,1
9 

Emiss_value 0,24 4,2
1 

inn_value 0,27 3,6
4 

inn_value 0,28 3,6
3 

wacc_value 0,95 1,0
6 

wacc_value 0,40 2,4
9 

roe_value 0,55 1,8
3 

roe_value 0,76 1,3
2 

PtB_value 0,57 1,7
5 

Beta_value 0,41 2,4
4 

Company_Market_Capitalizat
ion 

0,78 1,2
8 

Company_Market_Capitalizat
ion 

0,78 1,2
8 

 

Test for multicollinearity using the variance inflation factor (VIF), which in this case 

indicates that there is no problem, as all values are below the critical threshold of 5 except 

ESG, E and S which is very reasonable since ESG value comes from the E, S and G 

combined. 


