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Abstract

Nonlinear dynamical systems are omnipresent in nature, commonly seen in many disciplines
such as physics, biology, chemistry, climate science, and engineering. In this thesis, we
introduce several new ideas by integrating machine learning and numerical methods, effec-
tively tackling challenging forward and inverse problems of physical systems. According
to [1], research approaches in this field can be broadly categorized based on the synergy
between deep learning and domain knowledge into three groups: Supervised Methods,
Physics-informed Methods, and Interleaved Methods. Supervised Methods are the classic
learning approaches where a physical system produces the data, but no further interaction
exists between this physical system and deep learning. In Physics-informed Methods, the
physical dynamics are encoded in the loss function, typically in the form of differentiable
operations. Interleaved Methods tightly integrate the physical system with the learning
process, merging full simulations with deep neural network outputs. Whether addressing
Ordinary Differential Equations (ODEs) or Partial Differential Equations (PDEs) in this
thesis, the core of our approaches intricately unites Symbolic Neural Networks with ODE
& PDE solvers, categorizing our techniques as Interleaved Methods.

We start with a slightly simpler task of trying to identify unknown ODEs with parameters
from trajectory data in Paper I. Instead of directly learning ODEs using an Ordinary
Neural Network (O-Net) [2], we present a novel strategy by combining Symbolic Neural
Network (S-Net)—endowed with the capacity to grasp analytical expressions—with an
ODE Solver to predict the dynamical system. Our numerical experiments demonstrate
that our approach outperforms O-Net when applied to the Lotka-Volterra and Lorenz
equations. This discovery concerning the realm of ODEs also imparts valuable insights for
our future endeavors in tackling PDEs-related challenges.

Graph Neural Networks (GNNs) belonging to Supervised Methods have gained significant
attention in recent years due to their ability to process and analyze data structured as
graphs. By discretizing continuous spatial domains into grids or meshes, individual grid
points or mesh elements can be regarded as nodes within a graph. The connections between
nodes can represent the spatial relationships between these points or elements. GNNs have
been widely used to solve spatially-dependent PDEs with smooth solutions. In paper II,
we explore the application of GNNs to solve conservation laws with non-smooth solutions.
Experimental results show that the model can predict accurately when parameters are
within a specific range. However, when parameters deviate too much from that used for
the training model, the model’s predictive power is significantly reduced.

The achievements of the S-Net and ODE Solver in tackling ODEs, coupled with the
limitations of GNNs in extending to conservation law challenges, reinforce the need to first
learn the expressions of the unknown flux functions of the involved conservation law. From
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this foundation, we can proceed to forecast subsequent states of the nonlinear dynamical
system with greater assurance. In Paper III, we introduce ConsLaw-Net, a combination of
S-Net and an entropy-satisfying discretization scheme. This work addresses the problems
of one-dimensional conservation law without parameters, and empirical outcomes robustly
affirm the effectiveness of our approach. However, the case with conservation laws that
involve a parameter, requires that the role of the parameter must also be learned. We
propose an appropriate extending to deal robustly with this situation. A two-step learning
method, i.e., combining Conslaw-Net and Linear Regression Neural Network (LRNN),
is proposed in Paper IV. We test it on two different systems and achieve good results.
Furthermore, in paper V, we train the enhanced ConsLaw-Net through a combination of
joint and alternating equation strategies, effectively addressing intricate two-dimensional
conservation law scenarios demanding high precision despite limited informative data.
Conclusively, in Paper VI, we unveil an upgraded ConsLaw-Net tailored for deducing the
functional expressions of both flux and diffusion functions within the setting of degenerate
convection-diffusion models, accommodating diverse observation modalities.

Taken together, the methodologies outlined in this thesis provide new and hopefully
useful tools in the search for hidden nonlinear conservation laws behind a given set of
observation data. If we should formulate the main findings of this thesis in a few sentences,
it might be as follows: To uncover a possible unknown nonlinear scalar conservation law
from synthetic observation data seems attainable by combining appropriate regularity
imposed on the unknown function(s), as expressed by the Symbolic Neural Networks, with
a "suitable" set of observation data. The meaning of "suitable" here is that small amounts
of data might not be sufficient to identify the unknown flux function(s). However, by
adding more observation data the proposed method is more and more likely to find the
ground truth flux function.
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Chapter 1

Introduction

1.1 Research Background and Challenges

We model physical phenomena in science and engineering using ODEs or PDEs. These
equations are derived conventionally from rigorous first principles under ideal conditions
like conservation laws or knowledge-based phenomenological derivations. Our primary
objective is to extract explicit expressions for these equations, including specific components
like flux or diffusion functions within dynamics, from observational data. Subsequently, we
employ the learned functions to predict dynamic states at a later time. One might question
why we don’t simply forecast the solutions of equations directly without mastering the
explicit forms. Our experiments elucidated in [3] reveal that unearthing the most fitting
differential equations to depict these dynamics through sensed or measured data offers
greater value to scientists seeking to comprehend the intricacies of mathematical models
or dynamical systems. This approach not only enhances our understanding of behavioral
patterns but also leads to more precise predictions.

Figure 1.1: Left: Example of nonlinear flux function f(u) = u2

u2+(1−u)2 (blue curve). Upper concave
envelope (brown curve) and lower convex envelope (green curve) are also included. Right: The solution of
(1.1) at time T = 0.5 is shown (red solid curve) together with its initial data u0(x) (red dashed line).

However, obtaining the analytical form of these equations proves to be a formidable
task due to the inherent challenges. The scarcity and noise often present in practical
observations compound this complexity. Consider the example of a general scalar nonlinear
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1. Introduction

conservation law. Here, we focus on the one-dimensional scenario given by:

ut + f(u)x = 0 (1.1)

where u = u(x, t) is the main variable and f(u) is the unknown flux function. It is well
known that (1.1) will generate shock wave solutions u(x, t) in finite time despite the fact
that initial data u0(x) is smooth [4, 5]. As jumps arise and disappear in the solution over
the time period, the data may lack information about the flux function f(u) that we want to
identify. An illustration of this situation is given in Fig. 1.1. At time t = 0, the initial data
u0(x) involves one jump at x = 0 and another jump at x = 1. The initial jump at x = 0 is
instantly transformed into a solution that is a combination of a continuous wave solution
and a discontinuous wave (uL, uR) ≈ (0.3, 1.0), as dictated by the lower convex envelope
shown in the left panel (green curve). Similarly, the initial jump at x = 1 is transformed
into a solution that is a combination of a continuous wave solution and a discontinuous
wave (uL, uR) ≈ (0.7, 0), in accordance with the upper concave envelope illustrated in the
left panel (brown curve). In addition, the concise and complete mathematical expressions
describing numerous intricate real-world systems continue to be elusive or only partially
understood.

Over the past decade, significant advancements in machine learning, data science, and
computational power have ushered in an innovative approach to unveiling underlying
equations from data: the data-driven discovery of governing equations for nonlinear
dynamics. In their study [1], Thuerey and colleagues meticulously categorized these
techniques into three clear groups: Supervised Methods, Physics-informed Methods, and
Interleaved Methods. These classifications are dictated by how deep learning techniques
intertwine with domain expertise, often taking shape as model equations expressed through
ODEs or PDEs. Nevertheless, most of the work has been on equations whose solutions do
not contain discontinuities. In this thesis, after a first brief visit exploring how to identify
unknown functions involved in ODEs, we focus on the problems of conservation law, which
is complicated by the lack of data due to the presence of discontinuous solutions.

1.2 The Parameterized ODEs

Parameterized ODEs can be expressed by

du(t;µ)
dt

= f(u(t;µ), t;µ), (1.2)

with a parameterized initial condition u0(µ), where u(t;µ) is a time-continuous representa-
tion of a hidden state, µ =

[
µ1, ...,µnµ

] ∈ Rnµ denotes problem-specific input parameters,
f is a parameterized velocity function that defines the dynamics of hidden states over time.
Inspired by the concept of parameterized ODEs, this ODE system has multiple latent
trajectories that depend on the input parameters.

1.3 The Conservation Law

Nonlinear conservation laws find extensive application across fluid mechanics, biology,
physics, and chemical engineering. These laws come in various forms based on factors such
as dimensional space, the presence of parameters, and the inclusion of diffusive flux.
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1. Introduction

1.3.1 The One-Dimensional Scalar Conservation Law

The expression of the one-dimensional scalar conservation law is as follows

ut + f(u)x = 0, x ∈ (0, L)
ux|x=0 = ux|x=L = 0,
u|t=0 = u0(x),

(1.3)

where u as the main variable, f(u) is the nonlinear flux function and u0(x) is the initial
state.

It is well known that conservation laws of the form (1.3) do not, in general, possess
classical solutions. Instead, one must consider weak solutions in the sense that the following
integral equality holds [4, 6, 7]

∫

Ωx

∫ T

0

[
uϕt + f(u)ϕx

]
dx dt+

∫

Ωx

u0(x)ϕ(x, t = 0) dx = 0 (1.4)

for all ϕ ∈ C1 such that ϕ(x, t) : Ωx × (0, T ) → R and which is compactly supported, i.e., ϕ
vanishes at x → Ωx and t → T . It follows that if a discontinuity occurs in the solution, i.e.,
a left state uL and a right state uR, then it must propagate with the speed s given by [4, 7]

s = f(uL) − f(uR)
uL − uR

. (1.5)

However, direct calculations show that there are several weak solutions for one and the
same initial data [6]. To overcome this issue of the non-uniqueness of weak solutions,
this has led to the class of entropy solutions, which amounts to introducing an additional
constraint that ensures that the unique physically relevant one is found among all the
possible weak solutions.

There are different ways to express the entropy condition for scalar nonlinear conservation
laws. One variant is by introducing an entropy pair (η, q) where η : R → R is any strictly
convex function and q : R → R is constructed as [7, 8]

q(v) =
∫ v

0
f ′(s)η′(s) ds (1.6)

for any v. This implies that q′ = f ′η′. Then, u is an entropy solution of (1.3) if (i) u is a
weak solution in the sense of (1.4); (ii) u satisfies in a weak sense η(u)t + q(u)x ≤ 0 for any
pair (η, q). This condition can also be formulated as the following characterization of a
discontinuity (uL, uR) [7, 9]: For all numbers v between uL and uR,

f(v) − f(uL)
v − uL

≥ s ≥ f(v) − f(uR)
v − uR

(1.7)

where s is given by (1.5).

1.3.2 The One-Dimensional Scalar Conservation Law with Variable Pa-
rameters

The one-dimensional case is given by

ut + f(u, β)x = 0, x ∈ (0, L)
u|t=0 = u0(x),
ux|x=0 = ux|x=L = 0,

(1.8)
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1. Introduction

where u = u(x, t) is the main variable and β is a parameter, typically, related to different
forces that drive the process under consideration. Note that this extension to include
dependence on a parameter β is highly relevant for many situations where different physical
parameters naturally vary over certain intervals. Displacement of several fluids is one
classical example where quantities like fluid viscosity and density may strongly influence
the displacement behavior and their roles are expressed in a β-like parameter [10, 11]. In
our research scenario, we seek the analytical expression of f(u, β) that includes both the
variable u and the parameter β, given a set of observations {u(xj , ti)} at various time
points ti and at different values of β over an interval of interest.

1.3.3 The Two-Dimensional Scalar Conservation Law

The two-dimensional scalar conservation law is expressed by

ut + f(u)x + g(u)y = 0, (x, y) ∈ Ω = (0, L) × (0, L)
u|t=0 = u0(x, y),
ux|x=0 = ux|x=L = 0,
uy|y=0 = uy|y=L = 0.

(1.9)

where u is defined as the main variable of space and time, and f(u) and g(u) are flux
functions. The objective, in this case, is to find analytical expressions for both f(u) and
g(u), based on a set of observations u(xi, yj , tl) at various time points tl.

1.3.4 The One-Dimensional Scalar Conservation Law with Diffusion
Term

The scalar nonlinear convection-diffusion PDEs flow in the following form

ut + f(u)x = αA(u)xx, A(u) =
∫ u

0
a(v)dv, a(v) ≥ 0

u|t=0 = u0(x),
ux|x=0 = ux|x=L = 0,

(1.10)

where x ∈ [0, L] arise in different applications such as sedimentation of particles in liquid
and various traffic flow types of problems. Here u = u(x, t) is the main variable which
depends on the position x and time t. The flux function f(u) represents the convective
transport whereas the diffusion function, denoted by A(u) =

∫ u
0 a(v)dv, is a function of u

that describes the diffusive transport. For a typical situation, we have a priori information
about the magnitude of the scaling factor α > 0 but not precise information about the
functional form of neither A(u) nor f(u). Our goal is to determine analytical expressions
for both f(u) and A(u) using observational data of different types.
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Chapter 2

Literature Review

2.1 Research Methods for Non-Machine Learning

There are several examples of non-machine approaches to nonlinear dynamics discovery
from sparse data, especially for learning the flux function of a nonlinear conservation
law. James and Sepúlveda formulated the inverse problem of flux identification as that
of minimizing a suitable cost function [12]. Relying on the viscous approximation, it
was shown that the perturbed problem converged to the original hyperbolic problem [12]
by letting the viscous term vanish. Holden et al. used the front-tracking algorithm to
reconstruct the flux function from observed solutions to problems with suitable initial
data [13]. Several recent studies have addressed the reconstruction of the flux function for
sedimentation problems that involve the separation of a flocculated suspension into a clear
fluid and a concentrated sediment [14, 15]. In particular, Bürger and Diehl showed that the
inverse problem of identifying the batch flux density function has a unique solution, and
derived an explicit formula for the flux function [16]. This method was recently extended
to construct almost the entire flux function [17] by using a cone-shaped separator. For
another interesting example of the challenge of identification of the unknown flux function
f(u), we refer to [18]. The author explored a direct inversion method based on using linear
combinations of finite element hat functions to represent unknown nonlinear function f .

2.2 Research Methods for Machine Learning

Thuerey et al. in their work [1] categorized physics-based deep learning methods into three
groups based on the degree of interaction between DL techniques and domain knowledge,
for example, in the sense of the generic form of the underlying PDE model.

2.2.1 Supervised Methods

Supervised methods exhibit minimal interaction with domain knowledge and align with
the conventional machine learning paradigm. In these methods, data is generated by
a physical system without any subsequent interaction. The advancement of machine
learning, data science, and computing power has enhanced data-driven nonlinear dynamics
discovery. Both [19] and [20] used Genetic Programming (GP) based Symbolic Regressors
[21, 22] to deduce the differential equations representing underlying physical laws using
combinations of mathematical operators. Later, this type of method inspired a series of
endeavors [23–29]. Brunton et al. [30] approached dynamical system discovery through
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2. Literature Review

sparse regression to prevent overfitting of GP. Specifically, they introduced a method called
Sparse Identification of Nonlinear Dynamics (SINDy) that uses a sequential threshold
ridge regression algorithm to iteratively find a sparse solution from a predefined basis
function library until convergence. SINDy quickly emerged as one of the leading methods
in this field of study, igniting significant interest [31–35]. Recently, more and more GNNs
methods are being used to solve PDE problems. Gao et al. presented a novel discrete
PINN framework based on Graph Convolutional Networks (GCNs) and the variational
structure of PDEs in [36]. This framework could solve forward and inverse PDEs in a
unified manner. Zhao et al. used GNNs in conjunction with autodecoder style priors to
tackle PDE-constrained inverse problems [37]. In [38], authors build PDE solvers based
on GNNs using the data generated by some classical numerical methods, such as finite
differences, finite volumes, and WENO schemes. They experimentally proved that this
method has fast, stable, and accurate performance across different domain topologies on
various fluid-related flow problems. However, these current works mainly use GNNs on some
typical equations with regular solutions. Several complex equations with discontinuous
solutions still need to be researched.

Supervised Methods usually involve optimizing some criterion like the squares error to
find the best parameters for the model that best fits the observed data. These methods are
well-established, and there are a variety of techniques available. However, these methods
require a substantial amount of labeled data. They might not capture the underlying
physics of the system, especially if the data is noisy or sparse.

2.2.2 Physics-informed Methods

In the physics-informed methods, the physical dynamics are encoded in the loss function,
typically in the form of differentiable operations. The learning process can repeatedly
evaluate the loss and usually receives gradients from a PDE-based formulation. Raissi et
al. [39] introduced physics-informed neural networks (PINN) using deep learning. They
embedded the PDE residual into the loss function of fully-connected neural networks as a
regularizer, facilitating training in small data scenarios. The weakly supervised approach
has been utilized to solve various PDEs using limited training data in scientific domains like
subsurface flows [40], vortex-induced vibrations [41], turbulent flows [42, 43], cardiovascular
systems [44–47], metamaterial design [48–50], geostatistical modeling [51], and more [52–
54]. To address sparse, noisy data and measure aleatoric uncertainty from noise, Sun
and Wang [47] introduced a Bayesian formulation of physics-constrained learning using
variational inference. Yang et al. [55] further explored Bayesian PINN, comparing both
variational inference and Hamiltonian Monte Carlo approaches. While the aforementioned
works need a moderate amount of training data, enforcing proper initial and boundary
conditions can eliminate the data requirement altogether. The effectiveness of the data-free
fully-connected neural networks based PDE solution algorithm has been demonstrated on
a number of canonical PDEs [56, 57] and stochastic PDEs [58–60]. However, the neural
network methods struggle in learning the nonlinear hyperbolic PDE that governs two-phase
transport in porous media [11]. They experimentally indicate that this shortcoming of
PINN for hyperbolic PDEs is not related to the specific architecture or to the choice of
the hyperparameters but is related to the lack of regularity in the solution. The works
based on the PINN approaches mentioned above rely on imposing the structure of the
underlying PDE model by including an error term in the loss function. Due to the lack of
regularity in the solution as illustrated in Section 1.1, it seems unclear how to implement
our problems in a PINN framework.
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2. Literature Review

Physics-informed Methods employ techniques like PINNs, where the network is trained
not only to fit the data but also to satisfy known physical laws. By leveraging known physics,
these methods can often produce more accurate and generalizable models, especially when
data might be sparse or noisy. However, they require a prior understanding of the physical
principles governing the system. Implementing them can also be more complex than
Supervised Methods.

2.2.3 Interleaved Methods

Interleaved techniques integrate the full physical model with an output from a deep neural
network. In our methods proposed in this thesis, the full physical model refers to the
numerical scheme, while the deep neural network output represents the learned unknown
functions. The physical simulation process is iterative step by step over time. During
each step, the output of the neural network is involved. In Supervised Methods, data
is first generated by the physical simulation and then used to train the neural network.
This data generation is separate from the network’s training, with no new data produced
during training. In Physics-informed Methods, the physical dynamics are encoded in the
loss function for the neural network training. Each update of the network parameters
incorporates the dynamics once. However, in Interleaved Methods, each update of the
neural network parameters encompasses multiple time-step iterations of the physical
simulation, showcasing the tightest integration between the physical system and learning.
These differentiable physics interleaving strategies are particularly crucial for temporal
evolutions, enabling predictions of future dynamic behaviors. Chen et al. proposed the
Symplectic Recurrent Neural Network (SRNN) that captures the dynamics of physical
systems from regularly observed data [2]. This method works for Hamiltonian functions as
it requires the variables of the ODE system to be separable. Long et al. [61, 62] proposed
a combination of numerical approximation of differential operators by convolutions and
a symbolic multi-layer neural network for model recovery. They used convolutions to
approximate differential operators with properly constrained filters and to approximate the
nonlinear response by deep neural networks. However, an essential difference between the
problem studied in [61, 62] and the conservation law (1.1) is that the flux function f(u)x

cannot be expressed by f ′(u)ux as f(u) is not, in general, a differentiable function in our
problems.

Interleaved Methods involve alternating between data-driven identification (like Super-
vised Methods) and model-driven identification (like Physics-informed Methods). These
methods are designed to be adaptable to varying types of data and system knowledge.
For instance, one could leverage labeled data where it’s available and fill in gaps with
model-driven insights where data might be sparse. In addition, Interleaved Methods can
incorporate the case where the system dynamics are less understood and governed by
unknown physics. The significant challenges with Interleaved Methods are the increased
complexity in implementation and more computational resources. Moreover, the balance
between different methodologies needs to be well-managed to avoid pitfalls from either
side.

ConsLaw-Net, introduced in this thesis, merges Symbolic Neural Networks with the
numerical scheme, incorporating these networks into each iteration. Thus, ConsLaw-Net
classifies as an Interleaved Method. Compared to non-machine learning, the primary
objective of machine learning methods, including ConsLaw-Net, is to generalize from
data, i.e., to learn patterns from data that can be applied to unseen data, for solving
inverse problems. The focus of non-machine techniques is on finding the best solution
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or parameter set that minimizes an objective function, often without an inherent goal of
generalization. For instance, machine learning stops early to avoid overfitting and helps
the model generalize better to unseen data. In terms of solution uniqueness, the traditional
approach to solving convex optimization problems has a unique global minimum, ensuring
solution consistency. However, multiple local minima might exist in machine learning, and
the final model parameters can vary depending on initialization and training dynamics.
The difference between machine learning methods and traditional optimization methods
is also reflected in the training process, the dependence on data, and so on. The choice
between the two should be based on the problem’s nature, the available data, and the
specific objectives and constraints of the task.
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Chapter 3

Methodology

We primarily studied methods like the Interleaved Methods represented by ConsLaw-Net
and the Supervised Methods typified by Graph Neural Networks (GNNs).

3.1 ConsLaw-Net

Our core method, ConsLaw-Net, primarily comprises two vital components: Symbolic
Neural Networks and the Entropy Consistent Discrete Numerical Scheme.

3.1.1 Symbolic Neural Networks

We aim to decipher the analytical expression of unknown functions rather than merely
fitting observations with black-box neural networks. To accomplish this, we employ an
enhanced symbolic neural network, S-Net, tailored to reveal these functions.

S-Net-M and S-Net-D

In the S-Net setting, we design two network structures based on the function form we
pursue: S-Net-M for multiplicative forms and S-Net-D for fractional forms, as depicted in
Fig. 3.1 (top) and (bottom), respectively. Take a three layers S-Net which can learn the
expression of a function f possessing a multiplication form as an example. As shown in
Fig. 3.1 (top), the identity directly maps u from the input layer to the first hidden layer.
The linear combination map uses parameters w1 and b1 to choose two elements from u
and are denoted by α1 and β1

(α1, β1)T = w1 · (u) + b1,w1 ∈ R2×1,b1 ∈ R2×1. (3.1)

These two elements of α1 and β1 are multiplied in the PDE system

f1 = α1β1. (3.2)

Apart from u gotten by the identity map, f1 also is input to the second hidden layer

(α2, β2)T = w2 · (u, f1)T + b2,w2 ∈ R2×2,b2 ∈ R2×1. (3.3)

Similar to the first hidden layer, we get another combination f2(α2, β2)

f2 = α2β2. (3.4)

9
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Then we obtain α3 and β3 by means of w3 and b3 from u, f1 and f2

(α3, β3)T = w3 · (u, f1, f2)T + b3,w3 ∈ R2×3,b3 ∈ R2×1. (3.5)

f3, which is the product of α3 and β3 is put into the third hidden layer

f3 = α3β3. (3.6)

Finally, we arrive at the analytic expression of the function f

f = w4 · (u, f1, f2, f3)T + b4,w4 ∈ R1×4,b4 ∈ R. (3.7)

The difference between S-Net-M and S-Net-D is that in the third hidden layer. we obtain
the numerator part f3 and the denominator part f4 of the flux function f(u) based on w3,
b3 and w4, b4, respectively.

f3 = w3 · (u, f1, f2)T + b3,w3 ∈ R1×3,b3 ∈ R. (3.8)
f4 = w4 · (u, f1, f2)T + b4,w4 ∈ R1×3,b4 ∈ R. (3.9)

The analytic expression of the flux function f is the combination of f3 and f4.

f = f3
f4
. (3.10)

The Rational Reasons for Employing S-Net

Besides S-Net, other classical methods explicitly represent functions, such as the piecewise
affine functions method described in [18] and the finite polynomial expansion method. In
the piecewise affine functions method, divide the u-axis into n equidistant intervals: let
umax be the largest value of the data and set uk = kumax/n for k = −1, ..., n+ 1. Assume
that

f(u) =
n∑

k=0
fkψk(u) (3.11)

where fk is n+ 1 parameters to be determined, and the hat functions are defined by

ψk(u)=





u−uk−1
uk−uk−1

, uk−1 < u ≤ uk

uk+1−u
uk+1−uk

, uk < u ≤ uk+1

0, Otherwise

(3.12)

where k = 0, ..., n. The polynomial expression with respect to u is given by:

f(u) = c0 + c1u+ c2u2 + c3u3 + ...+ cnu
n1

d0 + d1u+ d2u2 + d3u3 + ...+ dnun2
(3.13)

We acquire the coefficients {ci}n1
i=0 and {di}n2

i=0 of (3.13) by using the observation data set.
From the various methods available, we have decided to implement the S-Net approach for
the following reasons:

• Experimental performance: In our work [63], we do a comparison of S-Net, the
piecewise affine function representation, and the finite polynomial expansion method.
It is observed that the performance of S-Net is clearly better than these two other
methods for our test cases.

10
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Figure 3.1: Top. The framework of S-Net-M for multiplicative function. Bottom. The framework of
S-Net-D for division function.

• Robustness: S-Net demonstrates a high capacity to handle noisy and incomplete
data [64].

• Flexibility: S-Net is flexible and powerful. Expanding functions with more variables is
easier with S-Net, as it can automatically detect nonlinear relationships between input
variables. However, the finite polynomial expansion method requires the manual
listing of all possible combinations, which becomes an exhaustive task as the number
of variables increases, potentially leading to an exponential growth in the number of
combinations. Furthermore, incorporating nonlinearities such as sine and cosine into
S-Net is straightforward, enabling it to learn combinations of variables that act on
sine or cosine, such as sin(u2v).

3.1.2 Entropy Consistent Discrete Numerical Scheme (ECDNS)

ECDNS for (1.3)

We consider a discretization of the spatial domain [0, L] in terms of {xi}Nx−1
i=0 where

xi = (1/2 + i)∆x for i = 0, . . . , Nx − 1 with ∆x = L/Nx. Furthermore, we consider time
lines {tn}Nt

n=0 such that Nt∆t = T . We base our discrete version of (1.3) on the Rusanov

11
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scheme [4] which takes the form

un+1
j = un

j − λ(Fn
j+1/2 − Fn

j−1/2), λ = ∆t
∆x,

un+1
1 = un+1

2 , un+1
Nx

= un+1
Nx−1,

(3.14)

with j = 2, . . . , Nx − 1 and where the Rusanov flux takes the form

Fn
j+1/2 =

f(un
j ) + f(un

j+1)
2 − Mj+1/2

2 (un
j+1 − un

j ), (3.15)

where Mj+1/2 = max{|f ′(un
j )|, |f ′(un

j+1)|}. The CFL condition [4] determines the magni-
tude of ∆t for a given ∆x through the relation

CFL := ∆t
∆xM ≤ 1,M ∼ max

u
|f ′(u)|. (3.16)

ECDNS for (1.8)

We investigate a discretization of the spatial domain [0, L] in terms of {xi}Nx−1
i=0 where

xi = (1/2 + i)∆x for i = 0, . . . , Nx − 1 with ∆x = L/Nx. Furthermore, we consider time
lines {tn}Nt

n=0 with Nt∆t = T . Our discrete version of (1.8) is based on the Rusanov scheme
[4] which takes the form

un+1
j = un

j − λ(Fn
j+1/2 − Fn

j−1/2), λ = ∆t
∆x,

un+1
1 = un+1

2 , un+1
Nx

= un+1
Nx−1,

(3.17)

with j = 2, . . . , Nx − 1 and where the Rusanov flux takes the form

Fn
j+1/2 =

f(un
j ;β) + f(un

j+1;β)
2 −

Mn
j+1/2
2 (un

j+1 − un
j ), (3.18)

where Mn
j+1/2 = max{|fu(un

j ;β)|, |fu(un
j+1;β)|}.The CFL condition determines the magni-

tude of ∆t for a given ∆x through the constraint

CFL := ∆t
∆xM ≤ 1, M = max

u
|fu(u;β)|. (3.19)

ECDNS for (1.9)

We consider a discretization of the spatial domain [0, L] × [0, L] in terms of {xi}Nx−1
i=0 and

{yj}Ny−1
j=0 where xi = (1/2 + i)∆x for i = 0, . . . , Nx − 1 with ∆x = L/Nx, yj = (1/2 + j)∆y

for j = 0, . . . , Ny − 1 with ∆y = L/Ny. We use the same grid number in the X and Y
directions, i.e., Nx = Ny, denoted as Nxy, so ∆x = ∆y = ∆xy. Additionally, we consider
time lines {tn}Nt

n=0 with Nt∆t = T . Our discrete version of (1.9) is based on the Rusanov
scheme [4], which takes the form

un+1(xi, yj) = un(xi, yj) − λx(F x,n
i+1/2,j − F x,n

i−1/2,j)
− λy(Gy,n

i,j+1/2 −Gy,n
i,j−1/2),

un(x1, :) = un(x2, :), un(xNxy , :) = un(xNxy−1, :),
un(:, y1) = un(:, y2), un(:, yNxy ) = un(:, yNxy−1),

(3.20)

12
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with λx = λy = ∆t
∆xy and where i, j = 2, . . . , Nxy − 1 and the Rusanov fluxes take the form

F x,n
i+1/2,j = f(un(xi, yj)) + f(un(xi+1, yj))

2

−
Mn

i+1/2,j

2 (un(xi+1, yj) − un(xi, yj)),

Gy,n
i,j+1/2 = g(un(xi, yj)) + g(un(xi, yj+1)

2

−
Mn

i,j+1/2
2 (un(xi, yj+1) − un(xi, yj)).

(3.21)

We adopt a local estimation by using Mn
i+1/2,j = max{|f ′(un

i,j)|, |f ′(un
i+1,j)|} and Mn

i,j+1/2 =
max{|g′(un

i,j)|, |g′(un
i,j+1)|}. The CFL condition determines the magnitude of ∆t for a given

∆x, ∆y through the constraint

CFL := ∆t
min{∆x,∆y}(Mx +My) ≤ 1,

Mx = max
u

|fu(u)|, My = max
u

|gu(u)|.
(3.22)

ECDNS for (1.10)

We discretize the spatial domain [0, L] into Nx points {xi}Nx−1
i=0 , where xi = (1/2+ i)∆x for

i = 0, . . . , Nx − 1, and ∆x = L/Nx. Additionally, we consider a set of time steps {tn}Nt
n=0

with Nt∆t = T . To discretize (1.10), we use the Rusanov scheme [4], which can be written
as follows:

un+1
j = un

j − λ(Fn
j+1/2 − Fn

j−1/2) + λ(D+A
n
j+1/2 −D+A

n
j−1/2),

λ = ∆t
∆xu

n+1
1 = un+1

2 , un+1
Nx

= un+1
Nx−1,

(3.23)

with j = 2, . . . , Nx − 1 and Fn
j+1/2 and D+An

j+1/2 take the forms

Fn
j+1/2 =

f(un
j ) + f(un

j+1)
2 −

Mn
j+1/2
2 (un

j+1 − un
j ), (3.24)

and

D+A
n
j+1/2 =

A(un
j+1) −A(un

j )
∆x =

∫ un
j+1

0 a(z)dz − ∫ un
j

0 a(z)dz
∆x . (3.25)

We adopt a local estimation by using Mn
j+1/2 = max{|f ′(un

j )|, |f ′(un
j+1)|}. The CFL

condition determines the magnitude of ∆t for a given ∆x,

CFL := ∆t
∆x(M + 2K

∆x) ≤ 1, M = max
u

|f ′(u)|, K = max
u

a(u). (3.26)

3.2 GNNs

Recently, GNNs with encoder processor decoder architectures have emerged as fast and
precise alternatives to principled solvers for standard equations with regular solutions. In
this thesis, we test the performance of GNNs on conservation law problems. Herein, We
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use (3.27) as an example to demonstrate how to use GNNs to predict the solutions of
PDEs based on the observation data and parameters,

ut + βux = g(u), (3.27)

where x ∈ X, t ∈ [0, T ]. We discretize the region X into equally spaced points {xi}Nx
i=0

and the time T into {tk}Nt
k=0. The node ci corresponding to the position xi contains

the solution u(xi, tk) at the time tk. The edge lij between neighboring nodes xi and
xj carries the information to update u(xi), u(xj) for subsequent times. GNNs output
a new vector di = (d1

i ,d
2
i , ...d

K
i ) based on the last K solution values of node ci, i.e.,

(u(xi, tk−K+1), u(xi, tk−K+2), ...u(xi, tk)).
Encoder, denoted as ϵ, is multilayer perceptrons (MLPs), computing node embed-

ding. The node ci at the moment tk can be characterized by the last K solution values
(u(xi, tk−K+1), ..., u(xi, tk−1), u(xi, tk)), node position xi, current time tk, and parameters
βP DE . Herein, βP DE = (β) in (3.27). As shown in Fig. 3.2, the Encoder maps these
features into node embedding vector, i.e.,

fi = ϵ([u(xi, tk−K+1), ..., u(xi, tk−1), u(xi, tk), xi, tk,βP DE ]). (3.28)

Figure 3.2: Encoder.

Processor performs the message passing
Processor performs the message passing by updating the information mij on the edge

lij and the embedding vector fi of node ci using ϕ and ψ, respectively. Processor contains
M layers with intermediate graphs Gm, m = 1, 2, ...,M . The messaging process is shown
in Fig. 3.3.

Figure 3.3: Processor.
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• edge cj → ci message:

mij = ϕ(fi,fj , u(xi, tk−K+1) − u(xj , tk−K+1)
, ..., u(xi, tk) − u(xj , tk), xi − xj ,βP DE).

(3.29)

• node ci update:
fi = ψ(fi,

∑

j∈N(i)
mij ,βP DE), (3.30)

where N(i) holds the neighbors of node ci and ϕ and ψ are MLPs.
Decoder uses a shallow 1D convolutional network to output the K next timesteps

information increment di = (d(xi, tk+1), d(xi, tk+2), ..., d(xi, tk+K)) at grid node ci, as
shown in Fig. 3.4.

Figure 3.4: Decoder.

After getting the vector di from GNNs, we use it to update the next K solution values
of node ci as

u(xi, tk+l) = u(xi, tk) + (tk+l − tk)d(xi, tk+l) (3.31)

where 1 ≤ l ≤ K.
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Chapter 4

Research Contributions

The main contribution of this work is six articles where four of which have been published
whereas two of them are currently under review. In Paper I, we successfully addressed
the parameterized ODE problem using a combination of S-Net and Euler Methods. In
Paper II, we explored using GNNs—a subset of supervised methods—for conservation
law problems with discontinuous solutions but found the generalization performance of
GNNs is lacking. To enhance performance, in Paper III, we introduce ConsLaw-Net as
a core method for the one-dimensional scalar conservation law problem. Building on
ConsLaw-Net, Papers IV, V, and VI employ LRNN, Joint & Alternating equation training
strategies, and multiple S-Nets to address the one-dimensional scalar conservation law with
parameters, the two-dimensional version, and the one-dimensional variant with a diffusion
term, respectively. Fig. 4.1 shows the relationship between the various works and the
methods used.

Figure 4.1: The relationship between the various works and the methods used.
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4.1 Learning Parameterized ODEs from Data

In contemporary research, neural networks are being used to derive ODEs from observations.
Assume that ODEs take the following generic form, which is usually used to describe
some physical dynamics with different functions f(s, p, r, α, β, γ), g(s, p, r, α, β, γ) and
h(s, p, r, α, β, γ),





ds
dt = f(s, p, r, α, β, γ),
dp
dt = g(s, p, r, α, β, γ),
dr
dt = h(s, p, r, α, β, γ).

(4.1)

Here, s, p, and r are independent variables and α, β, and γ are parameters. In the scenario of
parameterized ODEs, we want to predict the system based on the new values of parameters.
However, parameterized ODEs pose a more significant challenge than non-parameterized
ODEs since the networks are required to understand the roles of the parameters, i.e., the
structure of the equations. We proposed a novel approach by combining S-Net with ODE
Solver to solve this issue. First, S-Net learns the structure of the parameterized ODEs
and then predicts the dynamics based on the new parameters with the new initial states.
Fig. 4.2 illustrates the time series generation process. Due to the ODE Solver, the system
state transitions from the previous time point to the subsequent one. In our approach,
S-Net serves as the ANN. To assess its performance, we compare our approach with a
widely used Ordinary Neural Network (O-Net) that directly learns and predicts ODEs. Our
numerical experiments demonstrate that our approach outperforms O-Net when applied to
the Lotka-Volterra and Lorenz equations.

Figure 4.2: Schematic diagram of the framework. Initial states s0, p0, r0 and parameters α, β, γ are fed
into the ANN model to predict the derivatives of s, p, and r with respect to time. These derivatives
combined with initial states s0, p0, r0 will be further fed into the ODE Solver to obtain the next state
s1, p1, r1, and so on. Finally we will get the trajectories of S = {s0, s1, . . . sT }, P = {p0, p1, . . . , pT } and
R = {r0, r1, . . . , rT }.
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4.2 Solving Nonlinear Conservation Laws of Partial Differ-
ential Equations Using Graph Neural Networks

Graph Neural Networks (GNNs) have recently been established as fast and accurate
alternatives for principled solvers when applied to standard equations with regular solutions.
There have been few investigations on GNNs implemented for complex PDEs with nonlinear
conservation laws. Herein, we explore GNNs to solve the following problem

ut + f(u, β)x = 0 (4.2)

where f(u, β) is the nonlinear flux function of the scalar conservation law, u is the main
variable, and β is the physical parameter. The main challenge of nonlinear conservation
laws is that solutions typically create shocks. We leverage GNNs with encoder processor
decoder structure to learn a fast-forward model that predicts solutions of PDEs. An
overview of the approach that we use is shown in Fig. 4.3. Our experiments demonstrate

Figure 4.3: The pipeline of the approach. For each node ci, at time point tk, the last K solutions
(u(xi, tk−K+1), ..., u(xi, tk−1), u(xi, tk)), position xi, current time tk, and equation parameters βP DE are
fed into GNNs. After the operators of Encoder, P rocessor and Decoder, we get the information increment
of this node ci at the next K time points: (d(xi, tk+1), d(xi, tk+2), ..., d(xi, tk+K)). Finally, we get solutions
of the next K time points by u(xi, tk+l) = u(xi, tk) + (tk+l − tk)d(xi, tk+l), 1 ≤ l ≤ K.

that the GNN models can predict accurately when the parameter β is within a specific
range. However, when the parameter deviates far from the value for training, the model’s
predictive performance drops sharply. Furthermore, the model is not very good at predicting
the discontinuity of the solutions. There will be numerous small fluctuations around the
discontinuity.

4.3 Learning the nonlinear flux function of a hidden scalar
conservation law from data

Nonlinear conservation laws are widely used in fluid mechanics, biology, physics, and
chemical engineering. However, deriving the nonlinear, unknown flux function f(u) of the
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following scalar conservation law is a significant and challenging problem,
ut + f(u)x = 0, x ∈ (0, L)

ux|x=0 = ux|x=L = 0,
u|t=0 = u0(x),

(4.3)

with u as the main variable. This identification is based on using observation data u(xj , ti)
on a spatial grid xj , j = 1, . . . , Nx at specified times ti, i = 1, . . . , Nobs. A main challenge
with (4.3) is that the solution typically creates shocks, i.e., one or several jumps of the
form (uL, uR) with uL ̸= uR moving in space and possibly changing over time such that
information about f(u) in the interval associated with this jump is sparse or not at all
present in the observation data. Secondly, the lack of regularity in the solution of (4.3)
and the nonlinear form of f(u) hamper the use of previous proposed PINN methods
where the underlying form of the sought differential equation is accounted for in the loss
function. The overall architecture of the method is shown in Fig. 4.4. There are two
parts involved, the generation of observed data based on the true flux function f(u) and
learning of the unknown flux function fθ(u) which is assigned the S-Net structure. We
proposed the method called ConsLaw-Net to circumvent this obstacle by approximating
the unknown conservation law (4.3) by an entropy satisfying discrete scheme where f(u) is
represented through a symbolic multi-layer neural network. Numerical experiments show
that the proposed method has the ability to uncover the hidden conservation law for a
wide variety of different nonlinear flux functions, ranging from pure concave/convex to
highly non-convex shapes. This is achieved by relying on a relatively sparse amount of
observation data obtained in combination with a selection of different initial data.

Figure 4.4: Schematic diagram of the framework.

4.4 Identification of the flux function of nonlinear conserva-
tion laws with variable parameters

The purpose of this work is to propose a method to identify the nonlinear flux function
f(u, β) with variable parameters of an unknown scalar conservation law

ut + f(u, β)x = 0, x ∈ (0, L)
u|t=0 = u0(x),
ux|x=0 = ux|x=L = 0,

(4.4)
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with u as the dependent variable and β as the parameter. Learning the flux function
with variable parameters, marked as f(u, β), is more challenging than identifying f(u;β)
for various fixed β since it requires an understanding of the relationship between the
variable u and parameter β as well. In this work, we couple the updated ConsLaw-Net to
LRNN to learn the functional form of the two variable function f(u, β). The framework
for our approach is shown in Fig. 4.5. We experimentally demonstrate that the upgraded
ConsLaw-Net integrated with LRNN is well-suited for learning tasks, achieving more
accurate identification than existing learning approaches when applied to problems that
involve general classes of flux functions f(u, β). In addition, We compare our method
with the GNNs method proposed in [65]. Experiments show that our method generates
relatively accurate predictions whereas this GNN does not seem to have a built-in capacity
to handle the problem (4.4) well.

Figure 4.5: Pipeline for our approach. There are two steps: 1⃝ using the improved ConsLaw-Net to learn
f(u; β) where β ∈ {β∗

0 , β∗
1 , ..., β∗

Nβ
}. We use the symbol β∗ to distinguish the values of β used in the first

step. The learned expression f(u; β∗
i ) in each subproblem i is referring to an equation with u as variable

but not β∗
i . 2⃝ Given the results of the first step, we first construct a collection of candidate models of

the two variable function f(u, β), and then use LRNN to obtain the coefficients of the selected candidate
model. If this candidate model can satisfy the error criterion, we will apply it to compute the solutions of
(4.4). Otherwise, we reselect the candidate model and repeat the process in the second step.

4.5 An alternating flux learning method for multidimen-
sional nonlinear conservation laws

In this work, we focus on the problem of learning the unknown nonlinear flux functions
from observations of the solution u of the two-dimensional scalar conservation law

ut + f(u)x + g(u)y = 0, (x, y) ∈ Ω = (0, L) × (0, L)
u|t=0 = u0(x, y),
ux|x=0 = ux|x=L = 0,
uy|y=0 = uy|y=L = 0.

(4.5)

Given by (4.5), u is defined as the main variable of space and time, and the goal is to find
analytical expressions for both f(u) and g(u), based on a set of observations u(xi, yj , tl) at
various time points tl. In addition to the lack of observational data due to the existence of
some discontinuous points in the solution of the studied problem, the problem is further
complicated by the need for high accuracy and the sparsity of useful information as the
dimension increases. Therefore, we find that a straightforward extension of the method
from the 1D to the 2D problem results in poor learning of the unknown f(u) and g(u).
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Relying on ideas from joint and alternating equations training, we design learning strategies
that enable accurate identification of the flux functions, even when 2D observations are
sparse. As is shown in Fig. 4.6, it involves an alternating flux learning approach where a
first set of candidate flux functions obtained from joint training is improved through an
alternating direction-dependent learning strategy. Numerical investigations demonstrate
that the method can effectively identify the true underlying flux functions f and g in the
general case when they are non-convex and unequal.

Figure 4.6: The framework based on Joint and Alternating Equations Training steps to learn our model.

4.6 Learning the flux and diffusion function for degenerate
convection-diffusion equations using different types of
observations

In this study, we investigate the identification of an unknown flux function and diffusion
function in a one-dimensional convection-diffusion equation,

ut + f(u)x = αA(u)xx, A(u) =
∫ u

0
a(v)dv, a(v) ≥ 0

u|t=0 = u0(x)
ux|x=0 = ux|x=L = 0

(4.6)

where x ∈ [0, L] arises in different applications such as sedimentation of particles in liquid
and various traffic flow types of problems. Here u = u(x, t) is the main variable which
depends on the position x and time t. The flux function f(u) represents the convective
transport whereas the diffusion function, denoted by A(u) =

∫ u
0 a(v)dv, is a function of u

that describes the diffusive transport. For a typical situation, we have a priori information
about the magnitude of the scaling factor α > 0 but not precise information about the
functional form of neither A(u) nor f(u). Our goal is to determine analytical expressions
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for both f(u) and A(u) using observational data of different types. We introduce an
updated ConsLaw-Net for learning the functional forms of both the flux function f(u)
and diffusion function A(u) in the degenerate convection-diffusion model (4.6). Going
beyond the reliance on the equation’s solution in terms of u(xj , ti) as observational data, we
investigate the same physical system from a distinct perspective. Specifically, we consider
a scenario where the system is made up of particles that follow the flow field as described
by u(x, t) governed by (4.6). That is, particle zj(t) is governed by

żj(t) = w(u(zj(t), t)), zj(t = 0) = x0
j

for a given function w(v). Using particle-based observational data, the proposed method
generates quite remarkable outcomes despite the fact that the number of observation data
points is much lower than the observations of u(x, t). In addition, we conduct a comparative
experiment using the piecewise affine functions method described in [18] replacing the
S-Net. The experimental results demonstrate the clear advantage of neural networks in
terms of effective and robust identification of the unknown functions f and A.
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Chapter 5

Conclusion and Future Work

In this thesis, we introduce some new ideas for addressing complex physics problems. We
present a unique framework merging the S-Net with an ODE Solver for identifying param-
eterized ODEs. The experiments validate the combined efficacy of the neural network and
numerical scheme in determining equations in unknown dynamic systems, leading to precise
state predictions. Additionally, we use the popular GNN approach, typically employed for
standard equations with regular solutions, to test the conservation law problem. Jump
points in these solutions create significant challenges due to incomplete information about
the unknown function. However, the GNN’s generalization performance fell short of our
expectations. The core part of this thesis is the introduction of ConsLaw-Net, integrating
the S-Net with an entropy-satisfying discrete scheme to address PDEs governed by the
scalar conservation law. We later devise a framework combining the updated ConsLaw-Net
with Linear Regression Neural Network to identify the conservation law’s functional form
with parameters. Understanding the flux function with variable parameters poses greater
challenges than without, as it demands insight into the relationship between the variable
and parameter. Additionally, we use joint and alternating equation strategies to train the
advanced ConsLaw-Net for two-dimensional conservation law issues, which demand high
accuracy amidst sparse valuable information. Finally, we present an enhanced ConsLaw-
Net to learn the flux function and diffusion function at the same time in the degenerate
convection-diffusion model, grounded on different types of observation data.

Physical discovery is a very ambitious and important field, and the approach of this
thesis is a preliminary study of some of the fundamental issues. As far as the proposed
method is concerned, there are still many areas that need to be further investigated:

a) There is a need for further testing on real-life data to what extent the proposed
framework can be used to identify underlying conservation laws. The research in
this thesis is based solely on synthetic data. Another interesting topic for further
research is how different types of observation data (depending on the experimental
system under consideration) might effect the learning. A first step in that direction
is taken in Paper VI where we explore the use of particle paths that are governed by
the solution of the hidden conservation law.

b) Find more flexible and less human-influenced components to replace S-Net. The
parsimony of the S-Net outcome is primarily built on empirical pruning of the net-
work weights, thus exhibiting sensitivity to user-defined network layers or even initial
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parameters. Monte Carlo tree search (MCTS) agent has been used to identify the
arithmetic expression of underlying physics in some studies [28, 29, 66]. It enables the
flexible representation of search space with customized computational grammars to
guide the search tree expansion. However, current work on MCTS mainly examines
the ODE problems. Can we attempt to apply the MCTS algorithm as an alternative
to S-Net for symbolic regression in ConsLaw-Net? Compared to S-Net, MCTS is able
to reduce the influence of human factors on the model results, but how to encode the
physical information into the selection policy to reduce the complexity of the tree
search is also a challenge.

c) Theoretical insights into the field of discovery for dynamic systems are essential for
future model designs. We verified experimentally that ConsLaw-Net succeeds in our
scenario while GNNs don’t. However, we haven’t identified the model features causing
this disparity. One direction of future work is to compare the difference between
ConsLaw-Net and GNNs from the training process and loss landscape. In addition,
the Frequency Principle proposed in [67] may be a useful tool for recognizing what
kind of information GNNs can capture.

d) Most current research focuses on solving equations in low-dimensional spaces (under
three dimensions). However, the solution manifold of parametric PDEs is frequently
high-dimensional. One of the challenges in studying problems in high-dimensional
space is the computational complexity. While deep learning can be used in this
manifold, to do so effectively, an adequately expressive basis is essential to capture its
features. A future research direction involves using more efficient learning strategies
to train existing models. In paper V, we explore the Joint and Alternating equations
training methods for problems in two-dimensional space.
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ABSTRACT In contemporary research, neural networks are being used to derive Ordinary Differential
Equations (ODEs) from observations. However, parameterized ODEs pose a more significant challenge
than non-parameterized ODEs since the networks are required to understand the roles of the parameters,
i.e., the structure of the equations. This paper proposes a novel approach by combining Symbolic Neural
Network (S-Net) with ODE Solver to solve this issue. First, S-Net learns the structure of the parameterized
ODEs and then predicts the dynamics based on the new parameters with the new initial states. To assess its
performance, we compare our approach with a widely used Ordinary Neural Network (O-Net) that directly
learns and predicts ODEs. Our numerical experiments demonstrate that our approach outperforms O-Net
when applied to the Lotka-Volterra and Lorenz equations.

INDEX TERMS Parameterized ordinary differential equations, neural networks, ODE solver.

I. INTRODUCTION
The combination of deep learning and differential equations
is a highly promising research direction. Deep learning can
help uncover the underlying differential equations governing
the behavior of many systems, such as electromagnetism,
aerodynamics, weather prediction, and geophysics. Dif-
ferential equation-guided network design can significantly
improve model interpretability and generalization perfor-
mance. The potential impact of this approach on scientific
discovery and innovation is immense.

Chen et al. [1] introduced Neural Ordinary Differential
Equations (NODEs), a new family of deep networks. They
used a neural network to parameterize the derivative of the
hidden state, serialized the neural network layers and param-
eters, and used the adjoint ODEmethod to optimize the neural
network instead of back-propagation, which saved memory.
Their work inspired research on variants of NODE meth-
ods, such as [2] and [3]. Other studies have also explored
the potential of neural networks to learn and solve differ-
ential equations. For example, Chen et al. [4] proposed the
Symplectic Recurrent Neural Network (SRNN) to capture
the dynamics of physical systems from regularly observed
data. Raissi et al. [5] introduced physics-informed neural net-

The associate editor coordinating the review of this manuscript and

approving it for publication was Derek Abbott .

works (PINNs) to solve data-driven solutions and data-driven
discovery problems of partial differential equations (PDEs).
Long et al. [6], [7] proposed PDE-Net, a feed-forward deep
network that predicts the dynamics of complex systems
and uncovers the underlying hidden PDE models. PDE-Net
implemented Symbolic Neural Network (S-Net) to learn the
structure of PDEs and demonstrated powerful learning abil-
ity. Similarly, [8], [9] also proved the competitive general-
ization capability of S-Net. These works show the potential
of deep learning in solving PDEs and discovering hidden
models.

Parameterized ODEs are a class of ODEs with solutions
that vary with parameters, representing multiple dynamics
specified by input parameter instances. They have been
extensively studied in computational science and engineering
domains, such as fluid dynamics and the ideal pendulum sys-
tem. In critical situations, computing high-fidelity solutions
of parameterized ODEs is necessary, either for numerous
input parameter instances or initial states. Data-driven meth-
ods have been used in recent years to estimate the evolution
of dynamical systems over time, including different initial
conditions [10] and system parameters [11]. To learn the
latent dynamics of complex dynamical processes in computa-
tional physics, Lee and Parish [11] proposed encoder-decoder
parameterized NODEs (PNODEs). Shimizu and Parish
[12] presented the windowed space-time least-squares
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Petrov-Galerkin method (WST-LSPG) for model reduction
of nonlinear parameterized dynamical systems. WST-LSPG
divides the time simulation into several windows and sequen-
tially minimizes the discrete-in-time residual within its own
unique low-dimensional space-time subspace. Lee and Trask
[13] introduced POUNODEs, a new variant of NODEs with
evolving model parameters. They modeled the evolution
using partition-of-unity networks, allowing for greater flex-
ibility in capturing the dynamics of complex systems.

To the best of our knowledge, the majority of existing
approaches for solving parameterized ODEs rely on black-
box methods, which employ neural networks directly to
simulate its behavior and make predictions. Our proposed
approach, on the other hand, aims to gain a deeper under-
standing of the underlying mechanics of the dynamic system
by first learning the structure of the ODEs. This understand-
ing enables us to predict the behavior of the dynamical system
more accurately and efficiently for new parameters and initial
states compared to black-box methods. The contributions of
this work are summarized as follows:

• Our proposed framework combines S-Net with an
ODE solver to learn parameterized ODEs. This novel
approach enables accurate and efficient modeling of the
dynamics of complex systems, even when the properties
of the governing equations vary across multiple input
parameters.

• To evaluate our approach, we compare its performance
with that of a baseline model, O-Net, which represents
a black-box approach. We empirically demonstrate the
advantages of our proposed framework in terms of both
accuracy and interpretability.

The remainder of this paper is organized as follows:
Section II presents related works. The considered parameter-
ized ODEs problem and the ODE Solver are briefly intro-
duced in Section III. Section IV illustrates the proposed
approach. We evaluate the performance of our method on two
case studies: the Lotka-Volterra Equation in Section V and
the Lorenz Lotka-Volterra Equation in Section VI. Finally,
in Section VII, we summarize our findings and discuss
potential avenues for future research.

II. RELATED WORK
Several studies have explored the use of Gaussian process
regression to develop tailored functional representations for
a given linear operator [14], [15], [16]. However, the local
linearization of nonlinear terms in time and prior assump-
tions of Gaussian process regression limit the representation
capacity of the model. Sparse regression, discussed in [17],
[18], [19], and [20], overcomes this limitation by developing
a dictionary of basic functions and partial derivatives that can
accurately represent the data using sparsity-promoting tech-
niques. However, the predictive and expressive capabilities
of the dictionary are restricted since the sparse regression
method necessitates predefining specific numerical approx-
imations for spatial differentiation.

Mesh-based simulations have recently shown significant
progress [21], [22], surpassing grid-based convolutional neu-
ral networks (CNNs) in terms of runtime and exhibiting
greater adaptivity to the simulation domain. While sev-
eral methods, such as AntisymmetricRNN [23] and the
continuous-time Gated Recurrent Unit with a Bayesian
update network [24], have leveraged the stability of underly-
ing differential equations to capture long-term dependencies,
they did not address the challenge of learning the expres-
sion of the equation to gain a deeper understanding of the
underlying mechanism behind the observed data. In another
work [25], the authors learned the unknown parameters of
the ODE system by constructing certain time-related features,
but this method did not address the expressiveness of the
equation.

III. KNOWLEDGE
In this section, we’ll define parameterized ODEs and dif-
ferentiate them from non-parameterized ODEs. Additionally,
we’ll introduce the ODE Solver, a crucial component in our
approach.

A. NON-PARAMETERIZED AND PARAMETERIZED ODES
Assume that ODEs take the following generic form, which
is usually used to describe some physical dynamics with
different functions f (s, p, r, α, β, γ), g(s, p, r, α, β, γ) and
h(s, p, r, α, β, γ),





ds
dt

= f (s, p, r, α, β, γ),
dp
dt

= g(s, p, r, α, β, γ),
dr
dt

= h(s, p, r, α, β, γ).

(1)

Here, we consider the nonlinear ODE system with indepen-
dent variables s, p, and r , and initial states s0, p0, and r0 at time
t0. The system also involves parameters α, β, and γ, where
t ∈ (0,T ] represents the time interval of interest.

In non-parameterized ODEs, parameters such as α, β, and
γ remain fixed during both model training and prediction,
whether they are known or unknown. Thus, we assume that
α = α1, β = β1, and γ = γ1, and denote the observations as:

Zfixed
=

{(
s(ti; s

j
0, p

j
0, r

j
0, α1, β1, γ1), p(ti; s

j
0, p

j
0, r

j
0, α1, β1,

× γ1), r(ti; s
j
0, p

j
0, r

j
0, α1, β1, γ1)

)∣∣∣∣i = 1, . . . ,Nobs,

× j = 1, . . . ,M} . (2)

The observations are denoted by a set of Nobs > 0 time
points, and the number of initial states is denoted by
M > 0. If (s∗0, p

∗

0, r
∗

0 ) ∈ {(sj0, p
j
0, r

j
0)|j = 1, . . .M},

we predict
(
s(t∗; s∗0, p

∗

0, r
∗

0 , α1, β1, γ1), p(t∗; s∗0, p
∗

0, r
∗

0 , α1,

β1, γ1), r(t∗; s∗0, p
∗

0, r
∗

0 , α1, β1, γ1)
)

at t∗ > tNobs . Other-
wise, we predict the dynamics at t∗ ∈ (0,T ]. The
non-parameterized ODEs problem has been widely studied
in [2], [3], and [4].
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FIGURE 1. Schematic diagram of the framework. Initial states s0, p0, r0 and parameters α, β, γ are fed into
the ANN model to predict the derivatives of s, p, and r with respect to time. These derivatives combined
with initial states s0, p0, r0 will be further fed into the ODE Solver to obtain the next state s1, p1, r1, and so
on. Finally we will get the trajectories of S = {s0, s1, . . . sT }, P = {p0, p1, . . . , pT } and R = {r0, r1, . . . , rT }.

Concerning the parameterized ODEs problem, the obser-
vation data

Zvariable
=

{(
s(ti; s

j
0, p

j
0, r

j
0, αk , βk , γk ), p(ti; s

j
0, p

j
0, r

j
0,

× αk , βk , γk ), r(ti; s
j
0, p

j
0, r

j
0, αk , βk , γk )

)∣∣∣∣i = 1,

× . . . ,Nobs, j = 1, . . . ,M , k = 1, . . . ,K } ,

(3)

is generated by different parameters (αk , βk , γk ) at some
specified time ti on different initial states (sj0, p

j
0, r

j
0). Here,

we define K > 0 as the number of parameters, Nobs > 0 as
the number of observation time points, and M > 0 as the
number of initial states.

In the scenario of parameterized ODEs, if (s∗0, p
∗

0, r
∗

0 ) ∈

{(sj0, p
j
0, r

j
0)|j = 1, . . .M} and (α∗, β∗, γ∗) ∈ {(αk , βk , γk )|

k = 1, . . .K }, we predict
(
s(t∗; s∗0, p

∗

0, r
∗

0 , α∗, β∗, γ∗), p(t∗;
s∗0, p

∗

0, r
∗

0 , α∗, β∗, γ∗), r(t∗; s∗0, p
∗

0, r
∗

0 , α∗, β∗, γ∗)
)
at t∗ >

tNobs . Otherwise, we predict the dynamics at t∗ ∈ (0,T ].
Parameterized ODEs find applications in various scenar-

ios. For instance, in [26], different parameters associated with
the ODEs represent distinct strategies for regulating cancer
tumor progression behavior. Given patient data describing the
evolution of a tumor, it would be advantageous to obtain the
functional form of the ODE system underlying this complex
system, both for the state variables and parameters. Subse-
quently, once we have constructed the functional form of the
ODE system using a neural network, we can directly compute
solutions of the ODE for new initial states and parameter sets.
Traffic flow problems represent another common application.
Changes in traffic flow over time at two specific locations x1,

x2 in a city can be modeled as




ds
dt

= f (s, p,w),
dp
dt

= g(s, p,w).
(4)

In this context, the number of cars at positions x1 and x2 are
represented by s and p, respectively, and the traffic flow
changes over time at these locations are modeled using func-
tions f and g. Here, t ∈ (0, 24] denotes a day for a cycle,
and the vector w represents external factors that influence
traffic conditions, such as weather, temperature, and so on.
We assume that the external factors w change daily, but the
expressions for f and g remain constant as the mechanism by
which each factor affects traffic flow remains the same. Once
we obtain the correct analytical formulas, we can accurately
predict the system.

This approach is effective for discrete chaotic maps,
using the Logistic map as an example. The Logistic map is
a straightforward, one-dimensional discrete-time dynamical
system characterized by the following equation:

xn+1 = γxn(1 − xn). (5)

Here, x is the state variable at time step n, and γ is a parameter.
We can employ the proposed method to learn the expression
on the right side of (5), which means that the input of the
S-Net consists of both γ and x.

B. ODE SOLVER
The ODE Solver, also known as a numerical integrator,
iterates a numerical scheme to obtain improved approxima-
tions of the solution. There exist works dedicated to design-
ing numerical integrators that produce more accurate solu-
tions [27], [28]. Typically, the ODE Solver is employed to
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approximate the true solution of the form dz
dt = F(z, t)

based on the initial state z0, where F(z, t) is a vector func-
tion. Considering the parameters are variable, parameters
α, β, and γ can not be embedded in F in our problem.
So F can be expressed in the form of F(z, t, α, β, γ) =

(f (z, t, α, β, γ), g(z, t, α, β, γ), h(z, t, α, β, γ)) and z(t; z0,
α, β, γ) ={s(t; z0, α, β, γ), p(t; z0, α, β, γ), r(t; z0, α, β,γ)}.

In this paper, we begin with Euler integrator [29], a popular
choice due to its simplicity, as demonstrated in previous
works [1], [2], [13]. Euler method also facilitates a fair com-
parison with black-box methods. Given the state zn at time
point tn = t0 + n1t , the state at the next time point can be
computed using the following formula:

zn+1 = zn + 1tF(zn, tn, α, β, γ). (6)

The time step size, denoted by 1t , is a crucial parameter
in numerical methods for solving ODEs. Specifically, Euler
method can generate unstable solutions for stiff ODE sys-
tems unless a very small 1t is employed, as noted in [30].
To maintain solution stability in our experiments, we metic-
ulously select an appropriate value for 1t . In Appendix A,
we present a rigorous proof of the convergence of Euler
method, which is essential for understanding the accuracy
of numerical solutions. Our approach can also be adapted
to learn unknown functions using semi-implicit solvers with
appropriate modifications. In Appendix B, we provide a brief
explanation of how to make the necessary adjustments to fit
semi-implicit solvers.

IV. OUR APPROACH
A. PIPELINE
We use initial states Z0 =

{
zj0|j = 1, . . . ,M

}
and parameters

W = {(αk , βk , γk )|k = 1, . . . ,K } for the training process.
Following the work [1], we let the right side of ODEs be a
parametric function Fθ (z, α, β, γ), where z = (s, p, r) and θ

is the vector of parameters of the neural network. After train-

ing, trajectories Ẑ =

{
ẑθ (ti; z

j
0, αk , βk , γk )

}Nobs

i=1
are generated

based on initial state zj0 ∈ Z0, parameters (αk , βk , γk ) ∈ W
and θ , i.e.,

ẑθ (ti; z
j
0, αk , βk , γk ) = ẑθ (ti−1; z

j
0, αk , βk , γk )

+ 1tFθ

(
ẑθ (ti−1; z

j
0, αk , βk , γk ),

× αk , βk , γk) , (7)

where i = 1, . . . ,Nobs.
Given a series of observationsZ =

{
z(ti; z

j
0, αk , βk , γk )|i ∈

{1, . . . ,Nobs}, j ∈ {1, . . . ,M}, k ∈ {1, . . . ,K }}, we esti-
mate the parameter θ by minimizing the error between the
observed trajectories Z and predicted trajectories Ẑ , denoted
as

Ldata =

Nobs∑

i=1

M∑

j=1

K∑

k=1

∥ẑθ (ti; z
j
0, αk , βk , γk )}

Algorithm 1 Algorithm for Solving the Parameter-
ized ODEs Problem
Input: Nobs: the number of observation time points;

Integrator: ODE Solver; Z0: initial state set; W :
parameter set; Fθ (s, p, r, α, β, γ): neural network;
θ0: initial parameters of neural network; Z : observed
trajectories of initial state Z0 and parameters W ;
nepochs: the number of epoch; 1t: time step; L: loss
function

Output: Ẑ : estimated trajectories of initial state Z0 and
parameters W ; Fθ∗ : the trained neural network

θ = θ0
for i = 1, . . . , nepochs do

Ẑ = []
for j = 1, . . . ,M do

Select one element (sj0, p
j
0, r

j
0) from Z0

for k = 1, . . . ,K do
Select one element (αk , βk , γk ) from W
for i = 1, . . . ,Nobs do

( dsdt ,
dp
dt ,

dr
dt ) =

Fθ (s
j
i−1, p

j
i−1, r

j
i−1, αk , βk , γk )

sji = integrator(sji−1, 1t,
ds
dt )

pji = integrator(pji−1, 1t,
dp
dt )

r ji = integrator(r ji−1, 1t,
dr
dt )

Add (sji, p
j
i, r

j
i ) to Ẑ .

end
end

end
Loss = L(Ẑ ,Z )
Update parameters θ based on Loss

end

− z(ti; z
j
0, αk , βk , γk )}∥2. (8)

Inspired by [7], we also add the regularization term LS-Net to
the loss function to avoid overfitting and enhance the gener-
alization capability of the model. LS-Net is defined as (9),

LS-Net =

∑

p∈θLS-Net

ls1(p), (9)

where ls1(x) =





|x| −
s
2
, if |x| > s

1
2s
x2, otherwise

and s = 0.001.

Ldata and LS-Net constitute the loss function L, that is

L = Ldata + LS-Net. (10)

Figure 1 provides a detailed illustration of how to generate
a trajectory based on the initial state z0 = (s0, p0, r0) ∈

Z0 and parameters (α, β, γ) ∈ W . Herein, we denote
si = s(ti; z0, α, β, γ), pi = p(ti; z0, α, β, γ) and ri =

r(ti; z0, α, β, γ) to represent the states of s, p and r at time
ti. Algorithm 1 illustrates the pipeline for solving the param-
eterized ODE problem. We back-propagate the loss and use
it to update the parameter θ , which allows us to obtain the
best θ∗. This value represents the ODE system and enables
us to predict the dynamics based on new initial states and
parameters.
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FIGURE 2. Schematic diagram of the O-Net. States of s, p, and r and
parameters of α, β,γ are the input vector. The input vector goes through a
four-layer network structure. Each layer has 512 units and a relu function.
There are three parts for ds

dt , dp
dt and dr

dt respectively after four layers. Each
part has two layers: the first layer has 512 units with the tanh activation
function, and the second layer outputs the derivatives of ds

dt , dp
dt and dr

dt .

Algorithm 2 O-Net
Input: s, p, r, α, β, γ ∈ R
Output: dsdt ,

dp
dt ,

dr
dt

y1 = relu(wT1 (s, p, r, α, β, γ)T + b1),
w1 ∈ R6×512, b1 ∈ R512×1;
y2 = relu(wT2 y1 + b2),
w2 ∈ R512×512, b2 ∈ R512×1

;

y3 = relu(wT3 y2 + b3),
w3 ∈ R512×512, b3 ∈ R512×1

;

y4 = relu(wT4 y3 + b4),
w4 ∈ R512×512, b4 ∈ R512×1

;

y51 = tanh(wT51y4 + b51),
w51 ∈ R512×512, b51 ∈ R512×1

;

y52 = tanh(wT52y4 + b52),
w52 ∈ R512×512, b52 ∈ R512×1

;

y53 = tanh(wT53y4 + b53),
w53 ∈ R512×512, b53 ∈ R512×1

;
ds
dt = wT61y51 + b61,w61 ∈ R512×1, b61 ∈ R;
dp
dt = wT62y52 + b62,w62 ∈ R512×1, b62 ∈ R;
dr
dt = wT63y53 + b63,w63 ∈ R512×1, b63 ∈ R;

B. ARTIFICIAL NEURAL NETWORKS:O-NET AND S-NET
In Algorithm 1, we can use any form of the neural net-
work, but we adopt the O-Net as our baseline, which is
commonly used for regression tasks without exploring the
underlying mechanism connecting inputs and outputs. How-
ever, to learn the combinations of different variables and
parameters, we design S-Net, inspired by [6], [7], [8], and
[9]. Unlike O-Net, S-Net first learns the analytic expression
of ODEs and then predicts the dynamics. Notably, S-Net has
no activation functions, and the most significant difference
between O-Net and S-Net is the mapping between units in
the layers.

1) O-NET
O-Net uses fully connected layers to learn the mapping from
low to high-dimensional space and uses activation functions
to learn the nonlinear relationship. Consider an O-Net with

four shared layers and two unique layers for ds
dt ,

dp
dt and

dr
dt , as illustrated in Figure 2. To better understand O-Net,
which is usually used for regression, we present a mathe-
matical description in Algorithm 2 showing how O-Net is
constructed.

O-Net is ineffective in solving variable parameters ODEs
problems as it fails to capture the role of parameters.
Although both parameters and variables are treated as input
features, they behave differently. Specifically, at each time
point, the input vector is (z, α, β, γ), where z changes over
time while (α, β, γ) do not. As a result, it is challenging for
α, β, γ to find appropriate weights in a fully connected neural
network, making it difficult for O-Net to effectively learn the
underlying dynamics of the system.

2) S-NET
S-Net possesses the ability to learn analytical expressions
that can generalize to new domains effectively. The primary
distinction between O-Net and S-Net lies in their layer-unit
mapping, where S-Net is designed to capture the interaction
between various variables and parameters efficiently. This is
accomplished through two types of transformations: identity
and linear combination maps, which enable S-Net to learn the
underlying dynamics of the system accurately.

As an example, consider a two-layer S-Net that aims to
learn the function f ∈ F in (1), as illustrated in Figure 3.
With the appropriate number of layers, S-Net can represent all
polynomials of the variables (s, p, r, α, β, γ). Herein, we only
use addition and multiplication operators in S-Net. If neces-
sary, we can add more operations to the S-Net to increase
the capacity of the network. To better understand S-Net,
we present an example in Algorithm 3 showing how S-Net
is constructed. Particularly, we illustrate the learning process
of αs− βr using S-Net in (11), (12), (13), (14) , and (15).

(δ1, ε1)T = w1 ×
[
s, p, r, α, β, γ

]T

=

[
1 0 0 0 0 0
0 0 0 1 0 0

]
×




s
p
r
α

β

γ




, (11)

f1 = δ1ε1 = αs, (12)

(δ2, ε2)T = w2 ×
[
s, p, r, α, β, γ, αs

]T

=

[
0 0 1 0 0 0 0
0 0 0 0 1 0 0

]
×




s
p
r
α

β

γ
αs




,

(13)

f2 = δ2ε2 = βr, (14)

w3 ×
[
s, p, r, α, β, γ, αs, βr

]T
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FIGURE 3. Schematic diagram of the S-Net. The identity map directly
transfers s, p, r , α, β, γ from input layer to the first hidden layer. The
linear combination chooses two elements remarked by δ1 and ε1 from
the input vector using w1 and b1. The expressions f1 = δ1ε1and f1 =

δ1
ε1

correspond to the multiplication and division of two elements,
respectively. We only implement the multiplication operation in this
work. Apart from s, p, r , α, β and γ gotten by the identity map, f1 will also
be input to the second hidden layer. Similar to the first hidden layer,
we get the further combination f2 = δ2ε2 by w2 and b2. Finally, we obtain
the analytic expression of function f . It is necessary to enforce the
sparsity of S-Net since it helps reduce overfitting and enables more
robust predictions.

=
[
0 0 0 0 0 0 1 −1

]
×




s
p
r
α

β

γ
αs
βr




= αs− βr . (15)

Our analysis of αs − βr reveals that the sparsity of S-Net
is a critical factor. Therefore, we introduced a regularization
term into the loss function to promote model sparsity, as dis-
cussed in section IV-A.

V. NUMERICAL STUDIES: LOTKA-VOLTERRA EQUATION
The Lotka-Volterra model is frequently used to describe the
dynamics of ecological systems where two species inter-
act. [31] shows that cannibalism has both positive and nega-
tive effects on the stability of the Lotka-Volterra predator-prey
model. It depends on the dynamic behaviors of the original
system.

In this section, we consider Lotka-Volterra Equation (16),
where different ecological systems have different parameters
of α, β, δ and γ and initial states of x0 and y0,





dx
dt

= αx − βxy,
dy
dt

= −δy+ γxy.
(16)

The Euler integrator simulates ground truth trajectories in
both training and testing stages with the time step 1t = 0.1,
which empirically meets the stability requirements. The train-
ing and testing data consist of 150 and 33 trajectories, respec-
tively, each of which starts from random initial state (x0, y0)
in the interval [0.6, 1.4] and parameters of (α, β, δ, γ) in the
interval ([1.0, 2.0], [0.5, 1.5], [2.5, 3.5], [0.5, 1.5]) respec-
tively. There is no overlap between the training and test data.

Algorithm 3 S-Net
Input: s, p, r, α, β, γ ∈ R
Output: F

(δ1, ε1)T = w1(s, p, r, α, β, γ)T + b1,
w1 ∈ R2×6, b1 ∈ R2×1;
f1 = δ1ε1;
(δ2, ε2)T = w2(s, p, r, α, β, γ, f1)T + b2,
w2 ∈ R2×7, b2 ∈ R2×1;
f2 = δ2ε2;
F = w3(s, p, r, α, β, γ, f1, f2)T + b3,
w3 ∈ R1×8, b3 ∈ R;

The performance of O-Net and S-Net could get improved
with a reasonable increase in the number of time points, i.e.,
Nobs, in the training data. We set four group experiments on
training data with Nobs = 10, 15, 20, and 25. If the number
of observation points is too large, it will also hurt the effec-
tiveness of the model. Once there are too many observations,
the accumulated error will be too large for one trajectory,
which is not conducive to model training. We train S-Net
with the L-BFGS optimizer [32] and use maximum iterations
of 30000, a batch size of 150. We train O-Net with ADAM
optimizer [33] for 5000 epochs using a batch size of 50, and a
learning rate of 5e-3. We predict trajectories based on various
initial states and parameters on t ∈ (0, 10].

A. RESULTS AND DISCUSSIONS
Our study shows that S-Net is able to effectively recover
the ODEs for the unknown variables of x and y, as well as
the parameters α, β, δ, and γ. We use the notation MNobs

to represent the model trained on training data with Nobs
time points. The results, summarized in Table 1, demonstrate
that we are able to accurately recover the terms of (16).
We observe that increasing the number of time points within a
specific range results in higher model accuracy. Specifically,
we find that when MNobs = 25, the coefficients of αx, βxy,
δy, and γxy match those of the true equation. Additionally,
we find that the terms not included in (16) have relatively
small coefficients.

To evaluate the ability of the models to generate
correct trajectories for new initial states and parame-
ters, we feed 33 testing trajectories into the well-trained
models and obtained predicted trajectories. Figure 4
shows the results of S-Net and O-Net with Nobs =

10, 15, 20, 25 for a specific test example (x0, y0, α, β, δ, γ) =

(0.71468, 1.01860, 1.10023, 1.17939, 2.78173, 1.18328).
We find that S-Net can accurately predict the trajectory in
the period of t ∈ [0, 801t] = (0, 8], but its accuracy
decreases when t ∈ (8, 10]. However, we observe that
increasing the number of time points used in the training
process improves the prediction of the S-Net of long-time
dynamics. Specifically, S-Net trained onMNobs = 25 predicts
with higher accuracy for t ∈ (8, 10] than S-Net trained on
MNobs = 10. On the other hand, O-Net performs poorly in all
four cases, even though it performs well in the early stages
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FIGURE 4. Lotka-Volterra: Testing results on (x0, y0, α, β, δ,γ) = (0.71468, 1.01860, 1.10023, 1.17939, 2.78173, 1.18328) by S-Net and
O-Net with time points 10, 15, 20 and 25 for the x-component (left) and y-component (right). In each plot, the horizontal axis indicates
the time of prediction in the interval (0, 1001t ] = (0, 10], and the vertical axis shows the values. The solid red line is the ground truth.
The blue and orange dashed lines show the O-Net and S-Net results, respectively.

FIGURE 5. Lotka-Volterra: Prediction errors of the O-Net(orange) and S-Net(green) with different training
time points 20 and 25. In each plot, the horizontal axis indicates the time of prediction in the interval
(0, 1001t ] = (0, 10], and the vertical axis shows the errors. The banded curves indicate the 25% − 100%
percentile of the relative errors among 33 test samples. The dark regions indicate the 25% − 75%
percentile of the relative error, which shows that S-Net performs significantly better than O-Net. The
upper row is for variable x and the bottom low is for variable y .

for a short period, its predictions often deviate significantly
from the actual trajectory. In some cases, O-Net even predicts
trends that are opposite to the actual situation. Therefore,
we conclude that S-Net has a stronger generalization ability
than O-Net.

We define the error between observations Z and predic-

tions Ẑ as ϵ =

√
||Z − Ẑ ||2. The error plots are shown in

Figure 5 for two different time points, 20 and 25. In both
cases, the error of O-Net is significantly larger than that of
S-Net. For example, in Figure 5(c), we can observe that the
error of O-Net sharply increases over time and soon reaches
500. In contrast, the error of S-Net increases at a relatively
slower rate and reaches a maximum of approximately 100.
Specifically, Table 2 shows the error of S-Net and O-Net for
different models. The error of O-Net can be five or six times

VOLUME 11, 2023 54903

41



Q. Li et al.: Learning Parameterized ODEs From Data

TABLE 1. Lotka-Volterra identification with different time points.

TABLE 2. MSE of S-Net and O-Net for equations of different models.

that of S-Net when MNobs is 10 or 25, respectively. Clearly,
S-Net performs significantly better than O-Net, suggesting
that proper discretization is crucial when the ODE structure
is unknown. Appendix C presents the findings of three other
cases using different models obtained byMNobs = 10, 15, 20,
and 25, respectively.

VI. NUMERICAL STUDIES: LORENZ EQUATION
In this section, we consider Lorenz Equations (17) where
different ecological systems have different parameters σ , ρ

and β and initial states x0, y0 and z0.




dx
dt

= σ (y− x),
dy
dt

= x(ρ − z) − y,
dz
dt

= xy− βz.

(17)

Both the training and testing data consist of 150 and 60 tra-
jectories, respectively, simulated by the Euler integrator with
a time step of 1t = 0.01. The initial states and parameters
are randomly selected from the intervals [0.8, 1.2], [0, 0.2],
[0, 0.3], [5, 15], [23, 33], and [2, 3], respectively, without
any overlap between the two sets. We conduct four group
experiments on the training data with different numbers of
time points: 4, 6, 10, and 20. For training S-Net, we use the

TABLE 3. Lorenz identification with different models.

L-BFGS optimizer with a maximum of 50,000 iterations and
a batch size of 150. For training O-Net, we use the ADAM
optimizer with a learning rate of 5e-3, a batch size of 100,
and 5,000 epochs. We predict trajectories for various initial
states and parameters on the time interval t ∈ (0, 1].

A. RESULTS AND DISCUSSIONS
Table 3 presents the capability of the trained S-Net to identify
the underlying ODE model, showing the top five terms of
coefficient weights recovered by S-Net with certain accuracy.
Notably, when MNobs = 20, the coefficients of σy, σx, and
xρ match those of the true equation with high precision.
The coefficients of the remaining four terms, namely xz, y,
xy, and βz, deviate only slightly from the true values, with
a maximum difference of 0.01. These results demonstrate
the effectiveness of S-Net in recovering the underlying ODE
model.

We evaluate the predictive performance of S-Net and
O-Net on (17) using 60 testing trajectories and obtain
corresponding predictions from the trained models. Fig-
ure 6 shows the results of S-Net and O-Net with Nobs =

4, 6, 10, 20 for a specific test example (x0, y0, z0, σ, ρ, β) =

(0.82841, 0.14785, 0.17099, 12.39551, 32.03720, 2.67205).
We predict the trajectories of x, y and z on t ∈ (0, 1001t] =

(0, 1] using the learned models. When MNobs = 4, both
O-Net and S-Net predictions are very poor. As the number
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FIGURE 6. Lorenz: Testing results on (x0, y0, z0, σ, ρ, β) = (0.82841, 0.14785, 0.17099, 12.39551, 32.03720, 2.67205) by S-Net and O-Net with time
points 4, 6, 10 and 20 for the x-component (left), y-component (middle) and z-component (right). In each plot, the horizontal axis indicates the time
of prediction in the interval (0, 1001t ] = (0, 1], and the vertical axis shows the values. The solid red line is the ground truth. The blue and orange
dashed lines show the O-Net and S-Net results, respectively.

FIGURE 7. Lorenz: Prediction errors of the O-Net(orange) and S-Net(green) with different training time points 4, 6, 10, and 20. In each
plot, the horizontal axis indicates the time of prediction in the interval (0, 1001t ] = (0, 1], and the vertical axis shows the errors. The
banded curves indicate the 25% − 100% percentile of the relative errors among 60 test samples and the dark regions indicate the
25% − 75% percentile of the relative error.

of time points increased, the performance of S-Net improve
significantly, but the performance of O-Net remain almost
unchanged, as shown in Figures 6(b), 6(c), and 6(d). Even
in the initial stages of each subfigure, O-Net was unable to
perform well.

The error plots for four different time points (4, 6, 10, and
20) are presented in Figure 7. In each case, O-Net exhibits

significantly larger errors than S-Net. For instance, consider
Figure 7(l). The error of O-Net increases sharply with time
and soon reaches 1400, while the error of S-Net increases
relatively slowly with time and reaches a maximum of about
100. Table 2 shows the errors of S-Net and O-Net of various
time points. The error of O-Net can be up to a thousand
times larger than that of S-Net. Clearly, S-Net outperforms
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FIGURE 8. Testing results on (x0, y0, α, β, δ,γ) ∈ {(1.03591, 0.71055, 1.64399, 0.73789, 2.63207, 0.58110), (1.34048, 1.08388, 1.29828, 1.44437,

3.24866, 0.58960), (1.39070, 1.15958, 1.20000, 1.01820, 3.32212, 0.93040)} by S-Net and O-Net with time points 10, 15, 20 and 25 for the x-component
(left) and y-component (right).

O-Net significantly. We provide the findings of two other
cases using different models obtained byNobs = 4, 6, 10, and
20, respectively, in Appendix D.

VII. CONCLUSION
Exploring parameterized ODEs is a broad area in computa-
tional science and engineering. Parameterized ODEs prob-
lems are particularly challenging to solve because the solu-
tions to these problems can vary with the parameters used.
Black-box methods offer some insights, but their general-
ization performance is often subpar due to a limited under-
standing of underlying mechanisms. To address this issue,
we propose a novel framework that combines the S-Net
with an ODE Solver to learn parameterized ODEs. Unlike
the black-box O-Net method that simply fits the observed
data, S-Net learns the expressions of the equations based on
the observed data. We use the Euler method as the ODE
Solver due to its simplicity. Experiments show the S-Net
framework surpasses the O-Net method in learning parame-
terized ODEs, evidenced by superior efficiency and accuracy
in tests involving the Lotka-Volterra and Lorenz Equations.

The proposed framework marks a significant advancement in
studying parameterized ODEs in computational science and
engineering.

However, there are several limitations to address in future
research. Firstly, the current version of S-Net only supports
basic operators such as addition, subtraction, and multi-
plication, which limits its application to complex systems.
To broaden its applicability, it is necessary to incorporate
more advanced operators such as division, trigonometric
functions, powers, and fractional calculation operators. Sec-
ond, enhancing simulation accuracy requires implementing
other ODE Solvers. Thirdly, the present approach is not
applicable to arbitrary order systems, which present a more
complex challenge. The combinatorial relationship between
variables and parameters must be known, and the observa-
tions are supplied based on the information on variables.
An additional step may be required to predict the number of
variables or parameters based on the current method. Finally,
while S-Net has proven resilient against noisy data in [9],
testing with real data is necessary to establish its applicability
to diverse domains.
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FIGURE 9. Testing results on (x0, y0, z0, σ, ρ, β) ∈ {(0.84731, 0.11332, 0.24186, 5.24679, 29.69917, 2.26212), (0.92617, 0.04462, 0.21900,

14.47371, 27.97391, 2.57754)} by S-Net and O-Net with time points 4, 6, 10 and 20 for the x-component (left), y-component (middle) and
z-component (right).

APPENDIX A
CONVERGENCE OF THE EULER METHOD
Our subsequent analysis establishes the convergence of the
Euler method when solving the initial-value problem of a
first-order differential equation, as stated in (18)





dy
dx

= f (x, y), x > x0,

y(x0) = y0.
(18)

Here, the unknown function is denoted by y(x), the known
function by f (x, y), and the initial data by y0.

Theorem 1: Assume the following one-step method cor-
responding to the initial value problem (18) be the p-order
accuracy

yn+1 = yn + hφ(xn, yn, h)

and the function φ satisfies the Lipschitz condition for y, i.e.,
∃L > 0,

|φ(x, y1, h) − φ(x, y2, h)| ≤ L|y1 − y2|, ∀y1, y2

and y0 = y(x0), then the one-step method is convergent and
y(xn) − yn = O(hp).
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Proof: Let en = y(xn) − yn, then

y(xn+1) = y(xn) + hφ(xn, y(xn), h) + Tn+1,

i.e.,

en+1 = en + h[φ(xn, y(xn), h) − φ(xn, yn, h)] + Tn+1.

Since the one-step method is the p-order accuracy, then
∃h0, 0 < h ≤ h0, satisfy |Tn+1| ≤ Chp+1 where C is a
constant. That is

|en+1| ≤ |en| + hL|en| + Chp+1
= α|en| + β,

where α = 1 + hL, β = Chp+1. So we can get

|en| ≤ α|en−1| + β ≤ α2
|en−2| + αβ + β

≤ α3
|en−3| + β(1 + α + α2) ≤ . . . ≤ . (19)

From the known conditions, we get

|en| ≤ exp (L(xn − x0))|e0| + ChpL−1(exp (L(xn − x0)) − 1)

= ChpL−1(exp (L(xn − x0)) − 1). (20)

From (20), we know when h → 0, then |en| → 0.

APPENDIX B
THE SEMI-IMPLICIT SOLVERS
Our approach can be adapted to learn unknown functions
utilizing semi-implicit solvers with suitable modifications.
For instance, consider the semi-implicit Euler method, which
can be employed for a pair of differential equations with the
form

dx
dt

= f (t, y),

dy
dt

= g(t, x), (21)

where f and g are unknown functions that we want to learn.
The semi-implicit Euler method produces an approximateÂ
discreteÂ solution by iterating

yn+1 = yn + g(tn, xn)1t,

xn+1 = xn + f (tn, yn+1)1t, (22)

where 1t is the time step. The difference with the standard
Euler method is that the semi-implicit Euler method uses yn+1
in the equation for xn+1, while the standard Euler method uses
yn. Given that the expressions for f and g are represented
by S-Nets, S-Netf and S-Netg, it is necessary to provide
them with known information. In the semi-implicit Euler
method, we use a positive time step to compute xn+1 from
yn+1 generated by S-Netg based on starting points x0, y0, that
is

xn+1 = xn + S-Netf (tn,S-Netg(tn, xn)1t). (23)

In this context, y is not utilized as an observable variable;
instead, it serves as a component to generate the observable
variable x. With this approach, as the expression for gmust be
learned through the x variable, we require additional observa-
tions on the x variable and no longer need observations on the
y variable.

APPENDIX C
LOTKA-VOLTERRA
In Figure 8, we present the outcomes of three distinct models
obtained by utilizing Nobs = 10, 15, 20, and 25, respec-
tively. The rows indicate the prediction results of the dif-
ferent models for three test samples. The first two columns
in each row demonstrate the evolution of the two vari-
ables x and y for the first test sample (x0, y0, α, β, δ, γ) =

(1.03591, 0.71055, 1.64399, 0.73789, 2.63207, 0.58110).
The center two columns illustrate the changes in the variables
x and y over time for the second test sample (x0, y0, α, β, δ, γ)
= (1.34048, 1.08388, 1.29828, 1.44437, 3.24866, 0.58960).
Finally, the last two columns show how the variables x and y
varied over time for the third test sample (x0, y0, α, β, δ, γ) =

(1.39070, 1.15958, 1.20000, 1.01820, 3.32212, 0.93040).
Each subplot displays the time of prediction on the horizontal
axis within the interval (0, 1001t] = (0, 10], while the ver-
tical axis indicates the corresponding values. The solid red
line represents the ground truth, while the orange and blue
dashed lines show the O-Net and S-Net prediction results,
respectively. Notably, within a specific range, the prediction
accuracy of the model increases with a higher number of
observation points used to train the model.

APPENDIX D
LORENZ
In Figure 9, we present the outcomes of two examples
utilizing distinct models derived from Nobs = 4, 6, 10, and
20, respectively. Each row represents the prediction results of
different models on two test samples. The first three columns
of each row demonstrate the progression of the three variables
x, y, and z for the first test sample (x0, y0, z0, σ, ρ, β) =

(0.84731, 0.11332, 0.24186, 5.24679, 29.69917, 2.26212),
while the last three columns depict how the three vari-
ables x, y, and z evolve over time for the third test
sample (x0, y0, z0, σ, ρ, β) = (0.92617, 0.04462, 0.21900,
14.47371, 27.97391, 2.57754). Each plot shows the predic-
tion time in the interval (0, 1001t] = (0, 1] on the horizontal
axis and the corresponding values on the vertical axis. The
solid red line in each subplot represents the actual ground
truth, while the orange and blue dashed lines show the
O-Net and S-Net prediction results, respectively. Notably, the
prediction accuracy of the model improves with an increase
in the number of observation points used to train the model.
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Abstract

Nonlinear Conservation Laws of Partial Differen-
tial Equations (PDEs) are widely used in differ-
ent domains. Solving these types of equations is
a significant and challenging task. Graph Neural
Networks (GNNs) have recently been established as
fast and accurate alternatives for principled solvers
when applied to standard equations with regular
solutions. There have been few investigations on
GNNs implemented for complex PDEs with non-
linear conservation laws. Herein, we explore GNNs
to solve the following problem

ut + f(u, β)x = 0 (∗)

where f(u, β) is the nonlinear flux function of the
scalar conservation law, u is the main variable, and
β is the physical parameter. The main challenge of
nonlinear conservation laws is that solutions typi-
cally create shocks. That is, one or several jumps
in the form (uL, uR) with uL ̸= uR moving in space
and probably changing over time such that infor-
mation about f(u) in the interval associated with
this jump is not present in the observation data.
We demonstrate that GNNs could achieve accurate
estimates of PDEs solutions based on new initial
conditions and physical parameters within a spe-
cific parameter range.

∗Corresponding Author: qing.li@uis.no
§The authors contributed equally to this work.

1 Introduction

Machine learning methods have been widely used
to solve PDEs in science and engineering, for exam-
ple, aerodynamics [16, 3], electromagnetism [13],
geophysics [17] and weather prediction [1], etc.
According to [18, 7, 14, 10], GNNs have re-
cently been introduced and made much progress
in this area, offering faster runtimes than princi-
pled solvers. Compared to grid-based convolutional
neural networks(CNNs) [20, 21], GNNs demon-
strated better adaptivity in the simulation scenar-
ios [22, 2, 5]. However, most currently published
papers use GNNs to resolve PDEs with regular so-
lutions, such as the Wave equation, the Poisson’s
equation, and the Navier-Stokes equations. These
tests have demonstrated that GNNs can resolve
these partial differential equations with high effi-
ciency and precision. How would GNNs perform if
we try to use it in the context of nonlinear conser-
vation laws?

In this paper, we implement GNN variants to
solve PDEs with nonlinear flux function f(u, β)
that is involved in general scalar nonlinear con-
servation laws. We restrict to the one-dimensional
case given by

ut + f(u, β)x = 0 (1)

where u = u(x, t) is the main variable and β is
a parameter of a physical phenomenon. We train
GNNs based on observation data u(xj , ti, βk) on a
spatial grid xj , j = 1, . . . , Nx at specified times
ti, i = 1, . . . , Nobs with some specific parameters
βk, k = 1, . . . , Nβ . Using learned GNNs, we pre-
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dict the solutions of Eq. (1) given new values of
parameter β and initial state u0.

Figure 1: Left: Example of nonlinear flux func-

tion f(u) = u2

u2+(1−u)2 (blue curve). Upper concave

envelope (brown curve) and lower convex envelope
(green curve) are also included. Right: The so-
lution of Eq. (1) at time T = 0.5 is shown (red
solid curve) together with its initial data u0(x) (red
dashed line).

Compared to equations with regular solutions,
Eq. (1) has some characteristics that make it more
challenging to solve. Typically, Eq. (1) generates
shock wave solutions u(x, t) in finite time, i.e., so-
lutions that contain one or more discontinuities ex-
pressed as a jump (uL, uR) with uL ̸= uR, though
the initial value u0(x) is smooth [8, 6]. In par-
ticular, the specific form of f(u) in the interval
[min(uL, uR),max(uL, uR)] is not used in the con-
struction of the entropy solution, only the slope

s = f(uL)−f(uR)
uL−uR

. As jumps arise and disappear
in the solution over the period for which observa-
tion data is collected, the data may lack informa-
tion about f(u). This situation is illustrated in
Fig. 1. In the left panel, we plot the flux function
f(u) = u2/(u2 + (1 − u)2). In the right panel, the
entropy solution is shown after a time T = 0.5. At
the time t = 0, the initial data u0(x) involves one
jump at x = 0 and another at x = 1. The initial
jump at x = 0 is instantly transformed into a solu-
tion that is a combination of a continuous wave so-
lution (rarefaction wave) and a discontinuous wave
(uL, uR) ≈ (0.3, 1.0), as dictated by the lower con-
vex envelope shown in the left panel (green curve)
[8]. Similarly, the initial jump at x = 1 is trans-
formed into a solution that is a combination of a
continuous wave solution (rarefaction wave) and a
discontinuous wave (uL, uR) ≈ (0.7, 0), by the up-
per concave envelope illustrated in the left panel

(brown curve) [8]. From this example, we see that
we have no observation data that directly can re-
veal the shape of f(u) in the interval u ∈ [0.3, 0.7]
(approximately).

2 Related Works

Several machine learning approaches are proposed
to solve the PDEs. Raissi et al. [15] introduced
the physics informed neural networks (PINNs) for
solving solutions of PDEs and learning the param-
eters in PDEs. However, the neural network meth-
ods struggle to learn the nonlinear hyperbolic PDE
that governs two-phase transport in porous me-
dia [4]. They experimentally indicated that this
shortcoming of PINNs for hyperbolic PDEs is not
due to the specific architecture or to the choice of
the hyperparameters, but rather to the lack of reg-
ularity in the solution. Long et al. [11, 12] pro-
posed a PDE-Net that combines numerical approx-
imations of differential operators and a symbolic
multi-layer neural network. They employed convo-
lutions to approximate differential operators and
deep networks to approximate the nonlinear re-
sponse. However, in our case, f(u)x can not be
written by f ′(u)ux as f(u) is not in general a dif-
ferentiable function in our problem. Recently, more
and more GNNs methods are being used to solve
PDE problems. Gao et al. presented a novel dis-
crete PINN framework based on Graph Convolu-
tional Networks (GCNs) and the variational struc-
ture of PDEs in [5]. This framework could solve for-
ward and inverse PDEs in a unified manner. Zhao
et al. used GNNs in conjunction with autodecoder
style priors to tackle PDE-constrained inverse prob-
lems [22]. In [2], authors combined GNNs with
some classical numerical methods, such as finite
differences, finite volumes, and WENO schemes to
solve PDEs problems. They experimentally proved
that this method has fast, stable, and accurate per-
formance across different domain topologies on var-
ious fluid-related flow problems. However, these
current works mainly use GNNs on some typical
equations with regular solutions. Several complex
equations with discontinuous solutions still need to
be researched. In a recent work [9], we intro-
duced a framework coined ConsLaw-Net that com-
bines a symbolic multi-layer neural network and an
entropy-satisfying discrete scheme to learn the non-

2

52



Figure 2: The pipeline of the approach. For
each node ci, at time point tk, the last K solu-
tions (u(xi, tk−K+1), ..., u(xi, tk−1), u(xi, tk)), posi-
tion xi, current time tk, and equation parameters
βPDE are fed into GNNs. After the operators of
Encoder, Processor andDecoder, we get the infor-
mation increment of this node ci at the nextK time
points: (d(xi, tk+1), d(xi, tk+2), ..., d(xi, tk+K)). Fi-
nally, we get solutions of the next K time points by
u(xi, tk+l) = u(xi, tk) + (tk+l − tk)d(xi, tk+l), 1 ≤
l ≤ K.

linear, unknown flux function f(u) without param-
eter β.

3 Method

3.1 Graph Neural Networks (GNNs)

In this paper, we leverage GNNs with encoder pro-
cessor decoder structure to learn a fast-forward
model that predicts solutions of PDEs. We model
the domain X as a graph G = (V, E) with node
ci ∈ V, edges lij ∈ E . The features of node ci are
remarked by fi ∈ Rc and the edges lij define local
neighborhoods. An overview of the approach that
we use is shown in Fig. 2.

Encoder Encoder computes node embed-
dings. For each node ci, the operator of
Encoder maps the last K solution values
(u(xi, tk−K+1), ..., u(xi, tk−1), u(xi, tk)), node posi-
tion xi, current time tk, and equation parameters

βPDE to node embedding vector

fi =ϵ([u(xi, tk−K+1), ..., u(xi, tk−1), u(xi, tk)

, xi, tk,βPDE ])
(2)

where ϵ representing the operator of Encoder.
Processor Processor contains M layers with

intermediate graphs Gm, m = 1, 2, ...,M . Eq. (3)
and Eq. (4) is the messaging of edges and the
information update of node ci, respectively.

• edge cj → ci message:

mm
ij = ϕ(fm

i ,fm
j , u(xi, tk−K+1)− u(xj , tk−K+1)

, ..., u(xi, tk)− u(xj , tk), xi − xj ,βPDE)

(3)

• node ci update:

fm+1
i = ψ


fm

i ,
∑

j∈N(i)

mm
ij ,βPDE


 (4)

where N(i) holds the neighbors of node ci, and ϕ
and ψ are multilayer perceptrons (MLPs). Using
relative positions xi − xj can be justified by the
translational symmetry of the PDEs we consider.
Solution differences ui−uj make sense by thinking
of the message passing as a local difference opera-
tor, like a numerical derivative operator.
Decoder After Processor, we use a shal-

low convolutional network to output the K next
timesteps information increment at grid point
xi ∈ X. The result is a new vector di =
(d(xi, tk+1), d(xi, tk+2), ..., d(xi, tk+K)) with each
element d(xi, tk+l), 1 ≤ l ≤ K corresponding to
different time point tk+l.
Readout After GNNs with the structure of en-

coder processor decoder, we get solutions of the
next K time points by

u(xi, tk+l) = u(xi, tk) + (tk+l − tk)d(xi, tk+l) (5)

where 1 ≤ l ≤ K.

3.2 Data Generator

We investigate a discretization of the spatial do-
main [0, L] in terms of {xi}Nx−1

i=0 where xi = (1/2+
i)∆x for i = 0, . . . , Nx − 1 with ∆x = L/Nx.

3
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Algorithm 1: CFL

Input: L: length of the spatial domain; Nx:
the number of spatial grid cells;
f(u): the nonlinear flux function; T :
computational time period;

Output: ∆t: local time interval

Function CFL(L,Nx, f(u), T):
∆x = L/Nx

M = max
u

|f ′(u)|
dt = ( 34∆x)/(M + 0.0001)
n time = ⌊T/dt⌋
∆t = T/n time
return ∆t;

End Function

Furthermore, we consider time lines {tn}Nt
n=0 with

Nt∆t = T . The discretization of Eq. (1) is based
on the Rusanov scheme [8] which is expressed as

un+1
j = un

j − λ(Fn
j+1/2 − Fn

j−1/2), λ =
∆t

∆x
,

un+1
1 = un+1

2 , un+1
Nx

= un+1
Nx−1

(6)

with j = 2, . . . , Nx − 1 and the Rusanov flux takes
the form

Fn
j+1/2 =

f(un
j ) + f(un

j+1)

2

−
max{|f ′(un

j )|, |f ′(un
j+1)|}

2
(un

j+1 − un
j ).

The Courant–Friedrichs–Lewy(CFL) condition [8]
determines the magnitude of ∆t for a given ∆x.
We detail the CFL condition in Algorithm 1. We
illustrate how to learn the solution U = {u(xj , t

n)}
of the discrete conservation law Eq. (6) in Algo-
rithm 2.

4 Experiments

Experiment Setup
In this section, we study a class of nonlinear con-
servation laws that are naturally from the prob-
lems where one fluid is displaced by another fluid
in a vertical domain. The displacement process
involves a balance between buoyancy and viscous

Algorithm 2: DataGenerator

Input: T : computational time period; Nx:
the number of spatial grid cells; L:
length of the spatial domain;
u0 = {u0(xj)}Nx

j=1: initial state set of
dimension Nx; f(u): the flux
function;

Output: U = {un
j }: the solution based on

initial state u0;

∆t = CFL(L, Nx, f(u), T )
∆x = L/Nx

U [0] = u0

ũ = u0

for n = 1,...,T/∆t do
for j = 1,...,Nx - 1 do

Fj+1/2 = 1
2 (f(ũj) + f(ũj+1))−

max{|f ′(ũj)|,|f ′(ũj+1)|}
2 (ũj+1 − ũj)

end
for j = 2,...,Nx - 1 do

uj = ũj − ∆t
∆x

(
Fj+1/2 − Fj−1/2

)

end
u1 = u2

uNx = uNx−1

ũ = u
U [i] = u

end

Figure 3: Flux function Eq. (7).

forces. Depending on the properties of the used flu-
ids, there could be various displacement processes.
One can derive a family of flux functions f(u, β) in

4
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(a) β = −252 in flux function (7). Solutions of (1) based on initial state u0 =

{
0.5, if x ∈ [2.575, 4.3]

0.0, otherwise
.
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(b) β = 264 in flux function (7). Solutions of (1) based on initial state u0 =

{
0.88, if x ∈ [4.675, 6.4]

0.0, otherwise
.
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(c) β = 360 in flux function (7). Solutions of (1) based on initial state u0 =

{
0.86, if x ∈ [2.675, 4.4]

0.0, otherwise
.

Figure 4: Solutions of (1) based on different initial states and values of β at time point t = 0.8, 1.2, 1.6
and 2.0, respectively. In each subplot, the solid red line is the true solution obtained by Algorithm 2,
and the blue dashed line is the solution predicted by the trained GNNs.

Eq. (1) which takes the form [19]

f(u, β) =
1

2
u(3−u2)+

β

12
u2

(
3

4
− 2u+

3

2
u2 − 1

4
u4

)
,

(7)

where the parameter β ∈ (−400, 400) represents
the balance between gravity (bouyancy) and vis-
cous forces. We study the solution of Eq. (1) at
t ∈ [0, 2] in x ∈ [0, 10]. As shown in Fig. 3, dif-
ferent values of β result in different types of flux
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(a) β = −172 in flux function (7). Solutions of (1) based on initial state u0 =

{
0.88, if x ∈ [4.675, 6.4]
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(b) β = 192 in flux function (7). Solutions of (1) based on initial state u0 =

{
0.74, if x ∈ [3.55, 5.275]

0.0, otherwise
.
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(c) β = 336 in flux function (7). Solutions of (1) based on initial state u0 =

{
0.76, if x ∈ [2.475, 4.2]

0.0, otherwise
.

Figure 5: Solutions of (1) based on different initial states and values of β at time t ∈ [0.0, 2.0]. The left
subplot is the real solutions of Eq. (1). The middle subplot is the solutions generated by GNNs, and the
right subplot is the error of real and predicted u(x, t).
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functions.
We use Algorithm 2 to generate 500 samples with

different values of β and initial states. The values
of β are randomly selected from (0, 300) and initial
states are from [0.0, 1.0]. We consider the obser-
vation in terms of x-dependent data at fixed times
{t∗i }Nobs

i=1 extracted from the solution U as follows:

Usub =
{
u(xj , t

∗
1), u(xj , t

∗
2), . . . , u(xj , t

∗
Nobs

)
}

(8)

where j = 1, . . . , Nx, Nx = 400 with ∆x = 0.025
and Nobs = 250 with ∆tobs = 0.008.

For training, we split Usub into five parts of
length 50 in terms of time. Values of u(x) for the
first 25 time points are used to predict u(x) for the
following 25 time points, i.e., K = 25 in Eq. (5). In
the testing, we use the first stage, which contains 25
time points of u(x) to predict the solutions of the
second stage, and then predict u(x) at the third
phase based on the predicted value of the second
stage. This process is repeated until T = 2.

Results and discussions

The total number of trainable parameters is
0.28M. We set epoch = 30 and divide the 100 test
samples into three groups according to β, (i)G1:
50 examples with β ∈ (−400, 0), (ii)G2: 30 exam-
ples with β ∈ (0, 300),(iii)G3: 20 examples with
β ∈ (300, 400).

We randomly select one sample β =
−252, 264, 360 from each group. Fig. 4 displays the
exact and predicted u(x, t) of these selected exam-
ples with x ∈ [0, 10] at time t = 0.8, 1.2, 1.6, 2.0.
All the examples show that the error between exact
and predicted values of u(x) increases with time.
Notably, the model cannot predict the underlying
trend at t = 1.6 and t = 2.0 on the case selected
from G1. While, it performs very well on G2 and
G3. The result is also reflected in Table 1 that
counts MSE of G1, G2, G3. The MSE of G1 is 10
times higher than the MSE of G2 and G3.

Fig. 5 shows another set of samples from G1, G2,
G3 with x ∈ [0, 10) and t ∈ [0.4, 2.0]. When the
solution fluctuates, the model is prone to large pre-
diction errors. This phenomenon is also reflected
in Fig. 4. This phenomenon is probably related to
the discontinuity of the solutions of 1.

Experimental results show that the model can
predict more accurately when β is within a specific

Group G1 G2 G3

MSE 0.0268 0.004 0.0015

Table 1: The value of MSE for each group. We
calculate MSE of the true and predicted u(x, t) of
all samples with x ∈ [0, 10] and t ∈ [0.4, 2.0]in each
group.

range. However, when β deviates too much from
that used for the training model, the model’s pre-
dictive power is significantly reduced.

5 Conclusion

In this work, we apply GNNs to solve PDEs, which
are unique since their solutions usually contain
shocks. Our experiments demonstrate that the
GNN models can predict accurately when the pa-
rameter β is within a specific range. However,
when the parameter deviates far from the value
for training, the model’s predictive performance
drops sharply. Furthermore, the model is not very
good at predicting the discontinuity of the solu-
tions. There will be numerous small fluctuations
around the discontinuity. One of our future work
directions is to explore how to improve GNN’s be-
havior when handling discontinuous solutions or de-
velop new methods to deal with PDEs containing
shocks.
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Abstract: Nonlinear conservation laws are widely used in fluid mechanics, biology, physics, and
chemical engineering. However, deriving such nonlinear conservation laws is a significant and
challenging problem. A possible attractive approach is to extract conservation laws more directly
from observation data by use of machine learning methods. We propose a framework that combines
a symbolic multi-layer neural network and a discrete scheme to learn the nonlinear, unknown flux
function f (u) of the scalar conservation law

ut + f (u)x = 0 (∗)

with u as the main variable. This identification is based on using observation data u(x j, ti) on a spatial
grid x j, j = 1, . . . ,Nx at specified times ti, i = 1, . . . ,Nobs. A main challenge with Eq (∗) is that the
solution typically creates shocks, i.e., one or several jumps of the form (uL, uR) with uL , uR moving in
space and possibly changing over time such that information about f (u) in the interval associated with
this jump is sparse or not at all present in the observation data. Secondly, the lack of regularity in the
solution of (∗) and the nonlinear form of f (u) hamper use of previous proposed physics informed neural
network (PINN) methods where the underlying form of the sought differential equation is accounted
for in the loss function. We circumvent this obstacle by approximating the unknown conservation law
(∗) by an entropy satisfying discrete scheme where f (u) is represented through a symbolic multi-layer
neural network. Numerical experiments show that the proposed method has the ability to uncover
the hidden conservation law for a wide variety of different nonlinear flux functions, ranging from pure
concave/convex to highly non-convex shapes. This is achieved by relying on a relatively sparse amount
of observation data obtained in combination with a selection of different initial data.

Keywords: nonlinear conservation law; flux function; machine learning method; discrete scheme;
entropy condition
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1. Introduction

1.1. Background

Inspired by the vigorous development of AI and big data technology in recent decades, researchers
currently pay much attention to deriving partial differential equations (PDEs) based on neural
networks combined with observation data. Earlier attempts on data-driven discovery of hidden
physical laws include [1] and [2]. They used symbolic regression to learn multiple models from basic
operators and operands to explain observed behavior and then chose the best model from candidate
models by the advantage of new sets of initial conditions. In the more recent studies of [3–5], authors
employed Gaussian process regression [6] to devise functional representations that are tailored to a
given linear differential operator. They were able to accurately infer solutions and provide uncertainty
estimates for several prototype problems in mathematical physics. However, local linearization of any
nonlinear term in time and certain prior assumptions of the Bayesian nature of Gaussian process
regression limit the representation capacity of the model. Other researchers represented by [7–10]
have proposed an approach using sparse regression. They constructed a dictionary of simple functions
and partial derivatives that were likely to appear in the unknown governing equations. Then, they took
advantage of sparsity promoting techniques to select candidates that most accurately represent the
data. Raissi et al., [11] introduced physics informed neural network (PINN) for solving two main
classes of problems: data-driven solution and data-driven discovery of partial differential equations.
They suggested that if the considered PDE is well-posed and its solution is unique, then the PINN
method is capable of achieving good predictive accuracy given a sufficiently expressive neural
network architecture and a sufficient number of collocation points. The method was explored for
Schrödinger equation, Allen-Cahn equation, and Korteweg-de Vries (KdV) in one dimension (1D)
and Navier-Stokes in two dimensions (2D). However, the neural network methods struggle in learning
the nonlinear hyperbolic PDE that governs two-phase transport in porous media [12]. They
experimentally indicate that this shortcoming of PINN for hyperbolic PDEs is not related to the
specific architecture or to the choice of the hyperparameters but is related to the lack of regularity in
the solution. Long et al., [13, 14] proposed a combination of numerical approximation of differential
operators by convolutions and a symbolic multi-layer neural network for model recovery. They used
convolutions to approximate differential operators with properly constrained filters and to
approximate the nonlinear response by deep neural networks. Models that are explored include
Burgers equation

ut + λ1u · ∇u = λ2∆u (1.1)

where the constant parameters λ1 and λ2 must be learned. Moreover, the advection-diffusion equation

ut + k(x) · ∇u = λ2∆u (1.2)

was also considered. Herein, the parameter λ2 is known whereas k(x) = (a(x), b(x))> is the unknown
space-dependent coefficient to be learned. Furthermore, the diffusion-reaction problem given by Eq
(1.3),

ut = λ2∆u + g(u) (1.3)

where g(u) is unknown and must be found by means of the observation data, was also successfully
demonstrated.
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In this work we focus on the problem of learning the unknown nonlinear flux function f (u) that is
involved in the general scalar nonlinear conservation law, here restricted to the one-dimensional case,
given by Eq (1.4)

ut + f (u)x = 0 (1.4)

where u = u(x, t) is the main variable. Burgers equation (1.1) amounts to the case with flux function
f (u) = λ1

2 u2 in Eq (1.4). Hence, the main challenge in Eq (1.4) is that the flux function f (u), which
is a nonlinear function of u, itself is unknown and there is no viscous term in the form uxx that can
regularize the solution.

1.2. Problem statement and novelty

The learning of the nonlinear flux function f (u) in Eq (1.4) involves several new aspects as
compared to the other PDE models Eqs (1.1)–(1.3).

(i) Lack of observation data. It is well known that Eq (1.4) will generate shock wave solutions
u(x, t) in finite time, i.e., solutions that contain one or sevel discontinuities expressed as a jump
(uL, uR) with uL , uR, despite the fact that initial data u0(x) is smooth [15, 16]. In particular, the
specific form of f (u) in the interval [min(uL, uR),max(uL, uR)] is not used in the construction of
the entropy solution, only the slope s =

f (uL)− f (uR)
uL−uR

. As jumps arise and disappear in the solution
over the time period for which observation data is collected, the data may lack information about
f (u). An illustration of this situation is given in Figure 1. In the left panel we plot the flux
function f (u) = u2/(u2 + (1 − u)2). In the right panel the entropy solution after a time T = 0.5
is shown. At time t = 0, the initial data u0(x) involves one jump at x = 0 and another jump at
x = 1. The initial jump at x = 0 is instantly transformed into a solution that is a combination
of a continuous wave solution (rarefaction wave) and a discontinuous wave (uL, uR) ≈ (0.3, 1.0),
as dictated by the lower convex envelope shown in the left panel (green curve) [15]. Similarly,
the initial jump at x = 1 is transformed into a solution that is a combination of a continuous
wave solution (rarefaction wave) and a discontinuous wave (uL, uR) ≈ (0.7, 0), in accordance with
the upper concave envelope illustrated in left panel (brown curve) [15]. From this example, we
see that we have no observation data that directly can reveal the shape of f (u) in the interval
u ∈ [0.3, 0.7] (approximately).

(ii) Lack of regularity. Previous work based on the PINN approaches mentioned above relies on
imposing the structure of the underlying PDE model by including an error term in the loss
function. This would amount to computing the left-hand-side of Eq (1.4). Due to the lack of
regularity in the solution as illustrated by the example in Figure 1 (right panel), it seems not clear
how to implement this in a PINN framework. We refer to [12] for investigations related to this
point which found that it was necessary to consider the viscous approximation ut + f (u)x = εuxx

with a small value ε > 0 to learn the forward solution.

1.3. Our approach

Our aim is to learn the unknown nonlinear function f (u) from observation data in terms of solution
behavior collected at different points (x j, ti) in space and time. The approach we explore in this work
relies on the two following building blocks: (i) We represent the unknown function f (u) by a symbolic
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Figure 1. Left: Example of nonlinear flux function f (u) = u2

u2+(1−u)2 (blue curve). Upper
concave envelope (brown curve) and lower convex envelope (green curve) are also included.
Right: The solution of Eq (1.4) at time T = 0.5 is shown (red solid curve) together with its
initial data u0(x) (red dashed line).

multi-layer neural network; (ii) Instead of including the form of the conservation law Eq (1.4) explicitly
in the loss function as in PINN, we use a standard simple entropy-satifying discrete scheme associated
with Eq (1.4) to account for this information during the learning process. The numerical scheme allows
us to evolve the given initial data over the relevant time interval and collect predicted data which is
accounted for in the loss function.

Regarding point (i), inspired by the symbolic neural network that is used in [17,18], we can learn an
analytic expression that has a derivative similar to the true f ′(u). The reason why it is attractive to learn
the analytic expression is that, unlike black box learning, system identification has explanatory value.
That is, once we have extracted an analytical expression of the hidden flux function f (u), e.g., based
on data from a more or less complex system, the shape of the flux function provides precise insight
into finer wave propagation mechanisms involved in the system under consideration. In particular,
predictions can then be made for any other initial state. Our approach bears similarity to the underlying
idea employed in the recent work [13, 14]. However, an essential difference is that the flux function
f (u)x cannot be expressed by f ′(u)ux as f (u) is not in general a differentiable function in our problem.
Therefore, we rely on using an entropy satifying discrete scheme, which is guaranteed to converge
to the entropy solution of Eq (1.4) [15], to identify an analytical expression of the flux function f (u)
which is present in the numerical scheme in the form of a symbolic neural network.

1.4. Related work

James and Sepúlveda formulated the inverse problem of flux identification as that of minimizing
a suitable cost function [19]. Relying on the viscous approximation, it was shown that the perturbed
problem converged to the original hyperbolic problem [19] by letting the viscous term vanish. Holden
et al used the front-tracking algorithm to reconstruct the flux function from observed solutions to
problems with suitable initial data [20]. Several recent studies have addressed the reconstruction of
the flux function for sedimentation problems that involve the separation of a flocculated suspension
into a clear fluid and a concentrated sediment [21, 22]. In particular, Bürger and Diehl showed that
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the inverse problem of identifying the batch flux density function has a unique solution, and derived
an explicit formula for the flux function [23]. This method was recently extended to construct almost
the entire flux function [24] by using a cone-shaped separator. For another interesting example of the
challenge of identification of the unknown flux function f (u), we refer to [25]. The author explored a
direct inversion method based on using linear combinations of finite element hat functions to represent
unknown nonlinear function f . Finally, for an example with neural networks used in combination with
discrete schemes to optimize computations of a nonlinear conservation law, see [26].

The remainder of this paper is organized as follows: Section 2 gives a presentation of the approach
that we explore. In Section 3 and Section 4 we conduct numerical studies where synthetic data has
been generated from a general class of flux functions ranging from purely concave to highly non-
convex functions. Concluding thoughts are given in Section 5.

2. Framework

2.1. Nonlinear conservation laws and entropy satisfying solutions

It is well known that conservation laws of the form Eq (1.4) do not in generall possess classical
solutions. Instead one must consider weak solutions in the sense that the following integral equality
holds [15, 27, 28] ∫

Ωx

∫ T

0

[
uφt + f (u)φx

]
dx dt +

∫

Ωx

u0(x)φ(x, t = 0) dx = 0 (2.1)

for all φ ∈ C1 such that φ(x, t) : Ωx × (0,T ) → R and which is compactly supported, i.e., φ vanishes
at x → Ωx and t → T . It follows that if a discontinuity occurs in the solution, i.e., a left state uL and a
right state uR, then it must propagate with the speed s given by [15, 28]

s =
f (uL) − f (uR)

uL − uR
. (2.2)

This follows from mass conservation and, thus, must be satified across any discontinuity [15, 28].
However, direct calculations show that there are several weak solutions for one and the same initial
data [27]. To overcome this issue of non-uniqueness of weak solutions, we need criteria to determine
whether a proposed weak solution is admissible or not. This has led to the class of entropy solutions,
which amounts to introducing an additional constraint which ensures that the unique physically relevant
one is found among all the possible weak solutions.

There are different ways to express the entropy condition for scalar nonlinear conservation laws.
One variant is by introducing an entropy pair (η, q) where η : R → R is any strictly convex function
and q : R→ R is constructed as [28, 29]

q(v) =

∫ v

0
f ′(s)η′(s) ds (2.3)

for any v. This implies that q′ = f ′η′. Then, u is an entropy solution of Eq (1.4) if (i) u is a weak
solution in the sense of Eq (2.1); (ii) u satisfies in a weak sense η(u)t +q(u)x ≤ 0 for any pair (η, q). This
condition can also be formulated as the following characterization of a discontinuity (uL, uR) [28, 30]:
For all numbers v between uL and uR,

f (v) − f (uL)
v − uL

≥ s ≥ f (v) − f (uR)
v − uR

(2.4)
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where s is given by Eq (2.2). This entropy condition can naturally be accounted for by introducing the
upper concave envelope and lower convex envelope, as indicated in Figure 1 (left panel) [15, 30]. In
particular, it gives a tool for constructing exact solutions.

From this characterization of the physically relevant solution of Eq (1.4), it is clear that there are
special challenges pertaining to identification of the unknown flux function f (u) from observation data.
Firstly, it is a challenge with the more indirect characterization of the correct weak solution since it
involves formulations like Eq (2.1) and Eq (2.4). This may hamper the use of PINN-based approaches.
The approach we take in this work is to rely on a discrete scheme that represents an approximation to
the entropy solution described above. A convenient feature of an entropy-consistent numerical scheme
is that the entropy condition is automatically built into the scheme. I.e., as the grid is refined, the
numerical solution converges to the admissible solution [15, 28, 29]. Secondly, it follows from the
entropy condition Eq (2.4) that observation data that involves one or several discontinuities, may not
contain information about the unknown flux function f (u) in intervals that correpond to discontinuities
in u. The example shown in Figure 1 shows an approximation to the entropy solution and obeys the
entropy condition Eq (2.4). As mentioned above, the example indicates that we lack information about
f (u) in the interval ≈ [0.3, 0.7].

In this work we explore how we can deal with this situation by a proper combination of two different
aspects: (i) we add a priori regularity to the unknown flux function f (u) by representing it as a symbolic
multi-layer neural network; (ii) we collect observation data by considering a set of different initial data
that can help detecting the finer details of f (u).

2.2. Entropy consistent discrete numerical scheme

Based on the given observation data, our aim is to identify a conservation law Eq (1.4) for (x, t) ∈
[0, L] × [0,T ], written in the form Eq (2.5),

ut + f (u)x = 0
ux|x=0 = ux|x=L = 0

u|t=0 = u0(x)
(2.5)

where f (u) is the unknown, possible nonlinear flux function and u0(x) is the initial state which is
assumed known.

We consider a discretization of the spatial domain [0, L] in terms of {xi}Nx
i=1 where xi = (1/2 + i)∆x

for i = 0, . . . ,Nx − 1 with ∆x = L/Nx. Furthermore, we consider time lines {tn}Nt
n=0 such that Nt∆t = T .

We base our discrete version of Eq (1.4) on the Rusanov scheme [15] which takes the form Eq (2.6),

Un+1
j = Un

j − λ(Fn
j+1/2 − Fn

j−1/2), λ =
∆t
∆x

,

Un+1
1 = Un+1

2 , Un+1
Nx

= Un+1
Nx−1

(2.6)

with j = 2, . . . ,Nx − 1 and where the Rusanov flux takes the form Eq (2.7),

Fn
j+1/2 =

f (Un
j ) + f (Un

j+1)

2
− M

2
(Un

j+1 − Un
j ), M ∼ max

u
| f ′(u)|. (2.7)

We use a slightly modified version of the Rusanov flux by relying on a global estimate of | f ′(u)| instead
of a local estimate of M in terms of M j+1/2 = max{| f ′(Un

j )|, | f ′(Un
j+1)|} [15]. The CFL condition [15] determines
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the magnitude of ∆t for a given ∆x through the relation Eq (2.8),

CFL :=
∆t
∆x

M ≤ 1. (2.8)

We have used ∆t
∆x M = CFL ≤ 3

4 < 1 when we compute solutions involved in the learning process.
The training process involves repeated use of the discrete scheme Eq (2.6) for different flux functions
f (u). This requires repeated estimation of the parameters ∆t and M that will be used for calculation of
predicted data based on Eq (2.6), according to the CFL condition Eq (2.8). Finally, we note that the
Rusanov flux falls within the class of monotone schemes and therefore is guaranteed to converge to the
entropy solution [28–30].

2.3. Observation data set

We consider observation data in terms of x-dependent data at fixed times {t∗i }Nobs
i=1 extracted from the

solution U(x j, tn) = Un
j as follows:

Usub =
{
U(x j, t∗1),U(x j, t∗2), . . . ,U(x j, t∗Nobs

)
}
, j = 1, . . . ,Nx. (2.9)

We consider a domain of length L and consider simulations over the time period [0,T ]. We apply a
numerical grid composed of Nx grid cells when we compute numerical solutions of Eq (2.5) based
on the numerical scheme Eq (2.6) and Eq (2.7). This is used both for obtaining the true solution and
corresponding synthetic observation data (which we denote by Usub) as well as when we compute
predictions based on the ensemble of flux functions brought forth through training (which we denote
by Ûsub). We specify times for collecting the time dependent data

Tobs = {t∗i = i∆tobs : i = 1, . . . ,Nobs}. (2.10)

We typically use Nobs = 9, with T = 1 i.e., ∆tobs = 0.1. In particular, the number Nobs of collected
spatial-dependent data is relatively sparse. Also the number of local time steps (of length ∆t) we need
to compute numerical solutions through the discrete scheme Eq (2.6) and Eq (2.7) is much higher
than the number of observation data, i.e., ∆t << ∆tobs. Since ∆t is dictated by the CFL condition for
the given choice of the flux function f (which will vary during the training), we do not known that
∆tKi = t∗i for i = 1, . . . ,Nx for some integer Ki. In that case, we choose the one that is closest to t∗i .

2.4. Main algorithms

Specifically, we use Algorithm 1 to calculate the parameters ∆t and M which are needed as input
to Algorithm 2. Then, we use Algorithm 2 to extract the solution U(x j, tn) = Un

j of the discrete
conservation law Eq (2.6). Finally, from {Un

j } we extract the observation data set Usub according to Eq
(2.9).

2.5. Symbolic Multi-layer Neural Network to represent f (u)

We want to learn the analytical expression of the flux function f (u), not just fit observations using
neural networks as a black box. For that purpose we suggest to use the symbolic neural network
(called S-Net) proposed in [17] and [18] to learn the unknown function f (u) instead of fully connected
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Algorithm 1: CFL Algorithm
Input: L: length of the spatial domain; Nx: the number of spatial grid cells; f (u): the nonlinear

flux function; T : computational time period;
Output: ∆t: local time interval used in Eq (2.6); M: upper limit of | f ′(u)|
∆x = L/N
d f du = grad(α f , u)
max f prime = max |d f du|
dt = ( 3

4∆x)/(max f prime + 0.0001)
n time = round(T/dt, 0)
∆t = T/n time
M = max f prime

Algorithm 2: DataGenerator
Input: T : computational time period; Nx: the number of spatial grid cells; L: length of the

spatial domain; u0 = {u0(x j)}Nx
j=1: initial state vector of dimension Nx; f (u): the flux

function;
Output: U = {Un

j }: the solution based on initial state u0;

(∆t,M) = CFL Algorithm(L, Nx, f (u), T )
time steps = T/∆t
∆x = L/Nx

u old = u0

U = []
U.append(u old)
for n = 1,...,time steps do

for j = 1,...,Nx - 1 do
f = f (u old)
F hal f [ j] = 1

2

(
f [ j] + f [ j + 1]

)
− M

2

(
u old[ j + 1] − u old[ j]

)

end
for j = 2,...,Nx - 1 do

u[ j] = u old[ j] − ∆t
∆x

(
F hal f [ j] − F hal f [ j − 1]

)

end
u[1] = u[2]
u[Nx] = u[Nx − 1]
u old = u
U.append(u old)

end

neural networks that have been used in, e.g., [11]. We also tested a graph neural network (GNN)
method proposed in [31] to learn the hidden conservation law. The GNN method is based on using
an evolution scheme of the form Un+1

j = Un
j + ∆t(∆U)n

j where (∆U)n
j must be learned at each grid

point. The authors of [31] employed GNN in the context of learning convection-diffusion equations.
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However, this approach did not work well for the problem Eq (2.5). The reason may be related to the
fact that, in our case, the solutions of the hyperbolic conservation law become discontinuous, whereas
the PDE models studied in [31] have regular solutions.

Figure 2. Top. The framework of S-Net-M for multiplicative function. Bottom. The
framework of S-Net-D for division function.

In the S-Net setting, depending on whether we seek a function that takes a multiplicative form
or a fractional form, we design two types of network structures illustrated, respectively, in Figure 2
(top) and Figure 2 (bottom). Take a three layers S-Net which can learn the expression of a function f
possessing a multiplication form as an example. As shown in Figure 2 (top), the identity directly maps
u from input layer to the first hidden layer. The linear combination map uses parameters w1 and b1 to
choose two elements from u and are denoted by α1 and β1.

(α1, β1)T = w1 · (u) + b1,w1 ∈ R2×1,b1 ∈ R2×1 (2.11)

These two elements of α1 and β1 are multiplied in the PDE system.

f1 = α1β1 (2.12)

Apart from u gotten by the identity map, f1 also is input to the second hidden layer.

(α2, β2)T = w2 · (u, f1)T + b2,w2 ∈ R2×2,b2 ∈ R2×1 (2.13)
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Similarly with the first hidden layer, we get another combination f2(α2, β2).

f2 = α2β2 (2.14)

Then we obtain α3 and β3 by means of w3 and b3 from u, f1 and f2.

(α3, β3)T = w3 · (u, f1, f2)T + b3,w3 ∈ R2×3,b3 ∈ R2×1 (2.15)

f3, which is the product of α3 and β3 is put into the third hidden layer.

f3 = α3β3 (2.16)

Finally, we arrive at the analytic expression of the function f .

f = w4 · (u, f1, f2, f3)T + b4,w4 ∈ R1×4,b4 ∈ R (2.17)

The difference between S-Net for multiplicative function (denoted S-Net-M) and S-Net for
division function (denoted S-Net-D) is that in the third hidden layer in Figure 2 (bottom), we obtain
the numerator part f3 and the denominator part f4 of the flux function f (u) based on w3, b3 and w4, b4,
respectively.

f3 = w3 · (u, f1, f2)T + b3,w3 ∈ R1×3,b3 ∈ R (2.18)
f4 = w4 · (u, f1, f2)T + b4,w4 ∈ R1×3,b4 ∈ R (2.19)

The analytic expression of the flux function f is the combination of f3 and f4.

f =
f3

f4
(2.20)

The parameters involved in the network described above is denoted by θ and the resulting function
according to Eq (2.17) or Eq (2.20) is denoted by fθ(u). Herein, for the case above the ensemble of
parameters used in the multi-layer symbolic neural network is given by

θS-Net = {w1,w2,w3,w4,b1,b2,b3,b4}. (2.21)

2.6. General architecture

The overall architecture of the method is shown in Figure 3. There are two parts involved, the
generation of observed data based on the true flux function f (u) and learning of the unknown flux
function fθ(u) which is assigned the S-Net structure. For the synthetic observation data, we use
Algorithm 2 to obtain the approximate solution U of Eq (2.5) based on the exact flux function f (u)
combined with the scheme Eq (2.6). We select data Usub at times as given by Eq (2.9). Concerning the
learning process, firstly, we use S-Net to represent the function fθ(u). fθ(u), together with T,Nx, L, u0

are fed into the DataGenerator to get the predicted solution Û. We also choose data Ûsub at the same
time points Eq (2.9). The difference between Usub and Ûsub is denoted as loss, and we use the
second-order quasi-Newton method, L-BFGS-B ( [32, 33]), to update the parameters θ of the S-Net
involved in fθ(u). This updating process iterates until we reach the number of epoch that we set or the
process can’t be optimized anymore. The learning process is shown in Algorithm 3 which we denote
as ConsLaw-Net. Finally, we get the best flux function fθ∗(u) and use it to represent the learned
conservation law for further predictions.
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Figure 3. Schematic diagram of the framework.

Algorithm 3: ConsLaw-Net
Input: T : computational time period; Nx: the number of spatial grid cells; L: length of the

spatial domain; u0: initial state vector of dimension Nx; f(u): true flux function; θ0: initial
parameters of S-Net; θ: parameters of S-Net; fθ(u): flux function generated by S-Net;
T obs: observation time points Eq (2.10); mse: mean squared error Eq (2.23); epoch: the
number of epochs; DataGenerator: Algorithm 2

Output: fθ∗(u): the best flux function generated by the S-Net based on parameter vector θ∗;

U = DataGenerator(T,Nx, L, u0, f (u))
U sub = {u ∈ U |t ∈ T obs}
θ = θ0

for i = 1,...,epoch do
Û = DataGenerator(T,Nx, L, u0, fθ(u))
Û sub = {u ∈ Û |t ∈ T obs}
loss = mse(U sub, Û sub)
Updating θ by optimizer L-BFGS-B and loss;

end
θ∗ = θ

2.6.1. Loss Function

We adopt the following loss function for the training of the S-Net function:

L = Ldata (2.22)

where data approximation Ldata is obtained as follows: Assume that we have K different initial states
used for the training process, and each predicted solution is described on a grid of N = Nx grid cells and
at I = Nobs different times, as given by Eq (2.10). Through Algorithm 3 (ConsLaw-Net) the observation
data set is first obtained, which is denoted by {Usub,k(x j, t∗i ) : 1 ≤ k ≤ K; 1 ≤ j ≤ N; 1 ≤ i ≤ I}.
Then, through an iterative loop in Algorithm 3, the predicted data is generated and is denoted by
{Ûsub,k(x j, t∗i ) : 1 ≤ k ≤ K; 1 ≤ j ≤ N; 1 ≤ i ≤ I}. So we define the data approximation term Ldata as:
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Ldata =
1

NKI

K∑

k=1

N∑

j=1

I∑

i=1

∥∥∥Usub,k(x j, t∗i ) − Ûsub,k(x j, t∗i )
∥∥∥2

(2.23)

3. Learning of nonlinear flux functions f (u; β) involved in complex fluid displacement

In this section, we consider a class of nonlinear conservation laws that naturally arise from the
problem of studying displacement of one fluid by another fluid in a vertical domain. The resulting
displacement process involves a balance between buoyancy and viscous forces. Depending on the
property of the fluids that are used, there is room for a whole range of different type of displacement
processes. This is expressed by the fact that one can derive a family of flux functions f (u; β) which
takes the form [34]

f (u; β) =
1
2

u(3 − u2) +
β

12
u2

(
3
4
− 2u +

3
2

u2 − 1
4

u4
)
. (3.1)

The parameter β represents the balance between gravity (bouyancy) and viscous forces and, typically,
β ∈ [−200, 300]. Different values of β result in different types of flux functions. As shown in Figure 4,
the shape of f (u; β) varies over a broad spectrum with β ∈ {−200,−100, 10, 100, 120, 200, 300}. In
particular, we see that f (u; β) can be purely concave (β = 0), but also have both one and two inflection
points where the sign of f ′′ changes.
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Figure 4. f (u) with different values of β. Green, red, orange, yellow, cyan, blue and magenta
line are generated by β = −200, β = −100, β = 10, β = 100, β = 120, β = 200, and β = 300,
respectively.

In the following we generate synthetic data by specifying β and a class of initial data u0(x). We
consider a spatial domain L = 10 such that x ∈ [0, 10] and consider solutions in the time interval [0,T ]
with T = 2. We collect observation data in the form Eq (2.9). The aim is to identify the unknown f (u)
for u ∈ [0, 1]. Since the solution of Eq (1.4) is TVD (total variation diminishing) [16, 29], we know
that the solution u(x, t) at any time t > 0 does not contain any new maxima or minima as compared to
the initial data u0(x), i.e.,

min u0(x) ≤ u(x, t) ≤ max u0(x).

This feature is inherited by the discrete scheme Eq (2.6) we use [29, 30]. In order to learn f (u) for
u ∈ [0, 1], we therfore consider a set of initial data {uk

0}Kk=1 such that 0 ≤ uk
0(x) ≤ 1. As the solution
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u(x, t) evolves over time, and corresponding observation data are collected in the form Eq (2.9), we
hopefully can extract data which is sufficient to learn a reliable approximation to the true flux function.

As initial data we choose box-like states that give rise to Riemann problems, one at each initial
discontinuity. Some of the questions we are interested in are:

(a) How much data do we need for learning the unknown flux function f (u)?

(b) How is the result of the learning of f (u) sensitive to noise in the observation data?

(c) How is the question in (a) and (b) sensitive to different flux functions, i.e., to different
β ∈ [−200, 300] in light of Eq (3.1)?

(d) What is the role of using S-Net-M versus S-Net-D when we seek to identify the unknown flux
function?

In the following we apply a numerical grid composed of Nx = 200 grid cells. We test effect of using
finer grid in Section 4. We consider observation data Eq (2.9) with

{t∗i } = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. (3.2)

3.1. Example with concave flux f ′′ < 0 corresponding to β = 10 in Eq (3.1)

We use the S-Net-M given by Eq (2.17) to represent the unknown flux function fθ(u). We use three
hidden layers, and the total number of trainable parameters is then 23. (Note that we obtain the same
type of result by choosing S-Net-D since this is a special case of S-Net-M.)

3.1.1. The case with noise-free observations and one initial state

(a) Simulated observation data

We use Algorithm 2 to generate the (synthetic) observations which are sampled at times Eq (3.2)
based on the following initial state:

u0(x) =


1.0, if x ∈ [0, 3]
0, otherwise

(3.3)

The distribution of observation data is shown in Figure 5 (top) where right plot is a zoomed in version
of the left plot. This plot shows that essentially the whole interval u ∈ [0, 1] is represented in the data
suggesting that a good learning of f (u) in this interval is possible.

(b) Training and testing

By applying Algorithm 3 (ConsLaw-Net), we obtain after training a flux function which we denote
by fθ∗(u). The analytical expression of it is given in Table 1. Apparently, fθ∗(u) differs from the
true one. However, we recall that what matters is the derivative f ′θ∗(u). In order to compare with
the true flux function, we plot the translated function fθ∗(u) − fθ∗(0) (revised) in Figure 5 (bottom).
Clearly, ConsLaw-Net has the ability to identify the true flux function with good accuracy for the flux
f (u; β = 10). This may not be a surprise since the nonlinearity is somewhat “weak” for this case.
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Figure 5. Top. The distribution of noise-free observations generated from combining
f (u; β = 10) with initial state Eq (3.3). Left: The distribution of all observation data. Right:
The distribution between 0 and 200 (number of times values occur in the data). Bottom. The
flux function f (u; β = 10) (red solid line), fθ∗(u) generated by ConsLaw-Net (orange solid
line), and the translated function fθ∗(u) − fθ∗(0) (orange dashed line).

Table 1. The identification of flux function f (u; β = 10).

Correct f (u) f (u) = 1
2u(3 − u2) + 10

12u2
(

3
4 − 2u + 3

2u2 − 1
4u4

)

fθ∗(u) generated by Algorithm 3
fθ∗(u) = (1.5727)u + (−0.8902)u3 + (0.4633) + (0.2512)u4

+ (0.0779)u2 + (−0.0085)u5 + (0.0001)u6

3.1.2. What is the effect of adding noise to observation data?

(a) Simulated noisy observation data

To test the robustness of ConsLaw-Net, we add 5% noise on the data U generated by the initial state
Eq (3.3) based on sampling times Eq (3.2). That is, we replace U by U+ε, where ε ∈ [−0.05,+0.05] and
ε is generated from a uniform distribution. Since U varies within [0, 1] we refer to this as 5% noise.
The distribution of observations is similar to the one shown in Figure 5 (not shown). Specifically,
Figure 6 shows a comparison of noise-free and noisy data at three time points: 0.3, 0.6 and 0.9.
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Figure 6. Noise-free and noisy data generated by the initial state (3.3) combined with the
flux function f (u; β = 10) at three time points: 0.3 (left), 0.6 (middle) and 0.9 (right).
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(b) t = 2.0

Figure 7. Top. The true flux function f (u; β = 10) (red solid line), fθ∗(u) generated by
ConsLaw-Net based on noisy data (orange solid line), and the revised function fθ∗(u)− fθ∗(0)
(orange dashed line). Bottom. Predicted solution u(x, t) by using Algorithm 2 based on,
respectively, true f (u; β = 10) (red solid line) and the learned fθ∗(u) with noisy data (blude
dashed line). (a) Solutions at t = 1.0. (b) Solutions at t = 2.0.

(b) Training and testing

In Figure 7 (top), we show the learned function fθ∗(u) generated by ConsLaw-Net as well at the
translated fθ∗(u) − fθ∗(0) (revised). Comparison with the true f (u; β = 10) reveals that the noisy data
has made the identification slightly less accurate. Figure 7 (bottom) presents a comparison of the
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solution based on f (u; β = 10) and the predicted solution at later times t = 1.0, t = 2.0 by using
Algorithm 2 combined with fθ∗(u). Noise has been added to the initial data Eq (3.3) and then used with
the learned fθ∗(u) as input to Algorithm 2. This gives rise to the blue dashed line which contains some
smaller oscillations due to noisy initial data. From Figure 7 we see that the noisy data combined with
just one initial state Eq (3.3) leads to some loss of the predictive ability of ConsLaw-Net. Next, we
test how the learning can be improved for the case with noisy data by adding more initial data, thereby,
more observation data.

3.1.3. Can we improve the learning when observations are noisy by using 3 initial states?

(a) Simulated noisy observation data

We use Algorithm 2 to generate observations based on the 3 initial states given in Table 2. We
have no preferences other than that we want to generate observation data over a broader spectrum by
selecting box-functions of different heights as initial states. We consider observation data at times Eq
(3.2) and add 5% noise. The distribution of the resulting observation data is shown in Figure 8 (top).
Compared to the distribution corresponding to initial data Eq (3.3) and shown in Figure 5, we see that
all values of u in [0, 1] are to a larger extent represented.

Table 2. Three initial states used for case with f (u; β = 10).

u0
β=10 =


1.0, if x ∈ [2, 6]
0, otherwise

u1
β=10 =


0.6, if x ∈ [3, 6]
0, otherwise

u2
β=10 =


0.25, if x ∈ [2.5, 5.5]
0, otherwise

(b) Training and testing

Table 3 shows the analytical expression of the trained fθ∗(u) obtained by ConsLaw-Net. In Figure 8
(bottom) we see from the plot of fθ∗(u)− fθ∗(0) (revised) that the increased observation data set resolves
the problem with loss of accuracy due to noisy data.

Table 3. Identification of f (u; β = 10) based on noisy data from set of inital data in Table 2.

Correct f (u) f (u) = 1
2u(3 − u2) + 10

12u2
(

3
4 − 2u + 3

2u2 − 1
4u4

)

fθ∗(u) generated by Algorithm 3
f (u) = (1.5457)u + (−0.9621)u3 + (0.3557) + (0.24967)u4

+ (0.1620)u2 + (−0.0049)u5 + (3.2293e − 05)u6

3.2. Example with β = 120 in Eq (3.1)

We consider now the situation when synthetic data is generated from Eq (3.1) with β = 120. From
Figure 4 it is clear that the shape is more complex. We use the same S-Net-M as for the previous
example to represent fθ(u), i.e., three hidden layers and 23 trainable parameters.
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Figure 8. Top. The distribution of noisy observations generated by combining f (u; β = 10)
with initial states given in Table 3. Left: all observation data. Right: The distribution between
0 and 200. Bottom. True flux function f (u; β = 10) (red solid line), fθ∗(u) generated from
ConsLaw-Net based on noisy data (orange solid line) and revised function fθ∗(u) − fθ∗(0)
(orange dashed line).

3.2.1. Noise-free observation data and one initial state

(a) Simulated observation data
We use Algorithm 2 to generate observations based on the following initial state

u0(x) =


1.0, if x ∈ [2, 4]
0, otherwise

(3.4)

Observations are extracted at times Eq (3.2). The distribution of observations is shown in Figure 9.
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Figure 9. The distribution of clean observations generated from combining f (u; β = 120)
with initial state Eq (3.4). Left: The distribution of all observation data. Right: The
distribution between 0 and 200.
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(b) Training and testing

In Figure 10 (top, left), the function fθ∗(u) obtained from application of ConsLaw-Net and its
translated version fθ∗(u) − fθ∗(0) is shown and compared to the true f (u; β = 120). Interestingly, we
see that fθ∗(u) is essentially a good approximation of the upper concave envelope of f (u; β = 120),
which is the function involved in the construction of the entropy solution associated with the initial
discontinuity of Eq (3.4) located at x = 4 [15, 30]. The initial jump at x = 2, on the other hand, relies
on the lower convex envelope which amounts to the straight line which connects (0, 0) and (1, 1) and
reveals no information about f (u) for u ∈ (0, 1).

0.0 0.2 0.4 0.6 0.8 1.0
u

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

f(u
)

exact
prediction
revised prediction

0 2 4 6 8 10
x

0.0

0.2

0.4

0.6

0.8

1.0

u(
x)

exact
prediction

(a) t = 1.0

0 2 4 6 8 10
x

0.0

0.1

0.2

0.3

0.4

0.5

0.6

u(
x)

exact
prediction

(b) t = 2.0

Figure 10. Top. Left. Noise-free observations are generated from f (u; β = 120) (red solid
line) combined with the initial Eq (3.4). The learned flux fθ∗(u) generated from ConsLaw-
Net (orange solid line) and the revised function (orange dashed line). Right. Loss function
behavior shows that error goes to zero. Bottom. Comparison of prediced behavior based on,
respectively, true f (u; β = 120) and learned fθ∗(u), at times t = 1.0 (a), t = 2.0 (b).

In Figure 10 (top, right), we show that the loss function tends to zero, which reflects that the
(wrongly) identified flux function fθ∗(u) is largely consistent with the observation data. This brings to
the surface a main challenge with learning the unknown flux function, namely, the lack of one-to-one
correspondence between observation data and nonlinear flux function, as expressed by the entropy
condition Eq (2.4). The consequence of this poor approximation to the true f (u; β = 120) is illustrated
in Figure 10 (bottom), which presents a comparison of the exact analytical solution and the solution
predicted by fθ∗(u) at times t = 1.0, t = 2.0 based on the initial state Eq (3.4). From Figure 9 we see
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that the observation data is sparse for u ∈ (0.0, 0.2) and for u centered around 0.8. So we may try to
collect more data from these intervals by adding another type of initidal data.

3.2.2. Can learning of f (u; β = 120) be improved by using 2 initial states?

(a) Simulated observation data

We use Algorithm 2 to generate new observations based on the two initial states given in Table 4.

Table 4. Two initial states for case with f (u; β = 120).

u0
β=120 =


1.0, if x ∈ [2, 4]
0, otherwise

u1
β=120 =


0.9, if x ∈ [3.5, 6.5]
0, otherwise

The distribution of the resulting observation data is shown in Figure 11 (top). Clearly, the part of
the interval (0, 1) which was poorly represented with only one initial state, is now present to a larger
extent.
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Figure 11. Top. The distribution of noise-free observations generated from combining
f (u; β = 120) with initial state given in Table 4. Left: The distribution of all observation
data. Right: The distribution between 0 and 200. Bottom. The flux function f (u; β = 120)
where noise-free observations have been generated from initial data given in Table 4. The
exact flux function f (u; β = 120) (red solid line), fθ∗(u) generated from ConsLaw-Net (orange
solid line), and fθ∗(u) − fθ∗(0) (orange dashed line).
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(b) Training and testing

The analytical expression of the trained flux function fθ∗(u) is given in Table 5. From the
visualization in Figure 11 (bottom), we see that the learned fθ∗(u) is largely consistent with the exact
f (u; β = 120) with only a small inaccuracy seen in the interval u ∈ [0.6, 0.8].

Table 5. The identification of f (u; β = 120) based on noise-free data generated by initial
data in Table 4.

Correct f (u) f (u) = 1
2u(3 − u2) + 120

12 u2
(

3
4 − 2u + 3

2u2 − 1
4u4

)

fθ∗(u) generated by ConsLaw-Net

f (u) = (21.7963)u4 + (−21.1055)u3 + (−10.3012)u5

+ (6.7875)u2 + (2.4417)u6 + (1.6638)u + (0.4427)
+ (−0.2827)u7 + (0.0127)u8

Finally, we also want to test the effect of noisy data for this case. We add 5% noise on data generated
by the initial state in Table 4. Table 6 shows the analytic expression of fθ∗(u) obtained by ConsLaw-
Net. The corresponding visualization in Figure 12 reflects that the noise hides for the shape of the true
flux function, similarly as for the case with less observation data seen in Figure 10.

Table 6. Identification of f (u; β = 120) based on noisy data generated from initial state in
Table 4.

Correct f (u) f (u) = 1
2u(3 − u2) + 120

12 u2
(

3
4 − 2u + 3

2u2 − 1
4u4

)

f (u) generated by ConsLaw-Net

f (u) = (−4.9213)u3 + (2.3761)u + (1.7820)u4 + (1.0587)u2

+ (0.6508)u5 + (0.5101) + (0.0653)u6 + (0.0027)u7

+ (3.8506e − 05)u8
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Figure 12. The flux function f (u; β = 120) where noisy observations have been generated
from initial data given in Table 4. The exact flux function f (u; β = 120) (red solid line), fθ∗(u)
generated from ConsLaw-Net (orange solid line), and fθ∗(u) − fθ∗(0) (orange dashed line).

A natural remedy is to collect more observations by adding a wider spectrum of initial states, as
shown in Table 7.
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Table 7. Initial states for the case with f (u; β = 120) and noisy data

u0
β=120 =


1.0, if x ∈ [2, 4]
0, otherwise

u1
β=120 =


0.9, if x ∈ [3.5, 6.5]
0, otherwise

u2
β=120 =


0.8, if x ∈ [3, 6]
0, otherwise

u3
β=120 =


0.7, if x ∈ [1, 4]
0, otherwise

The corresponding histogram showing the distribution of different values of u ∈ (0, 1) is found in
Figure 13 (top). Clearly, the additional initial states has increased the involvement of u values in the
whole interval (0, 1), suggesting that a better learning can be expected.
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Figure 13. Top. The distribution of noisy observations generated by the four initial states
in Table 7 by using f (u; β = 120). Bottom. The flux function f (u; β = 120) where noisy
observations are generated based on initial data given in Table 7. The exact flux function
f (u; β = 120) (red solid line), fθ∗(u) generated from ConsLaw-Net (orange solid line), and
fθ∗(u) − fθ∗(0) (orange dashed line).

Table 8. The identification of f (u; β = 120) based on noisy data and set of initial states given
in Table 7.

Correct f (u) f (u) = 1
2u(3 − u2) + 120

12 u2
(

3
4 − 2u + 3

2u2 − 1
4u4

)

f (u) generated by ConsLaw-Net

f = (24.6292)u4 + (−23.4251)u3 + (−12.1104)u5

+ (7.7098)u2 + (3.0216)u6 + (1.5297)u + (0.4520)
+ (−0.3702)u7 + (0.0177)u8
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Table 8 shows the analytic expression of fθ∗(u) obtained from ConsLaw-Net. Figure 13 (bottom)
confirms that the learning of the true f (u; β = 120) is quite effective now despite noisy data.

3.3. Example with f (u; β = 200) and f (u; β = 300) defined by Eq (3.1)

We consider the situation when synthetic data is generated from Eq (3.1) with β = 200. From
Figure 4 it is clear that the shape involves two inflection points. First a convex region for small u,
followed by a concave for intermediate u, and then a convex region again for large u. We use the
same S-Net-M as for the previous example to represent fθ(u), i.e., three hidden layers and 23 trainable
parameters. Also the times for observation data is given by Eq (3.2).

3.3.1. Noise-free observations and two initial states

(a) Simulated observation data, training and testing

We use Algorithm 2 to generate the observations based on two initial states as specified in Table 9.
The corresponding histogram is shown in Figure 14 (top) and suggests a fair chance to achieve good
learning result. The result of the learning is illustrated in Figure 14 (bottom). We see that to a large
extent the learned fθ∗(u) fits well with the true f (u; θ = 200) with room for improvements in the
intervals (0.4, 0.6) and (0.8, 1.0).
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Figure 14. Top. The distribution of noise-free observations generated for the case with
f (u; β = 200) and initial data as in Table 9. Left. Distribution of all data. Right. Distribution
of the quantity between 0 and 200. Bottom. The flux function f (u; β = 200) where noise-
free observations are generated based on initial data given in Table 9. The exact flux function
f (u; β = 200) (red solid line), fθ∗(u) generated from ConsLaw-Net (orange solid line), and
fθ∗(u) − fθ∗(0) (orange dashed line).
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Table 9. Two initial states used for the case with f (u; β = 200).

u0
β=200 =


1.0, if x ∈ [2, 4]
0, otherwise

u0
β=200 =


0.9, if x ∈ [3.5, 6.5]
0, otherwise

Now we focus on the case with true flux function f (u; β = 300). As seen from Figure 4, the shape
bears clear similarity to the case with f (u; β = 200). However, the convex and concave regions are
more pronounced. Hence, in light of the result for f (u; β = 200) we may expect that more observation
data is required. Therefore, we consider six initial data as given in Table 10.

Table 10. Six initial states with β = 300.

u0
β=300 =


1.0, if x ∈ [0, 3]
0, otherwise

u1
β=300 =


0.8, if x ∈ [3, 6]
0, otherwise

u2
β=300 =


0.6, if x ∈ [4, 7]
0, otherwise

u3
β=300 =


0.4, if x ∈ [0, 3]
0, otherwise

u4
β=300 =


0.3, if x ∈ [3, 6]
0, otherwise

u5
β=300 =


0.7, if x ∈ [1, 4]
0, otherwise
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Figure 15. Top. The distribution of noise-free observations generated for the case with
f (u; β = 300) and initial data as in Table 10. Left. Distribution of all data. Right. Distribution
of the quantity between 0 and 200. Bottom. The flux function f (u; β = 300) where noise-free
observations are generated based on initial data given in Table 10. The exact flux function
f (u; β = 300) (red solid line), fθ∗(u) generated from ConsLaw-Net (orange solid line), and
fθ∗(u) − fθ∗(0) (orange dashed line).
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The distribution of observation data is shown in Figure 15 (top). It reflects a good distribution apart
from a somewhat low representation for u ∈ (0.8, 1.0). The analytical expression of fθ∗(u) generated by
ConsLaw-Net is given in Table 11. The visualization in Figure 15 (bottom) shows that the learned fθ∗(u)
largely captures the variations of the true flux function f (u; β = 300), with a small loss of accuracy in
the interval with sparse observation data (u ∈ (0.8, 1.0)).

Table 11. Identification of f (u; β = 300) based on clean data generated by 6 initial states
(Table 10).

Correct f (u) f (u) = 1
2u(3 − u2) + 300

12 u2
(

3
4 − 2u + 3

2u2 − 1
4u4

)

f (u) generated by ConsLaw-Net

f (u) = (64.5698)u4 + (−59.0164)u3 + (−32.7687)u5

+ (19.2141)u2 + (8.4140)u6 + (1.6037)u + (−1.0640)u7

+ (0.2655) + (0.05272)u8

3.4. Example with β = −200 in Eq (3.1)

In this example we explore how ConsLaw-Net can learn the flux function f (u; β = −200). As
seen from Figure 4 this flux function also has two inflection points. The order of the convex and
concave regions is interchanged, as compared to the case with f (u; β = 300), where a convex region
for intermediate u-values now is surrounded by a concave region for small u and large u. As before,
we use S-Net-M to represent fθ(u), however, we use four hidden layers which amounts to 34 trainable
parameters.

3.4.1. Noise-free observation data and two initial states

(a) Simulated observation data

We use Algorithm 2 to generate the observations based on the two initial states given in Table 12.
We generate observation data at times given by Eq (3.2), in addition to the times 1.0 and 1.1. This
gives rise to the distribution of observation data as shown in Figure 16 (top). Clearly, the observation
data covers the whole interval (0, 1) well.

Table 12. Two initial states for the case with f (u; β = −200).

u0
β=−200 =


1.0, if x ∈ [2, 4]
0, otherwise

u1
β=−200 =


0.9, if x ∈ [3.5, 6.5]
0, otherwise

(b) Training and testing

From Figure 16 (bottom), we see that the learned flux fθ∗(u) essentially captures the lower convex
envelope of the true f (u; β = −200). In particular, there is a lack of information about the true flux for
u ∈ [0.0, 0.3] and u ∈ [0.6, 1.0]. This can be understood in light of the fact that the decreasing initial
discontinuity located at x = 4 and x = 6.5, respectively, depends on the upper concave evelope, which
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essentially is the straight line which connects (0, 0) and (0.9, f (0.9)). Hence, precise information about
the shape of f (u; β = −200) is difficult to reveal. As a result, the initial increasing jumps at x = 2 and
x = 3.5, respectively, then imply that ConsLaw-Net generates a function fθ∗(u) which coincides with
the lower convex envelope of f (u; β = −200), as shown in Figure 16 (bottom).
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Figure 16. Top. The distribution of noise-free observations generated for the case with
f (u; β = −200) and initial data as in Table 12. Left. Distribution of all data. Right.
Distribution of the quantity between 0 and 200. Bottom. The flux function f (u; β = −200)
where noise-free observations are generated based on initial data given in Table 12. The exact
flux function f (u; β = −200) (red solid line), fθ∗(u) generated from ConsLaw-Net (orange
solid line), and fθ∗(u) − fθ∗(0) (orange dashed line).

3.4.2. Improving the learning of f (u; β = −200) by using six initial states

(a) Simulated observation data

We increase the number of initial data from two to six, as shown in Table 13. We use Algorithm 2 to
generate the observations based on initial data in Table 13. The corresponding histogram of observation
data is shown in Figure 17 (top).

(b) Training and testing

We first illustrate in Table 14 the analytical expression of the learned flux function fθ∗(u) obtained
through ConsLaw-Net. From Figure 17 (bottom) we see that fθ∗(u) is consistent with the exact f (u; β =

−200) with respect to u in most intervals, except for the interval u ∈ [0.8, 1.0]. Combined with the
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Table 13. Six initial states used in combination with f (u; β = −200).

u0
β=−200 =


1.0, if x ∈ [0, 3]
0, otherwise

u1
β=−200 =


0.8, if x ∈ [3, 6]
0, otherwise

u2
β=−200 =


0.6, if x ∈ [4, 7]
0, otherwise

u3
β=−200 =


0.4, if x ∈ [0, 3]
0, otherwise

u4
β=−200 =


0.3, if x ∈ [3, 6]
0, otherwise

u5
β=−200 =


0.7, if x ∈ [1, 4]
0, otherwise
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Figure 17. Top. The distribution of noise-free observations generated for the case with
f (u; β = −200) and initial data as in Table 13. Left. Distribution of all data. Right.
Distribution of the quantity between 0 and 200. Bottom. The flux function f (u; β = −200)
where noise-free observations are generated based on initial data given in Table 13. The exact
flux function f (u; β = −200) (red solid line), fθ∗(u) generated from ConsLaw-Net (orange
solid line), and fθ∗(u) − fθ∗(0) (orange dashed line).

observation distribution in Figure 17 (top), we see that there are relatively few observations in this
interval, which most likely is the reason for this loss in accurate learning.

4. Learning of fractional flux functions

In this section, we consider a flux function in the following fractional form Eq (4.1)

f (u) =
u2

u2 + β(1 − u)2 . (4.1)
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Table 14. Identification of f (u; β = −200) based on clean data generated by initial states in
Table 13.

Correct f (u) f (u) = 1
2u(3 − u2) + −200

12 u2
(

3
4 − 2u + 3

2u2 − 1
4u4

)

f (u) generated by ConsLaw-Net

f (u) = (10.8706)u3 − 10.7580u5 − 6.3577u2 + (5.9855)u4

− 4.9812u6 + (4.0332)u7 + (0.8962)u + (0.8686)u8

− 0.6212 + (0.5814)u10 − 0.4223u9 + (0.3570)u11

− 0.0937u12 − 0.0094u15 + (0.0082)u13 + (0.0067)u14

− 0.0021u16

This nonlinear flux function appears in the context of creeping two-phase porous media flow [15] and
accounts for a large range of nonlinear two-phase behavior. We consider the same spatial domain as
before (L = 10) and explore solution behavior in the time period t ∈ [0,T ] with T = 2. We set β = 0.5
in Eq (4.1) when we generate synthetic data for further testing of ConsLaw-Net for this class of flux
functions. We use a grid of Nx = 400 cells and consider observation data Eq (2.9) at times Eq (3.2).

Figure 18. Left. Loss function based on S-Net-M. Right. Loss function based on S-Net-D.

4.1. Example with β = 1/2 in Eq (4.1)

We first try to use S-Net-M with three hidden layers and 23 trainable parameters, based on
previous experience from Section 3. However, we find that the loss function does not converge to
zero, see Figure 18 (left). Therefore, we replace it by S-Net-D (2.20) with two hidden layers and 18
trainable parameters which gives significantly better behavior in terms of convergence behavior of the
loss function, see Figure 18 (right).

4.1.1. What is the effect of noisy observations?

(a) Simulation of observation data, training, and testing

We use Algorithm 2 to generate the observations based on initial state in Table 15. Then, 3% noise
is added to the observations. The distribution of the resulting observation data is shown in Figure 19

Networks and Heterogeneous Media Volume 18, Issue 1, 48–79.

89



75

(top). Specifically, Figure 20 shows clean and noisy data corresponding to the first initial data in
Table 15 at three time points: 0.3, 0.6 and 0.9.

Table 15. Two initial states with β = 0.5 in the flux function Eq (4.1).

u0
β=0.5 =


1.0, if x ∈ [4, 6]
0, otherwise

u1
β=0.5 =


0.8, if x ∈ [4, 6]
0, otherwise
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Figure 19. Top. The distribution of noisy observations generated for the flux function given
by Eq (4.1) with β = 1/2 and initial data as in Table 15. Left. Distribution of all data. Right.
Distribution of the quantity between 0 and 200. Bottom. The true flux function Eq (4.1) with
β = 1/2 where noisy observations are generated based on initial data given in Table 15. The
exact flux function (red solid line), fθ∗(u) generated from ConsLaw-Net (orange solid line),
and fθ∗(u) − fθ∗(0) (orange dashed line).
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Figure 20. Clean and noisy data generated by the first initial data in Table 15 with Nx = 400
at three time points: 0.3 (left), 0.6 (middle) and 0.9 (right).

Table 16 shows the analytic expression of the identified fθ∗(u). In Figure 19 (bottom), we see
a comparison of the learned flux function under noisy data and the true flux function. Clearly, the
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learning has been effective for this flux function under noisy data based on ConsLaw-Net combined
with the neural network S-Net-D to represent the unknown flux function.

Table 16. The identification of f (u) with β = 1/2 based on noisy data generated by initial
data as given in Table 15.

Correct f (u) f (u) = u2

u2+0.5(1−u)2

f (u) learned from ConsLaw-Net f (u) =
−1.224u + 0.639 − 0.233u2 − 0.013u3 − 6.0e − 05u4

−2.696u2 + 1.870u − 1.022 − 0.323u3 − 0.002u4

5. Conclusion

Compared with advanced methods that have been used to learn PDE problems from data [11,13,14],
our method can deal with scalar conservation laws and identification of the unknown nonlinear flux
function. In this paper, we designed a framework denoted ConsLaw-Net that combines a deep feed-
forward network and an entropy satisfying discrete scheme to learn the unknown flux function. We
have found that by including observation data from a sufficient number of initial states, the correct
nonlinear flux function can be recovered. This is true both for data with and without noise. Using
symbolic multilayer neural networks (S-Net-M or S-Net-D) to represent the unknown flux function
fθ(u) in an entropy satsifying scheme, represents the key components. It has been demonstrated that
the additional regularity imposed on the flux function through fθ(u) helps to identify the correct form
of it. Moreover, the identified flux function fθ∗(u) has the ability to discover the unknown nonlinear
conservation law model from a relatively sparse amount of observation data, e.g., typically sampled at
10 different times. Interesting findings are:

(1) Depending on the complexity of the hidden flux function f (u) we seek to identify, i.e., the non-
linear shape, we may need observation data corresponding to a set of different initial states u0(x).
This is necessary in order to collect information that can reflect the nonlinear form of f (u) for
all values of u in the interval for which we seek to learn the flux function. We also explore the
impact of noise in the observation data and find that the correct flux function to a large extent can
be identified from noisy data by including 4–6 different initial states.

(2) We find that the method can learn the relevant flux function for a whole family of different flux
functions ranging from pure convex/concave to strongly non-convex functions. The role of
observation data as a result of different sets of initial states, is highlighted.

(3) In this work we apply a variant of the Rusanov scheme [15] which relies on an estimate of the
maximum value of f ′(u). The simplicity of the numerical scheme is exploited in the learning
process. Other numerical schemes may require suitable modifications in the definition of
ConsLaw-Net.

The current version of ConsLaw-Net is restricted to a scalar conservation law in one dimension.
Possible further extensions can be: (i) What is the role of the specific discrete scheme that approximates
the entropy solution? Does the method work for any entropy-satisfying scheme? (ii) Is it possible to
also learn the role played by parameters like β in Eq (3.1) and Eq (4.1) from the observation data? In
orther words, identify the functional form of f with respect to both u and β. (iii) Explore the proposed
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method in a setting where experimental data is available. This may lead to considering other type of
observation data than we have used in this work.
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a b s t r a c t

Machine learning methods have in various ways emerged as a useful tool for modeling the dynamics
of physical systems in the context of partial differential equations (PDEs). Nonlinear conservation laws
(NCLs) of the form ut+f (u)x = 0 play a vital role within the family of PDEs. A main challenge with NCLs
is that solutions contain discontinuities. That is, one or several jumps of the form (uL(t), uR(t)) with
uL ̸= uR may move in space and time such that information about f (u) in the interval associated with
this jump is not present in the observation data. Moreover, the lack of regularity in the solution u(x, t)
prevents use of physics informed neural network (PINN) and similar methods. The purpose of this
work is to propose a method to identify the nonlinear flux function f (u, β) with variable parameters
of an unknown scalar conservation law

ut + f (u, β)x = 0 (∗)

with u as the dependent variable and β as the parameter. In a recent work we introduced a framework
coined ConsLaw-Net that combines a symbolic multi-layer neural network and an entropy-satisfying
discrete scheme to learn the nonlinear, unknown flux function f (u;β) for various fixed β . Learning
the flux function with variable parameters, marked as f (u, β), is more challenging since it requires an
understanding of the relationship between the variable u and parameter β as well. In this work we
demonstrate how to couple ConsLaw-Net to the Linear Regression Neural Network (LRNN) to learn
the functional form of the two variable function f (u, β). In addition, ConsLaw-Net is here further
developed and made more generic by using a refined discrete scheme combined with a more general
symbolic neural network (S-Net). We experimentally demonstrate that the upgraded ConsLaw-Net
integrated with LRNN is well-suited for learning tasks, achieving more accurate identification than
existing learning approaches when applied to problems that involve general classes of flux functions
f (u, β). The investigations of this work are restricted to the class of polynomial, rational functions.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

1.1. Background

Machine learning methods for solving partial differential equa-
tion problems have been widely used in science and engineering,
for example, electromagnetism [1], aerodynamics [2,3], weather
prediction [4], and geophysics [5]. Raissi et al. [6] introduced
the physics informed neural networks (PINNs) for solving partial
differential equations (PDEs) and learning parameters in PDEs.
Long et al. [7,8] proposed PDE-Net that combines numerical ap-
proximation of differential operators and symbolic multi-layer

∗ Corresponding author.
E-mail addresses: quing.li@uis.no (Q. Li), jiahui.geng@uis.no (J. Geng),

steinar.evje@uis.no (S. Evje).

neural networks. The authors reported that PDE-Net has the
most flexible and expressive power by learning both differential
operators and the nonlinear response function of the underlying
PDE model. In this work, we focus on the problem of learning the
unknown nonlinear flux function f (u, β) that is involved in the
general scalar nonlinear conservation law. Here we are restricted
to the one-dimensional case, given by

ut + f (u, β)x = 0, x ∈ (0, L)
u|t=0 = u0(x)
ux|x=0 = ux|x=L = 0

(1)

where u = u(x, t) is the main variable and β is a parameter,
typically, related to different forces that drive the process under
consideration. Note that this extension to include dependence on
a parameter β is highly relevant for many situations where dif-
ferent physical parameters naturally vary over certain intervals.

https://doi.org/10.1016/j.physd.2023.133773
0167-2789/© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Displacement of several fluids is one classical example where
quantities like fluid viscosity and density may strongly influences
the displacement behavior and their roles are expressed in a β-
like parameter [9,10]. In the context of learning f (u;β) for a fixed
β , we identify f (u;β) with u as the only variable based on a series
of observations {u(xj, ti)} at specific time points {ti} described on
a spatial grid {xj}. However, when learning f (u, β), we seek the
analytical expression of f (u, β) that includes both the variable
u and the parameter β , given a set of observations {u(xj, ti)} at
various time points ti and at different values of β over an interval
of interest.

There are special challenges in identifying f (u, β) in (1) as
compared to previous PDE models as studied in, e.g., [6–8]. Firstly,
in our scenario, the term f (u, β)x in (1) cannot be expressed
by fu(u, β)ux since u generally is not a differentiable function.
Consequently, we cannot approximate differential operators us-
ing convolutions, as done in [7,8]. In our earlier work [11], we
demonstrated that the proposed ConsLaw-Net for solving f (u;β)
for a fixed β can handle this problem. Secondly, variable u and
parameter β are completely distinct. How to learn the functional
relation between u and β? A natural idea is to try to discover
their relationship by treating both as variables. I.e., feed u and
β into the ConsLaw-Net at the same time. However, it seems
difficult to control and minimize the error associated with both
u and β simultaneously. The discrete scheme we use to rep-
resent the entropy solution of (1) would produce a cumulative
error in the ConsLaw-Net, especially when the number of itera-
tions is large. Incorporating learning of an unknown parameter
into the ConsLaw-Net significantly increases the complexity of
the calculations involved in minimizing the loss function. To
overcome this, we introduce a Linear Regression Neural Net-
work(LRNN) to distill the structure of f (u, β) learned by relying
on the ConsLaw-Net for a few selected values of β .

At this stage, it seems appropriate to highlight some essential
features of the entropy solution associated with (1). It is well
known that conservation laws of the form (1)1,2 (Cauchy prob-
lem) do not in general possess classical solutions. Instead, one
must consider weak solutions in the sense that the following
integral equality holds [12–14]∫
Ωx

∫ T

0

[
uφt + f (u, β)φx

]
dx dt +

∫
Ωx

u0(x)φ(x, t = 0) dx = 0 (2)

for all φ ∈ C1 such that φ(x, t) : Ωx × (0, T ) → R and which is
compactly supported, i.e., φ vanishes at x → Ωx and t → T .
It follows that if a discontinuity occurs in the solution, i.e., a
left state uL and a right state uR, then the speed s satisfies the
Rankine–Hugoniot jump condition [12,14], i.e.,

s =
f (uL, β) − f (uR, β)

uL − uR
. (3)

However, direct calculations show that there are several weak
solutions for one and the same initial data [13]. To overcome
this issue of non-uniqueness of weak solutions, we need criteria
to determine whether a proposed weak solution is admissible or
not. This has led to the class of entropy solutions, which amounts
to introducing an additional constraint which ensures that the
unique physically relevant one is found among all the possible
weak solutions. There are different ways to express the entropy
condition for scalar nonlinear conservation laws. One variant is
by introducing an entropy pair (η, q) where η : R → R is any
strictly convex function and q : R → R is constructed as [14,15]
(where f ′(s) represents derivative with respect to s since β is a
passive parameter)

q(v, β) =

∫ v

0
f ′(s, β)η′(s) ds (4)

for any v. This implies that q′
= f ′η′. Then, u is an entropy

solution of (1)1,2 if (i) u is a weak solution in the sense of (2);
(ii) u satisfies in a weak sense η(u)t + q(u, β)x ≤ 0 for any pair
(η, q). This condition can also be formulated as the following char-
acterization of a discontinuity (uL, uR) [14,16]: For all numbers v
between uL and uR,
f (v, β) − f (uL, β)

v − uL
≥ s ≥

f (v, β) − f (uR, β)
v − uR

(5)

where s is given by (3). In particular, it gives a tool for construct-
ing unique solutions of nonlinear scalar conservations laws as
given by (1).

The ConsLaw-Net framework introduced in [11] relies on dif-
ferent symbolic neural networks, S-Net-M for multiplicative func-
tion and S-Net-D for division function to represent the flux func-
tion, and are combined with an entropy consistent discrete nu-
merical scheme (ECDNS) to identify f (u;β) for a fixed β . How-
ever, this ConsLaw-Net has two shortcomings: Firstly, the en-
tropy consistent numerical scheme relies on a global estimate
of |fu(u;β)| through M = maxu |fu(u;β)|. This facilitates the
symbolic neural network to find the optimal solution quickly.
However, it is also known to corrupt data accuracy. In this work
we explore whether the flux function can be correctly learned
when the symbolic neural network is coupled with a numerical
scheme that relies on a local estimate of the form Mj+1/2 =

max{|fu(un
j ;β)|, |fu(u

n
j+1;β)|} where un

j and un
j+1 refer to u at spa-

tial grid points xj and xj+1, to improve the overall accuracy of
the method. Secondly, there are two different symbolic neural
networks involved, S-Net-M and S-Net-D for multiplicative and
division functions, respectively. We must decide which type of
symbolic neural network to use by comparing the final losses of S-
Net-M and S-Net-D, which obviously increases the computational
burden.

1.2. Purpose of this work

In particular, our main contribution by this work includes:

• Provide a method for learning of the functional form of the
nonlinear two-variable function f (u, β) where u is the main
variable and β is a parameter. To our knowledge, this repre-
sents the first approach to learn the unknown nonlinear flux
function involved in a scalar conservation law, with respect
to both its dependent variable u as well as the parameter β .

• We update the ConsLaw-Net proposed in [11] regarding the
following two aspects:

– We use a local rather than global estimate of the wave
speed for the Rusanov scheme. Specifically, we use a
local estimate Mj+1/2 = max{|fu(un

j ;β)|, |fu(u
n
j+1;β)|}

instead of a global estimate of M = maxu |fu(u;β)|.
This updated ECDNS provides a more accurate descrip-
tion of observation data versus the underlying flux
function, but also increases the computational time for
model optimization (i.e., identification of the unknown
flux function). The success of applying the improved
numerical scheme demonstrates that the methodology
can be extended to a wider variety, i.e., the ConsLaw-
Net model has some robustness;

– We employ a unified Symbolic Multi-layer Neural Net-
work (S-Net) to learn f (u;β), regardless of whether
it is a division or a multiplication function that is
involved in the unknown underlying conservation law
(1).

Hence, the updated ConsLaw-Net is a refinement and a
generalization as compared to its first version presented

2
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Fig. 1. Pipeline for our approach. There are two steps: 1⃝ using the improved ConsLaw-Net to learn f (u;β) where β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ
}. We use the symbol β∗

to distinguish the values of β used in the first step. The learned expression f (u;β∗

i ) in each subproblem i is referring to an equation with u as variable but not
β∗

i . 2⃝ Given the results of the first step, we first construct a collection of candidate models of the two variable function f (u, β), and then use LRNN to obtain the
coefficients of the selected candidate model. If this candidate model can satisfy the error criterion, we will apply it to compute the solutions of (1). Otherwise, we
reselect the candidate model and repeat the process in the second step.

in [11]. However, this comes with an additional challenge
related to the optimization of (1). To handle this, we design
a new loss function.

• Learned graph neural networks (GNNs) have recently been
established as fast and accurate methods when applied to
PDEs with regular solutions, such as the Wave equation,
Poisson, or Navier–Stokes equations [17–19]. We compare
our method with the GNNs method proposed in [17]. Ex-
periments show that our method generates relative accurate
predictions whereas this GNN does not seem to have a
built-in capacity to handle the problem (1) well.

The proposed approach is summarized in Fig. 1. This method
consists of two steps. The first step is to use the optimized
ConsLaw-Net to learn f (u;β) for a few values of β , whereas
the second step is to use LRNN to learn f (u, β) relying on the
results of the first step. The challenge with lack of uniqueness,
i.e., the fact that many different flux functions can give rise to
the same observation data, is dealt with by using a combination
of two different components: (i) we collect observation data
corresponding to a set of different initial states; (ii) regularity in-
formation pertaining to the class of flux functions f (u, β) we seek,
is incorporated through the use of symbolic neural networks, as
mentioned above.

1.3. Related work

Learning the flux function of a nonlinear conservation law
from sparse data has important applications in industry. There are
several examples of non-machine approaches to deal with this
problem. Holden et al. used the front-tracking algorithm to re-
construct the flux function from observed solutions with suitable
initial data [20] for a traffic flow relevant model. Recent stud-
ies on the reconstruction of the flux function for sedimentation
problems involved the separation of a flocculated suspension into
a clear fluid and a concentrated sediment [21,22]. In particular,
Bürger and Diehl revealed that the inverse problem of identifying
the batch flux density function has a unique solution, and derived
an explicit formula for the flux function [23]. This method was re-
cently extended to construct almost the entire flux function [24]
using a cone-shaped separator. Diehl explored a direct inversion
method using linear combinations of finite element hat functions
to represent the unknown nonlinear function [25].

With the development of deep AI, more and more neural
network methods are used to solve forward and inverse problems

of PDEs and ODEs. These problems frequently involve recovering
solutions to PDEs [6] or physical quantities, such as the density,
viscosity, or other material parameters [26–28], from a sparse set
of measurements. We refer to [29,30] for examples of methods
based on assuming that the governing PDE is linear combina-
tion of a few differential terms in a prescribed dictionary, and
the objective is to find the correct coefficients. Raissi et al. [6]
introduced the physics informed neural networks (PINNs) for
solving two types of problems: data-driven solutions and data-
driven discovery of partial differential equations. Except for a
few scalar learnable parameters, the explicit form of the PDEs
is assumed to be known in the second problem. Therefore, the
structure of the equation is used as part of the loss function to
guide the optimization. However, PINNs seem not able to learn
the nonlinear hyperbolic PDE that governs two-phase transport
in porous media [10]. It was suggested that this shortcoming of
PINNs for hyperbolic PDEs is due to the lack of regularity in the
solution. Mesh-based simulations have recently made significant
progress [17,18], enabling faster runtimes than principled solvers,
and higher adaptivity to the simulation domain compared to the
grid-based convolutional neural network (CNNs) [31,32]. Neu-
ral networks have been used also in combination with discrete
schemes to accelerate computations of PDEs [33].

The rest of this paper is organized as follows: In Section 2
the updated version of the ConsLaw-Net proposed in [11] is
described. In particular, it is described how LRNN is used to
learn the two variable flux function f (u, β). In Sections 3 and 4
we present different experimental results on identifying f (u, β)
using our method by exploring performance, respectively, for two
different families of flux functions. In Section 5, we close with a
discussion and outlook.

2. Method

2.1. The first step: using an improved ConsLaw-net to learn the fixed
parameter problem f (u;β), with β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ
}.

2.1.1. Entropy consistent discrete numerical scheme (ECDNS)
We investigate a discretization of the spatial domain [0, L] in

terms of {xi}
Nx−1
i=0 where xi = (1/2+i)∆x for i = 0, . . . ,Nx−1 with

∆x = L/Nx. Furthermore, we consider time lines {tn}Nt
n=0 with

Nt∆t = T . Our discrete version of (1) is based on the Rusanov
scheme [12] which takes the form

un+1
j = un

j − λ(F n
j+1/2 − F n

j−1/2), λ =
∆t
∆x
,
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Fig. 2. The structure of S-Net with three hidden layers.

un+1
1 = un+1

2 , un+1
Nx

= un+1
Nx−1 (6)

with j = 2, . . . ,Nx−1 and where the Rusanov flux takes the form

F n
j+1/2 =

f (un
j ;β) + f (un

j+1;β)

2
−

Mn
j+1/2

2
(un

j+1 − un
j ).

We adopt a local estimation by using Mn
j+1/2 =

max{|fu(un
j ;β)|, |fu(u

n
j+1;β)|} instead of a global approximation

through Mn
j+1/2 = maxu |fu(u;β)|, as used in [11]. The local

estimation is beneficial to simulation accuracy but harmful to
the optimization of the model. The CFL condition determines the
magnitude of ∆t for a given ∆x through the constraint [12]

CFL :=
∆t
∆x

M ≤ 1, M = max
u

|fu(u;β)|.

We invoke the CFL condition in Algorithm 1. Algorithm 2 presents
how to learn the solution Un

=
{
u(xj, tn)

}Nx
j=1 of the discrete

conservation law (6). The local estimation Mn
j+1/2 is used to define

the interface flux Fj+ 1
2

in Algorithm 2. Note that we for sim-
plicity ignore the explicit dependence on β in Algorithm 1 and
Algorithm 2 since they are applied for f (u;β) with a fixed choice
of β .

Algorithm 1: CFL
Input: L: length of the spatial domain; Nx: the number of

spatial grid cells; f (u): the nonlinear flux function;
T : computational time period;

Output: ∆t: local time interval

∆x = L/Nx
M = max

u
|f ′(u)|

dt = ( 34∆x)/(M + 0.0001)
n_time = ⌊T/dt⌋
∆t = T/n_time

2.1.2. S-net
Inspired by [34,35], we use the S-Net to represent the un-

known function f (u;β) because S-Net can learn the analytical
expression of the flux function f (u;β). In this work we no longer
distinguish between S-Net-M and S-Net-D, but instead use S-Net-
D as S-Net to learn all functions. Fig. 2 depicts the building of

Algorithm 2: DataGenerator
Input: T : computational time period; Nx: the number of

spatial grid cells; L: length of the spatial domain;
u0 = {u0(xj)}

Nx
j=1: initial state set of dimension Nx;

f (u): the flux function;
Output: U = {un

j }: the solution based on initial state u0;

∆t = CFL(L, Nx, f (u), T )
∆x = L/Nx
U[0] = u0
ũ = u0
for n = 1,...,T/∆t do

for j = 1,...,Nx - 1 do
Fj+1/2 =

1
2

(
f (ũj) + f (ũj+1)

)
−

max{|f ′(ũj)|,|f ′(ũj+1)|}
2

(
ũj+1 − ũj

)
end
for j = 2,...,Nx - 1 do

uj = ũj −
∆t
∆x

(
Fj+1/2 − Fj−1/2

)
end
u1 = u2
uNx = uNx−1
ũ = u
U[i] = u

end

S-Net in the form of f = g/h with three hidden layers. As shown
in Fig. 2, the identity directly maps u from input layer to the first
hidden layer. The linear combination map uses parameters w1
and b1 to choose two elements from u and are denoted by α1
and β1.

(α1, β1)T = w1 · (u) + b1,w1 ∈ R2×1, b1 ∈ R2×1 (7)

These two elements of α1 and β1 are multiplied which give

f1 = α1β1 (8)

Apart from u gotten by the identity map, f1 also is input to the
second hidden layer

(α2, β2)T = w2 · (u, f1)T + b2,w2 ∈ R2×2, b2 ∈ R2×1. (9)

4
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Similarly with the first hidden layer, we get another combinat-
ion f2

f2 = α2β2 (10)

Then we obtain the numerator part g and the denominator part h
of the flux function f (u) based on w3, b3 and w4, b4, respectively.

g = w3 · (u, f1, f2)T + b3,w3 ∈ R1×3, b3 ∈ R (11)

h = w4 · (u, f1, f2)T + b4,w4 ∈ R1×3, b4 ∈ R (12)

The analytic expression of the flux function f is the combination
of g and h, i.e.,

f =
g
h
. (13)

The parameters involved in the network described above is de-
noted by θ and the resulting function according to (13) is denoted
by fθ(u). More information about S-Net can be found in [11].

2.1.3. The ConsLaw-net
The ConsLaw-Net combines ECDNS and S-Net to learn f (u;β)

with β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ
}. We consider observation data in

terms of x-dependent data at fixed times {t∗i }
Nobs
i=1 extracted from

the solution U as follows:

Usub =

{
u(xj, t∗1 ), u(xj, t

∗

2 ), . . . , u(xj, t
∗

Nobs
)
}
, j = 1, . . . ,Nx. (14)

Eq. (14) is utilized to select synthetic observation data denoted by
Usub as well as predictions based on the learned fθ(u;β) written
as Ûsub. We specify times for collecting the time dependent data

Tobs = {t∗i = i∆tobs : i = 1, . . . ,Nobs}. (15)

Typically, we set Nobs = 9 with ∆tobs = 0.1. For clarity, we use
fθ(u;β) to denote the function learned by S-Net. During S-Net
training, fθ(u;β) is fed into Algorithm 2 to obtain the predicted
solution Û . Similar with Usub, choose predicted solutions Ûsub
according to (15). The difference between Usub and Ûsub, denoted
as Ldata, is involved in the optimization of the model. In addition
to Ldata, we also introduce Ldenominator

γ and Lnumerator
γ in the loss

function to limit the search space of the flux function. Detailed in-
formation on the loss functions is given in Section 2.3. Herein, we
use the second-order quasi-Newton method, L-BFGS-B [36,37], to
update the parameter vector θ. Finally, we get the best flux func-
tion fθ∗ (u;β) and use it to represent the learned conservation law
for the selected β . The learning process is depicted in Algorithm
3.

Overall, learning the fixed parameter problem f (u;β) can be
formalized as a nonlinear optimization problem as follows:

min
f (u)

Loss(Usub, Ûsub),

s.t. f (u) ∈ R(u)
(16)

where f (u) is the flux function to be learned and R(u) is the set of
rational functions. Usub and Ûsub are extracted from the solution
of Eq. (1) with fixed parameter β based on the true flux function
and learned flux function, respectively. Loss is the operator that
measures the difference between Usub and Ûsub and Loss(Usub, Ûsub)
is the objective function.

2.1.4. Why use S-net instead of the piecewise affine functions
method or the finite polynomial expansion method?

A wide range of methods exists to solve nonlinear optimiza-
tion problems, including traditional approaches like gradient-
based and Quasi-Newton methods, as well as contemporary
methods such as machine learning techniques. James and
Sepúlveda [38,39] minimized Loss(Usub, Ûsub) by means of gra-
dient methods. Since Loss(Usub, Ûsub) may not be differentiable

Algorithm 3: ConsLaw-Net
Input: T : computational time period; Nx: the number of

spatial grid cells; L: length of the spatial domain;
u0: initial state vector of dimension Nx; f (u;β):
true flux function with fixed parameters β; θ0:
initial parameters of S-Net; θ: parameters of S-Net;
fθ(u;β): flux function generated by S-Net; T_obs:
observation time points Eq. (15); Loss: loss
function; epoch: the number of epoch;
DataGenerator: Algorithm 2

Output: fθ∗ (u;β): the best flux function generated by the
S-Net based on parameter vector θ∗;

U =DataGenerator(T ,Nx, L, u0, f (u;β))
U_sub = {u ∈ U |t ∈ T_obs}
θ = θ0
for i = 1,...,epoch do

Û = DataGenerator(T ,Nx, L, u0, fθ (u;β))

Û_sub = {u ∈ Û |t ∈ T_obs}
loss = Loss(U_sub, Û_sub)
Updating θ and loss by optimizer L-BFGS-B;

end
θ∗

= θ

with respect to the parameters of f (u;β) and the dependence
of objective function on these parameters occurs via the PDE
solution, additional assumptions have to be made, and the formal
gradient is obtained by means of an adjoint equation. Already for
a hyperbolic scalar conservation law in one dimension, the prob-
lem of identifying a nonlinear flux f (u;β) is generally ill-posed
in the sense that f (u;β) is not uniquely determined by observed
data. For example, the same discontinuity in a solution may arise
from different flux functions. Recently, Diehl in [25] formulated a
general flux identification method based on expanding the flux
function in terms of piecewise affine functions with unknown
weights and obtained the least squares solution to the integrated
form of the conservation equation which could also contain a
diffusion term.

To solve the nonlinear optimization problem (16), we have
opted for machine learning methods, which offer greater ro-
bustness and flexibility. In particular, we are using S-Net, as
employed in [7,8,34,35], to learn the unknown function. Besides
S-Net, other classical methods explicitly represent functions, such
as the piecewise affine functions method described in [25] and
the finite polynomial expansion method. In the piecewise affine
functions method, divide the u-axis into n equidistant intervals:
let umax be the largest value of the data and set uk = kumax/n for
k = −1, . . . , n + 1. Assume that

f (u) =

n∑
k=0

fkψk(u) (17)

where fk is n + 1 parameters to be determined, and the affine
functions are defined by

ψk(u)=

⎧⎪⎨⎪⎩
u−uk−1
uk−uk−1

, uk−1 < u ≤ uk
uk+1−u
uk+1−uk

, uk < u ≤ uk+1

0, Otherwise
(18)

where k = 0, . . . , n. The polynomial expression with respect to u
is given by:

f (u;β) =
c0 + c1u + c2u2

+ c3u3
+ · · · + cnun1

d0 + d1u + d2u2 + d3u3 + · · · + dnun2
(19)

We acquire the coefficients {fk}nk=0 of (17) and {ci}
n1
i=0 and {di}

n2
i=0

of Eq. (19), respectively, by using the observation data set. From
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the various methods available, we have decided to implement the
S-Net approach for the following reasons:

• Experimental performance: In Section 3.1.2 we do a compar-
ison of S-Net, the piecewise affine function representation,
and the finite polynomial expansion method. It is observed
that the performance of S-Net is clearly better than these
two other methods for our test cases.

• Robustness: S-Net demonstrates a high capacity to handle
noisy and incomplete data [11]. In our problem, the number
of local time steps (of length ∆t) we need to compute nu-
merical solutions through ECDNS is higher than the number
of observation data, i.e., ∆t ≪ ∆tobs. Since ∆t is dictated by
the CFL condition for the given choice of the flux function f
(which will vary during the training), we do not know that
∆tKi = t∗i for i = 1, . . . ,Nx for some integer Ki. In that case,
we choose the one closest to t∗i . Given that the observations
are derived from approximate data, we have opted for S-Net
due to its robustness.

• Flexibility: S-Net is flexible and powerful. Expanding func-
tions with more variables is easy with S-Net, as it can
automatically detect nonlinear relationships between input
variables. The finite polynomial expansion method requires
the manual listing of all possible combinations, which be-
comes an exhaustive task as the number of variables in-
creases, potentially leading to an exponential growth in
the number of combinations. Furthermore, incorporating
nonlinearities such as sine and cosine into S-Net is straight-
forward, enabling it to learn combinations of variables that
act on sine or cosine.

2.2. The second step: using LRNN to learn f (u, β)

From the first step, we have learned the fixed parameter
problems fθ∗ (u;β), β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ
}. Based on the above

results, we learn f (u, β) using LRNN in the following section.

2.2.1. Generate observation data Y
We have learned the analytical expressions of fθ∗ (u;β) with

some fixed β in the first step, denoted as

Y′
=

{
fθ∗ (u;β)

⏐⏐⏐ u ∈ [min(u0),max(u0)], β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ }

}
.

Since the solution of (1) is TVD (total variation diminishing) [15,
40], we know that the solution u(x, t) at any time t > 0 does
not contain any new maxima or minima as compared to the
initial data u0(x), i.e., min u0(x) ≤ u(x, t) ≤ max u0(x). In the
following we tactically assume that 0 ≤ u0(x) ≤ 1, therefore
0 ≤ u(x, t) ≤ 1,∀t ∈ [0, T ]. Consider a discretization of u ∈ [0, 1],
denoted as

UUU =

{
u
⏐⏐⏐ ui = i∆u, i = 0, 1, 2, . . . ,Nu,∆u = 1/Nu

}
. (20)

Therefore, a discrete version of Y ′ is obtained by

Y =

{
fθ∗ (ui;β)

⏐⏐⏐ ui ∈ U , β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ }

}
. (21)

Typically, Nu = 400. Y will be used as the observation data to
train LRNN.

2.2.2. Construct the candidate models for f (u, β) based on Linear
Regression Neural Network (LRNN)

Next, we create the candidate models of f (u, β) that contain
multiplication function form (22) and division function form (23):

f (u, β) =

K∑
i=0

Ji∑
j=0

(
aijβ iuj) (22)

f (u, β) =

∑K
i=0

∑Ji
j=0

(
aijβ iuj

)∑P
i=0

∑Qi
j=0

(
bijβ iuj

) (23)

where K , Ji, P,Qi ∈ N, and P =
{
aij|i = 0, . . . , K ; j = 0 · · · Ji

}
∪{

bij|i = 0, . . . , P; j = 1, . . . ,Qi
}

⊂ R, β i denotes the i-th power
of β , uj represents the j-th power of u. The largest power of u,
i.e., Ji, Qi, can in principle be any positive integer. The use of (22)
and (23) implies that the flux function f (u) we seek to identify is
restricted to be a polynomial, rational function or one that can
be well approximated within this class. We can appropriately
limit the candidate models by using the learned expressions of
f (u;β∗) obtained from the first step. Generally speaking, the
biggest power of u in the true function will not be greater than the
largest power in the learned expressions. P is the vector of the
parameters we want to learn in the second phase. According to
the Occam’s razor principle, the preferred formula is singled out
by being the simplest one that still predicts well. Therefore, we
test the candidate model based on the principle from simplicity
to complexity. That is, from multiplication to division models, and
from lower to higher powers. If the simple model can meet the
error requirements in the validation set, we use this simple model
instead of the complex model.

Specifically, to begin with a straightforward approach, we set
K = 1 and J0 = J1 = 1 in (22), which yields a simple model,

f (u, β) = a00 + a01u1
+ a10β + a11βu1. (24)

There are four unknown parameters, namely a00, a01, a10, a11, in
(24). These parameters can be optimized based on the results
obtained in the first step described in Section 2.1, denoted as
a∗

00, a
∗

01, a
∗

10, a
∗

11. The learning process is explained in detail in
Sections 2.2.3 and 2.2.4. The resulting equation can be denoted
as

f (u, β) = a∗

00 + a∗

01u
1
+ a∗

10β + a∗

11βu
1. (25)

To evaluate the ability of (25) in representing the true flux func-
tion, we must validate it using a separate dataset. This valida-
tion dataset, denoted as Uvalidsub , comprises the solutions extracted
from Eq. (1) for specific time points (15), generated using β that
was not used in the first step. We can then solve for Eq. (1) with
the learned flux function (25) using the same β as the validation
dataset, resulting in the estimated solutions Ûvalidsub . If the errors
between Uvalidsub and Ûvalidsub satisfy the specific error requirement ∆,
we consider the learned equations to be a suitable representation
of the true flux function. In this case, we do not conduct further
validation of the other candidate models. However, if the errors
do not meet the requirements, we move to a more complex
model. For instance, we may set K = 1 and J0 = J1 = 2 in (22).
We gradually increase the complexity of the candidate models
until we find one that satisfies the error requirements.

2.2.3. Establish the input X
After choosing the possible expression of f (u, β), we have to

establish the features of the expression in order to learn the
coefficients aij, bij in (22) or (23). For each item aij(bij)β iuj in
(22) and (23), we can build features according to β iuj. Take the
possible expression (26) as an example.

f (u, β) = a00 + a01u1
+ a02u2

+ β(a10 + a11u1
+ a12u2). (26)

For every β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ
} and ui ∈ U , we can create a set

of features

Xi,β = {1, u1
i , u

2
i , β, βu

1
i , βu

2
i }.

Denote the features of the potential formulation of f (u, β) as

X =

{
Xi,β

⏐⏐⏐ ui ∈ U , β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ }

}
. (27)
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Fig. 3. Pipeline for the second step of our approach: Choose one possible expression f (u, β) from candidate models. Build the observation data Y (21) and features
of f (u, β) (27), and get the coefficients aij(bij) by LRNN. Test the learned f (u, β) on the validation data. If the error criteria is met, stop; otherwise, continue with
the operation.

2.2.4. Train the model
Assume the parameter vector of LRNN is W, so

Y = WTX. (28)

Using the neural network, we can easily getWwhich is the vector
of coefficients of the possible expression of f (u, β).

2.2.5. Test on the validation dataset
After obtaining the trained model, it is tested on the validation

set. If the error condition is satisfied, the model behavior can be
predicted using the new parameter β and initial state u0. Fig. 3
depicts the pipeline for the second step of our approach.

2.3. Loss functions

2.3.1. Loss function used in the first step
Optimizations of the ConsLaw-Net, including using a local es-

timate Mj+1/2 = max{|fu(un
j , β)|, |fu(u

n
j+1, β)|} instead of a global

estimate M = maxu |fu(u, β)| and employing a unified S-Net to
learn f (u;β), place high demands on our loss functions. To obtain
the solutions of (1), we need to estimate the quantity M , that
decides the local time interval ∆t used in Algorithm 2. If M is
too large, it will cause ∆t too small according to ∆t =

3
4∆x

M+0.0001
in Algorithm 1. In this case, the numerical scheme needs to be
iterated tens of thousands of times to obtain the solutions of
(1), which takes an inordinate amount of time. As a result, we
estimate an upper bound on M , denoted as α. In our experiments,
α = 100. When M < α, we compare the difference between
Usub and Ûsub to guide optimization, written as Ldata and defined
in (30). S-Net has two sub-neural networks, g(u) and h(u), to learn
the numerator and the denominator, respectively.

There are two cases where the M value is too large caused by
g(u) and h(u). One is when the denominator h(u) is very close to 0,
and the other is when the value of the denominator is reasonable,
but the numerator g(u) is vast. The above situations inevitably
occur during the optimization of the model. To deal with these
two cases, we introduce Ldenominator

γ and Lnumerator
γ to optimize the

model. Therefore, the loss function used in Algorithm 3 can be

expressed as

Loss=

⎧⎨⎩
Ldata M<α
Ldenominator
γ M≥α, Ldenominator

γ ̸=0
Lnumerator
γ M≥α, Ldenominator

γ =0
(29)

where Ldata, Ldenominator
γ , and Lnumerator

γ are defined as follows:
Ldata

: Assume we have Kini different initial states used for the
training process, and solutions are described on a grid of Nx grid
cells and at Nobs different times. The true observation data set
denoted by {Usub,k(xj, t∗i ) : 1 ≤ k ≤ Kini; 1 ≤ j ≤ Nx; 1 ≤

i ≤ Nobs} is obtained using Algorithm 2. The predicted data is
created by an iterative loop in Algorithm 3, and is denoted by
{Ûsub,k(xj, t∗i ) : 1 ≤ k ≤ Kini; 1 ≤ j ≤ Nx; 1 ≤ i ≤ Nobs}. So we
define the data approximation term Ldata as:

Ldata =
1

KiniNxNobs

Kini∑
k=1

Nx∑
j=1

Nobs∑
i=1

(
Usub,k(xj, t∗i ) − Ûsub,k(xj, t∗i )

)2
. (30)

Ldenominator
γ : To steer the network away from small values

of the denominator, we add a penalty term to our objective
(29), denoted by Ldenominator

γ . Compute the values of the subneural
network h(u) on U (20), written as

H = {h(ui)|i = 0, 1, 2, . . . ,Nu} .

If there are elements in H smaller than γ , it can cause M to be too
large (i.e., M ≥ α). In our experiment, we set γ = 0.001 and let
Ldenominator
γ be associated with the net effect of these small values
of H

Ldenominator
γ =

Nu∑
0

|h(ui)| I(h(ui) < γ ),

I(h(ui) < γ ) =

{
1, if h(ui) < γ

0, otherwise
(31)

Note that 0 < Ldenominator
γ < (Nu + 1)γ .

Lnumerator
γ : When the value of the denominator h is greater

than γ , i.e., h(ui) ≥ γ for all i ∈ U implying that Ldenominator
γ = 0,

and the value of the numerator g is too large, M can also be too
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Fig. 4. (a) Flux function (34); (b) Flux function (39).

Fig. 5. The graphical results of identification of flux function fθ∗ (u;β) on β = 10, 130, 200, 300. In each subplot, the solid red line is the true function, and the
orange dashed line is the learned function.

big (i.e., M ≥ α). In this situation, we compute the approximate
derivative of f (u) with respect to u ∈ [0, 1]. For that purpose we
introduce

U ′
= U ∪ {1 +∆u} = {ui|i = 0, 1, 2, . . . ,Nu+1} .

We compute the discrete derivative of f (u) on U ′, denoted by

Df (u) =

{
f (ui+1) − f (ui)

∆u

⏐⏐⏐i = 0, 1, 2, . . . ,Nu

}
where Lnumerator

γ is set to be

Lnumerator
γ = max(|Df (u)|) − α. (32)

The purpose of Ldenominator
γ and Lnumerator

γ is to steer the loss function
(29) in a direction such that Loss = Ldata is the dominating
term, which allows to identify the unknown flux function. As u
is bounded by [0, 1], Ldata in the case of M < α is much smaller

than Ldenominator
γ or Lnumerator

γ which are at work in the case of
M ≥ α. During the optimization process of the neural network,
the parameters are updated in the direction that minimizes the
loss function (29), i.e., the situation where loss is governed by
Ldenominator
γ or Lnumerator

γ will be avoided. In this sense, the presence
of Ldenominator

γ and Lnumerator
γ steers the loss function (29) in a direc-

tion such that Loss = Ldata is the governing term, which allows to
identify the unknown flux function.

2.3.2. Loss function used in the second step
We optimize models using the Adam optimizer [41] for 5000

epochs and minimize MSE between observation data (21) and
predicted values YW =

{
fW (ui, β)

⏐⏐⏐ui ∈ U , β ∈ {β∗

0 , β
∗

1 , . . . , β
∗

Nβ
}

}
generated by LRNN where W represents the parameter vector,
see (28). One of the primary reasons for selecting Adam is its
ability to automatically adjust the learning rate, which ensures

8
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the accuracy of learning. For clarity, we denote the trained LRNN
function as fW∗ (u, β). The loss function is written as

Loss =
1

(Nu + 1)(Nβ + 1)

Nu∑
i=0

Nβ∑
j=0

(
fθ∗ (ui;β

∗

j ) − fW (ui, β
∗

j )
)2 (33)

3. Learning a general class of nonlinear flux functions f (u, β)

In this section, we consider a class of nonlinear conservation
laws that naturally arise from studying displacement of one fluid
by another fluid in a vertical domain. The resulting displacement
process involves a balance between buoyancy and viscous forces.
Depending on the properties of the fluids used, there is room for
various types of displacement behavior. This is expressed by the
fact that one can derive a family of flux functions f (u, β) which
takes the following form as illustrated in [9]

f (u, β)=
1
2
u(3 − u2) +

β

12
u2

(
3
4

−2u+
3
2
u2

−
1
4
u4

)
. (34)

The parameter β represents the balance between gravity
(buoyancy) and viscous forces. In this work, β ∈ [−400, 500].
Different values of β result in different types of flux functions.
Fig. 4(a) shows the shape of f (u, β).

In the following, we generate synthetic data with a few dif-
ferent values of β and a class of initial data u0(x). As mentioned
in the introduction, observation data of the entropy solution
leaves room for many possible flux functions to be candidates to
explain the observations. However, as demonstrated in [11], the
combination of using a few initial data combined with additional
regularity by representing the unknown flux function through
symbolic multilayer neural networks, enables identification of the
relevant flux function quite effectively. In other words, as more
initial data is added (with corresponding observation data), more
details of the physically relevant flux function are revealed.

We consider a spatial domain L = 10 such that x ∈ [0, 10] and
a time interval [0, T ] with T = 2. We collect observation data in
the form (14) with Nobs = 9. The aim is to identify the unknown
flux function f (u, β) for u ∈ [0, 1].

3.1. The first step: using the improved ConsLaw-net to learn f (u;β)
where β = {10, 130, 200, 300}

3.1.1. The results of using S-net to represent f (u;β)
In order to learn f (u;β) for u ∈ [0, 1], we consider a set

of initial data {uk
0}

K
k=1 such that 0 ≤ uk

0(x) ≤ 1. We choose
box-like states that give rise to Riemann problems, one at each
initial discontinuity. In the following, we apply a numerical grid
composed of Nx = 400 grid cells and choose observation data
(14) with time points

{t∗i } = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. (35)

S-Net is used to represent the unknown flux function f (u;β)
where β ∈ {10, 130, 200, 300}. Set three hidden layers in S-Net,
and the total number of trainable parameters in every subprob-
lem is 28. Choose the observations from the solutions U gener-
ated by Algorithm 2 based on initial states shown in Table 7 in
Appendix A.1. Finally, we obtain after training the S-Net denoted
by fθ∗ (u;β) by applying Algorithm 3. The resulting analytical ex-
pressions are given in Table 1. fθ∗ (u;β) differs from the true one.
However, we recall that what matters is the derivative f ′

θ∗ (u;β).
To visualize the learning effect, we plot the translated function
fθ∗ (u;β) − f (u = 0;β) in Fig. 5. Clearly, the improved ConsLaw-
Net has the ability to identify the true flux function with quite
good accuracy for the flux fθ∗ (u;β) with β ∈ {10, 130, 200, 300}.

3.1.2. Comparison of S-net versus the piecewise affine functions and
the finite polynomial expansion methods.

In addition to utilizing S-Net to represent the flux function, we
also investigated the piecewise affine functions method (17) and
(18) and the finite polynomial expansion method (19). Figs. 6(a)
and 6(b) demonstrate the learned flux function f (u;β) for β =

200 and β = 300, respectively, using the piecewise affine func-
tions method with n = 10 in (17). Lower values of n gave
better results with less oscillatory behavior. Figs. 6(c) and 6(d)
demonstrate the learned flux function f (u;β) for β = 200 and
β = 300, respectively, using the finite polynomial expansion
method (19) with n1 = 8 (β = 200) and n1 = 7 (β = 300). Upon
comparing these figures with Figs. 5(c) and 5(d), it is evident that
the flux function learned by S-Net is clearly better than the results
obtained by these two methods.

3.2. The second step: using LRNN to learn the flux function (34)

In this section, we distill the analytical expression correspond-
ing to (34) from the results of the four subproblems where β =

10, 130, 200, 300. We build candidate models in the form of (22)
and (23) with different values of K , Ji, P,Qi. For example, setting
K = 1 and Ji = 6 in (22), we obtain

fW (u, β)

= a00 + a01u + a02u2
+ a03u3

+ a04u4
+ a05u5

+ a06u6

+ β(a10 + a11u + a12u2
+ a13u3

+ a14u4
+ a15u5

+ a16u6).

(36)

The learning details using LLNN on (36) are shown in the follow-
ing. Herein,

{
aij|i = 0, 1; j = 0, 1, 2, . . . , 6

}
is the set of parame-

ters that we will learn in the second step. Discretize u ∈ [0, 1]
into 401 points: {ui}

i=400
i=0 , and use the following 14 features at

each point ui ∈ {ui}
i=400
i=0 :

Xi,β = [1, ui, u2
i , u

3
i , u

4
i , u

5
i , u

6
i , β, βui, βu2

i , βu
3
i , βu

4
i , βu

5
i , βu

6
i ].

Feed features X =
{
Xi,β |i = 0, 1, 2...400;β = 10, 130, 200, 300

}
into LRNN, and finally we acquire the learned parameters of
{aij|i = 0, 1; j = 0, 1, 2, . . . , 6} by using Adam optimizer to train
the LRNN. The learned analytical expression of (36) is denoted by

fW∗ (u, β)

= 0.15651u6
− 0.018213u5

− 0.39308u4
− 0.33295u3

+ 0.19598u2
+ 1.3823u + 0.008492

+ β( − 0.037291u6
+ 0.051649u5

+ 0.059704u4

− 0.12439u3
+ 0.048243u2

+ 0.0020499u
− 1.7243e − 5).

(37)

Is the identified two variable function fW∗ (u, β) in (37) capable to
represent (34) for different β in the whole interval [−400, 500]?
We test on the validation set where β = −50 and β = 350
(which is well outside the β values used for training). Table 2
shows the test results of (37) where K = 1 and Ji = 6. Obviously,
for both cases β = −50 and β = 350, the error is relatively small,
and meets the criteria we set, ∆ = 0.0001. We also test other
candidate models on the validation set. The results are shown in
Table 3. These models may perform better in one case, but worse
in another, such as K = 1 and Ji = 4. Or even worse in both cases,
such as K = 1 and Ji = 2. It is obvious that when K = 1 and
Ji = 6, the candidate model has the best performance. Therefore,
we choose (37) as the preferred learned model and use it to test
for new initial states and parameters.
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Table 1
The expression results of identification of flux function fθ∗ (u;β) with specific β .
β The identification of flux function fθ∗ (u;β)

β1 = 10 fθ∗ (u;β1) =
−0.0005u8+0.0029u7−0.0036u6−0.0030u5+0.3214u4−0.9641u3−0.0198u2+1.7007u−1.6453
0.0002u8−0.0014u7+0.0018u6+0.0015u5−0.0013u4+0.0025u3+0.0431u2−0.0663u+1.0205

β2 = 130 fθ∗ (u;β2) =
0.0171u8−0.0451u7−0.0553u6+0.1688u5+0.6588u4−0.9677u3−1.2969u2+1.2216u−0.5410
0.0058u8−0.0153u7−0.0188u6+0.0573u5−0.4797u4+0.5975u3+0.9857u2−0.3791u+0.3038

β3 = 200 fθ∗ (u;β3) =
−3.004e−6u8+0.0001u7−0.0005u6−0.0144u5−0.0181u4−0.3600u3−2.2609u2+1.7718u−0.6950
9.4576e−6u8−0.0004u7+0.0015u6+0.0453u5+0.1119u4+0.0464u3+0.7181u2−0.4093u+0.2220

β4 = 300 fθ∗ (u;β4) =
2.001e−5u7−0.0071u6−0.0981u5−0.2864u4−0.1568u3−3.1849u2+2.6000u−0.9848

−1.1929e−5u7+0.0042u6+0.0585u5+0.1709u4−0.0887u3+0.6433u2−0.4293u+0.2083

Fig. 6. The graphical results of identification of flux function fθ∗ (u;β) using the piecewise affine functions method (17) and (18) (upper row) and the finite polynomial
expansion method (19) on β = 200, 300 (lower row). In each subplot, the solid red line is the true function, and the orange dashed line is the learned function.

Fig. 7. (a) Learned flux function (37). (b) The difference between the true flux function (34) and learned (37).

3.3. Results and discussions

In Fig. 7(a) we first visualize the learned flux function fW∗ (u, β)
given by (37) whereas Fig. 7(b) visualizes the error between

learned flux function and the true flux function f (u, β) given by
(34) for β ∈ [−200, 500] and u ∈ [0, 1]. The absolute error of the
two functions is less than 0.038 over the entire domain. Specifi-
cally, we set β = −400,−300,−200, 100, 400, 500 separately to
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Fig. 8. The generalization ability of (37) tested for β = −400,−300,−200, 100, 400, 500. In each subplot, the solid red line is the true function, and the orange
dashed line is the learned function.

Table 2
The results of (37) applied on the test data β = −50 and β = 350. The value of Error is the MSE between true
and predicted solutions of (1) at times (35). We also plot the solution at time point t = 0.3, 0.6, 0.9 respectively.
In each subplot, the solid red line is the true solution, and the blue dashed line is the solution generated by

(37) based on initial state u0 =

{
1.0, if x ∈ [4.5, 6]
0.0, otherwise

.

β Error t = 0.3 t = 0.6 t = 0.9

β = −50 7.5443e−05

β = 350 0.0001

Table 3
The results of different candidate models on the validation set. The value is the MSE between true and predicted solutions of (1)

at times (35) for four different initial states u0
β=−50,350 =

{
1.0, if x ∈ [4.5, 6]
0.0, otherwise

, u1
β=−50,350 =

{
0.9, if x ∈ [3.5, 5]
0.0, otherwise

, u2
β=−50,350 ={

0.8, if x ∈ [5, 6.5]
0.0, otherwise

and u3
β=−50,350 =

{
0.7, if x ∈ [3, 6]
0.0, otherwise

, respectively.

β K = 1,
Ji = 1

K = 1,
Ji = 2

K = 1,
Ji = 3

K = 1,
Ji = 4

K = 1,
Ji = 5

K = 1,
Ji = 7

K = 1,
Ji = 8

β = −50 0.0013 0.0011 0.0006 0.0002 0.0002 0.0002 0.0003

β = 350 0.0515 0.0046 0.0083 0.0019 0.0028 0.0002 0.0012

β k = 2,
Ji = 1

K = 2,
Ji = 2

K = 2,
Ji = 3

K = 2,
Ji = 4

K = 1,
Ji = 3,
P = 1,
Qi = 3

K = 1,
Ji = 4,
P = 1,
Qi = 4

K = 1,
Ji = 5,
P = 1,
Qi = 5

β = −50 0.0018 0.0056 0.0177 0.0095 0.0004 0.0002 0.0001

β = 350 0.0522 0.0049 0.0977 0.0221 0.0004 0.0005 0.0004

test the generalization ability of fW∗ (u, β) (37). In Fig. 8, we show
the true and the learned function with different values of β . It
seems clear that (37) has relatively strong generalization ability.

In addition, we compare the modified graph neural networks
(GNNs) used in [17] with our approach. The GNNs method offers
faster runtimes than other solvers like PINNs and grid-based
CNNS [31,32] and better adaptivity to the simulation domain [17–
19]. One major difference between our method and the GNNs
method is that our method first learns the expression of f (u, β)
and then uses the learned model to compute solutions of (1)

based on new initial states and parameters. In contrast, the GNNs
method directly predicts the solution of (1). This type of GNNs
is called message passing neural networks (MPNNs) [42], and is
given in the form
du(xi, t)

dt
= F̂θ (xN(i) − xi, ui, uN(i), βi) (38)

where xi is the coordinate of the node i, N(i) is the neighborhood
of node i, θ denote parameters of the MPNNs and βi is the physical
parameter in the flux function. We use Rprop optimizer [43] to
minimize the loss function with learning rate set to lr = 10−6
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Fig. 9. The compared results of our method and the GNNs method. We compare the two methods at β = −200 (top row) and β = 400 (bottom row) based on

initial state u0 =

{
1.0, if x ∈ [4.5, 6]
0.0, otherwise

. Left: True solutions of (1). Middle: Solutions generated by our method. Right: Solution generated by the GNNs method.

for 5000 iterations and batch size set to 4. To be fair, the GNNs
method and our method use the same observational data. The
trained model is used to predict based on new initial states and
parameter β .

Fig. 9 shows the solutions of (1) with β = 400 and β =

−200 using the two different methods. Our method performs
better than the GNNs model. The ConsLaw-Net method is based
on a discrete scheme which is entropy consistent and therefore
can deal with formation of discontinuities in the solutions. The
above simulation result for GNN suggests that it has not a built-in
capacity to deal with discontinuous solutions.

4. Learning the flux function f (u, β) =
u2

(
1−β(1−u)4

)
u2+0.5(1−u)4

In this section, we consider a class of nonlinear conservation
laws that appears in the context of two-phase flow in porous
media [10]. Displacement of two fluids in an inclined reservoir
gives rise to a family of flux functions in the form

f (u, β) =
u2

u2 + 0.5(1 − u)4
(
1 − β(1 − u)4

)
. (39)

The parameter β represents the gravity effect. Herein, we study
β ∈ [−10, 10]. Fig. 4(b) shows the shape of f (u, β). In the
following, we generate synthetic data with different values of β
and a class of initial data u0(x). Consider a spatial domain L = 10
such that x ∈ [0, 10] and a time interval [0, T ] with T = 2.

4.1. The first step: using the improved ConsLaw-net to learn f (u;β)
where β ∈ {−1, 1, 3, 5, 7}

Set a numerical grid composed of Nx = 400 grid cells, and
consider observation data (14) with

{t∗i } = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}. (40)

S-Net with three hidden layers is used to represent the unknown
flux function f (u;β), where β ∈ {−1, 1, 3, 5, 7}. The total number
of trainable parameters in every subproblem is 28. Choose the ob-
servations from the solutions U generated by Algorithm 2 based
on initial states shown in Table 8 in Appendix A.2. Finally, we

obtain after training the S-Net denoted by fθ∗ (u;β) by applying
Algorithm 3. The resulting analytical expressions are given in
Table 4. We plot the translated function fθ∗ (u;β) − f (u = 0;β)
in Fig. 10. Clearly, the improved ConsLaw-Net has the ability to
identify the true flux function in most ranges except for some lack
of accuracy for u ∈ {0, 0.2}.

4.2. The second step: using LRNN to learn Eq. (39)

In this section, we distill the analytical expression that can
approximate the true function (39) from the five subproblems
where β = −1, 1, 3, 5, 7. We build candidate models in the form
of (22) and (23) with different values of K , Ji, P,Qi. For example,
setting K = 1, Ji = 5, P = 1 and Qi = 5 in (23), then we get Eq.
(41) (see Box I) where W =

{
aij, bij|i = 0, 1; j = 0, 1, 2, . . . , 5

}
is the set of parameters that we will learn in the second step.
Discretize u ∈ [0, 1] into 401 points: {ui}

i=400
i=0 , and build the

following 12 features at each point ui ∈ {ui}
i=400
i=0 :

Xi,β =[1, ui, u2
i , u

3
i , u

4
i , u

5
i , β, βui, βu2

i , βu
3
i , βu

4
i , βu

5
i ].

Put features X =
{
Xi,β |i = 0, 1, 2...400;β = −1, 1, 3, 5, 7

}
into

LRNN, and finally we acquire the learned parameters of{
aij, bij|i = 0, 1; j = 0, 1, 2, . . . , 5

}
by using Adam optimizer. The

learned analytical expression of f (u, β), in terms of g and h, then
becomes

gW∗ (u, β) = β(0.099u5
+ 0.078u4

+ 0.261u3
− 0.184u2

− 0.021u − 0.00012)

+ 1.920u5
+ 0.380u4

− 0.113u3
+ 0.852u2

− 0.060u + 0.0003

hW∗ (u, β) = β(0.126u5
+ 0.183u4

+ 0.0645u3
− 0.186u2

+ 0.048u − 0.0016)

+ 1.710u5
+ 0.400u4

+ 0.509u3
+ 0.487u2

− 0.3112u + 0.17557

(42)

Hence, the learned expression of f (u, β) is given by

fW∗ (u, β) =
gW∗ (u, β)
hW∗ (u, β)

. (43)
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Table 4
The results of identification of flux function fθ∗ (u;β) with specific β .
β The identification of flux function fθ∗ (u;β)

β1 = −1 fθ∗ (u;β1) =
−0.0808u8+0.2555u7−0.0379u6−0.4234u5+3.2486u4−4.6848u3−3.2596u2+3.6620u−1.2970
0.3590u8−1.1358u7+0.1685u6+1.8822u5−2.9914u4+2.7129u3+2.6686u2−1.7852u+0.6337

β2 = 1 fθ∗ (u;β2) =
−0.9589u8+4.7491u7−6.1089u6−0.2182u5+7.73097u4−13.0489u3+0.7633u2+4.3662u−2.3523

1.4639u8−7.2501u7+9.3260u6+0.3332u5−7.0604u4+8.1785u3+1.9316u2−2.5813u+1.2348

β3 = 3 fθ∗ (u;β3) =
0.0002u8+0.0091u7+0.1226u6+0.7346u5+2.5724u4+6.5190u3+7.1617u2−1.9897u−0.0680
0.0003u8+0.0121u7+0.1630u6+0.9770u5+3.3709u4+7.7091u3+5.9935u2−5.3643u+2.4714

β4 = 5 fθ∗ (u;β4) =
1.1340u8+5.2921u7+8.9497u6+6.3207u5+2.1223u4+1.8374u3+1.4766u2−0.3334u−0.5300

1.7459u8+8.1478u7+13.7791u6+9.7314u5+3.8413u4+4.16754u3+1.1539u2−2.7925u+1.4449

β5 = 7 fθ∗ (u;β5) =
7.2266e−5u8+0.0031u7+0.0486u6+0.3395u5+0.8249u4−0.1620u3+2.3615u2−0.6630u−0.1760
7.7078e−5u8+0.0033u7+0.0518u6+0.3621u5+0.8955u4+0.1576u3+4.0315u2−3.2001u+0.9126

Fig. 10. The graphical results of identification of flux function fθ∗ (u;β) for β = −1, 1, 3, 5, 7. In each subplot, the solid red line is the true function, and the orange
dashed line is the learned function.

fW (u, β) =

a00 + a01u + a02u2
+ a03u3

+ a04u4
+ a05u5

+ β(a10 + a11u + a12u2
+ a13u3

+ a14u4
+ a15u5)

b00 + b01u + b02u2 + b03u3 + b04u4 + b05u5 + β(b10 + b11u + b12u2 + b13u3 + b14u4 + b15u5)

(41)

Box I.

Next, we verify that (43) is a model that can represent well the
true family of flux functions (39). We test (43) on the validation
set where β = −3 and β = 9. Table 5 shows the results.
Obviously, whether it is for β = −3 or for β = 9, the error
is relatively small, and meets the criteria we set ∆ = 0.0007.
We also test other candidate models on the validation set. The
results are shown in Table 6. It is obvious that when K = 1,
Ji = 5, P = 1 and Qi = 5 the candidate model has the best
performance. Therefore, we choose (42) and (43) as the preferred
learned model and use it to test new initial states and parameters.

4.3. Results and discussions

In Fig. 11 we first show the learned flux function (43) (panel
a) and the error between true flux function (39) and the learned
(43) (panel b) with β ∈ [−10, 10] and u ∈ [0, 1]. The absolute
error of the two functions is less than 0.118 over the entire
domain. Specifically, we set β = −10,−7,−5, 8, 9, 10 separately

to test the generalization ability of (43). In Fig. 12, we show the
true and the learned function with different values of β . The
model performs well for most parameter choice of β in [−10, 10],
however, conduct worse when β < −8 although still within our
acceptable range ∆ = 0.13.

Finally, we compare the GNNs method with our approach.
We use Rprop optimizer [43] to minimize the loss function with
learning rate set to lr = 10−6 for 5000 iterations and batch size
set to 5. Fig. 13 shows the solutions of (1) with β = −7 and
β = 9 using the two different methods. The proposed method
enables quite a nice approximation of the true predicted behavior
whereas the GNNs fail to capture it, most likely, since it has not
been constructed to handle discontinuous behavior.

5. Conclusion

In this paper we have developed a framework that combines
the recently proposed ConsLaw-Net with LRNN to learn the func-
tional form of the two variable function f (u, β) involved in the
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Fig. 11. (a) Flux function (43). (b) The difference between the flux function (39) and (43).

Fig. 12. The generalization ability of the model (43) for β = −10,−7,−5, 8, 9, 10. In each subplot, the red solid line is the true function, and the orange dashed
line is the learned function.

Fig. 13. The compared results of our method and the GNNs method. We compare the two methods at β = −7(top row) and β = 9(bottom row) based on initial

state u0 =

{
1.0, if x ∈ [4.5, 6]
0.0, otherwise

. Left: True solutions of (1). Middle: Solutions generated by our method. Right: Solutions generated by the GNNs method.
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Table 5
The results of (43) on the validation data β = −3 and β = 9. The value of Error is the MSE
between true and generated solutions of (1) at times (40). We also plot the solution at time point
t = 0.3, 0.6, 0.9 respectively. In each subplot, the solid red line is the true solution, and the blue

dashed line is the solution generated by (43) based on initial state u0 =

{
1.0, if x ∈ [4.5, 6]
0.0, otherwise

.

β Error t = 0.3 t = 0.6 t = 0.9

β = −3 0.0002

β = 9 0.0006

Table 6
The results of other candidate models on the validation set. The value is the MSE between true and predicted

solutions of (1) at times (40) for four different initial states given by u0
β=−3,9 =

{
1.0, if x ∈ [4.5, 6]
0.0, otherwise

,

u1
β=−3,9 =

{
0.9, if x ∈ [3.5, 5]
0.0, otherwise

, u2
β=−3,9 =

{
0.8, if x ∈ [5, 6.5]
0.0, otherwise

and u3
β=−3,9 =

{
0.7, if x ∈ [3, 6]
0.0, otherwise

,

respectively.
β K = 1,

Ji = 6
K = 1,
Ji = 7

K = 1,
Ji = 8

K = 1,
Ji = 3,
P = 1,
Qi = 3

K = 1,
Ji = 4,
P = 1,
Qi = 4

β = −3 0.0014 0.0005 0.0005 0.0210 0.0003

β = 9 0.0038 0.0036 0.0026 0.0146 0.0008

conservation law (1). More precisely, the method is composed
of the following two steps: (i) learn f (u;βi) for a few selected
βi in an interval of interest; (ii) Combine the obtained f (u;βi)
with LRNN to learn the full two-variable function f (u, β). As a
by product of this method we have improved the ConsLaw-Net
by employing an entropy consistent numerical scheme which
relies on local information (relatively the discrete spatial grid)
about the unknown flux function f (u, β). This makes the resulting
ConsLaw-Net more generic and useful for challenging real-world
data. The well-known challenge with identification of a nonlinear
flux function from data due to appearance of discontinuities and
lack of uniqueness (i.e., many different flux functions can fit with
the observation data), is dealt with by relying on an entropy
consistent numerical scheme in combination with a small set
of more or less randomly selected initial data. We experimen-
tally demonstrate the effectiveness of our method when applied
to synthetic data generated from two different families of flux
functions f (u, β) given by (34) and (39), respectively.

Our method is sensitive to the selection of the initial states,
as initial states affect the distribution of the observed data. If the
data is not sufficiently evenly distributed, it may lead to failure
in the first step of the learning process. The optimization of the
second step is heavily dependent on the results of the first step,
and a small error in the first step may amplify this error in the
second step. However, in a setting where the observation data
comes from measurements of experimental data our approach
gives a systematic way to try to learn an underlying conserva-
tion law that can explain the observation data. Before using the
learned conservation law for prediction one must be aware that
enough variation in initial data has been provided.

Overall, our approach based on ConsLaw-Net and LRNN has
shown a good ability learn the unknown flux function with vari-
able parameters f (u, β). Possible further extensions can be to
explore the method in higher dimensional spaces and consider

other types of observation data than we have used in this work.
An interesting direction for further investigations is to see if there
is room for including in the loss function some explicit character-
istics of the entropy solution that will make the identification of
the flux function more efficient.
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Appendix

A.1. The initial states used to train f (u;β) in Section 3.1

See Table 7.

A.2. The initial states used to train f (u;β) in Section 4.1

See Table 8.
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Table 7
The initial states used to train f (u;β) in Section 3.1.

u0
β=10 =

{
1.0, if x ∈ [0, 3]
0, otherwise

u0
β=130 =

{
1.0, if x ∈ [4.5, 6]
0.3, otherwise

u1
β=130 =

{
0.8, if x ∈ [5, 6.5]
0.2, otherwise

u2
β=130 =

{
0.85, if x ∈ [4, 7]
0, otherwise

u3
β=130 =

{
0.95, if x ∈ [0, 3]
0, otherwise

u4
β=130 =

{
0.7, if x ∈ [3, 6]
0, otherwise

u5
β=130 =

{
0.9, if x ∈ [3.5, 5]
0, otherwise

u0
β=200 =

{
1.0, if x ∈ [4.5, 6]
0.3, otherwise

u1
β=200 =

{
0.8, if x ∈ [5, 6.5]
0.2, otherwise

u2
β=200 =

{
0.85, if x ∈ [4, 7]
0, otherwise

u3
β=200 =

{
0.95, if x ∈ [0, 3]
0, otherwise

u4
β=200 =

{
0.7, if x ∈ [3, 6]
0, otherwise

u5
β=200 =

{
0.9, if x ∈ [3.5, 5]
0, otherwise

u0
β=300 =

{
1.0, if x ∈ [4.5, 6]
0.3, otherwise

u1
β=300 =

{
0.8, if x ∈ [5, 6.5]
0.2, otherwise

u2
β=300 =

{
0.85, if x ∈ [4, 7]
0, otherwise

u3
β=300 =

{
0.95, if x ∈ [0, 3]
0, otherwise

u4
β=300 =

{
0.7, if x ∈ [3, 6]
0, otherwise

u5
β=300 =

{
0.9, if x ∈ [3.5, 5]
0, otherwise

u6
β=300 =

{
0.6, if x ∈ [3.5, 5]
0, otherwise

u7
β=300 =

{
0.4, if x ∈ [3.5, 5]
0, otherwise

u8
β=300 =

{
0.35, if x ∈ [3.5, 5]
0, otherwise

Table 8
The initial states used to train f (u;β) in Section 4.1.

u0
β=−1 =

{
0.8, if x ∈ [4, 6]
0, otherwise

u1
β=−1 =

{
1.0, if x ∈ [4, 6]
0, otherwise

u2
β=−1 =

{
0.9, if x ∈ [3, 5]
0, otherwise

u3
β=−1 =

{
0.95, if x ∈ [2.5, 4.5]
0.3, otherwise

u4
β=−1 =

{
0.85, if x ∈ [2.5, 4.5]
0.3, otherwise

u0
β=1 =

{
0.8, if x ∈ [4, 6]
0, otherwise

u1
β=1 =

{
1.0, if x ∈ [4, 6]
0, otherwise

u2
β=1 =

{
0.9, if x ∈ [3, 5]
0, otherwise

u3
β=1 =

{
0.7, if x ∈ [2.5, 4.5]
0.2, otherwise

u4
β=1 =

{
0.6, if x ∈ [2.5, 4.5]
0.2, otherwise

u5
β=1 =

{
0.5, if x ∈ [2.5, 4.5]
0.2, otherwise

u0
β=3 =

{
0.8, if x ∈ [4, 6]
0, otherwise

u1
β=3 =

{
1.0, if x ∈ [4, 6]
0, otherwise

u2
β=3 =

{
0.9, if x ∈ [3, 5]
0, otherwise

u3
β=3 =

{
0.95, if x ∈ [2.5, 4.5]
0.3, otherwise

u4
β=3 =

{
0.85, if x ∈ [2.5, 4.5]
0.3, otherwise

u5
β=3 =

{
1.0, if x ∈ [2.5, 4.5]
0.2, otherwise

u6
β=3 =

{
0.9, if x ∈ [2.5, 4.5]
0.2, otherwise

u0
β=5 =

{
0.8, if x ∈ [4, 6]
0, otherwise

u1
β=5 =

{
1.0, if x ∈ [4, 6]
0, otherwise

u2
β=5 =

{
0.9, if x ∈ [3, 5]
0, otherwise

u3
β=5 =

{
0.95, if x ∈ [2.5, 4.5]
0.3, otherwise

u4
β=5 =

{
0.85, if x ∈ [2.5, 4.5]
0.3, otherwise

u0
β=7 =

{
0.8, if x ∈ [4, 6]
0, otherwise

u1
β=7 =

{
1.0, if x ∈ [4, 6]
0, otherwise

u2
β=7 =

{
0.9, if x ∈ [3, 5]
0, otherwise

u3
β=7 =

{
0.95, if x ∈ [2.5, 4.5]
0.3, otherwise

u4
β=7 =

{
0.85, if x ∈ [2.5, 4.5]
0.3, otherwise
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