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Motivation: Slice broker (SB) is a new actor that supports a slice tenant in configuring network slices by buying
resources from infrastructure providers. Challenges arise when an SB needs to decide the configuration of resources to
buy while (1) suppressing the cost to increase SB profit and (2) maintaining the Service Level Agreement (SLA).
Contribution: Accurate formulation of the problem of joint network slice allocation and configuration selection to
minimize the SB cost. We provide an extensive evaluation to analyze the impact of various potential scenarios on the
SB cost.
Method: We use commercial optimization software (IBM CPLEX) to solve the formulated problem and generate the
optimal solution.
Key Finding 1: The main solution (Minimization of Cost, Min.Cost) can save ∼ 30% cost compared to reference
solutions.
Key Finding 2: The total cost is mainly due to buying the Computing Platform (CP) configurations, but minimizing the
number of used CPs leads to the most expensive solutions. It means that doing a CP consolidation is not cost-efficient.
Key Finding 3: The cheaper solution can be obtained from distributing the Virtual Network Function (VNF) requests
throughout CPs and less CP sharing.
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A B S T R A C T
The fifth generation (5G) of mobile networks may offer a custom logical and virtualized network called
network slicing. This virtualization opens a new opportunity to share infrastructure resources and
encourage cooperation between several Infrastructure Providers (InPs) to offer tailored network slices
for the Slice Tenants (STs). The Slice Broker (SB) is emerging as intermediate entity that purchases
resources from the InPs and it offers network slices to the STs. The main challenge of the SB is to
jointly decide the purchase of heterogeneous (data and network) resources from multiple InPs and
create the slices to meet the various requests from the STs. Being an economical entity, the target of
the SB is to maximize its profit by minimizing the costs while satisfying all the ST requests. This
paper formulated the SB cost minimization problem and used CPLEX to obtain the optimal solution.
The problem formulation considers the realistic scenario that the InPs offer the computing, storage
and network resources by using predetermined configurations. Therefore, for each of the computing
platform and logical connection, the SB may select one of the configurations. The proposed cost-
minimization problem is compared with three alternative problems that have three different objectives:
computing platform consolidation, network connection consolidation, and both computing-network
consolidation. The computing platform and network connection consolidation are currently the most
common approaches for decreasing resource costs. However, the result shows that consolidating
computing and network resources fails to reach the actual minimal cost. The proposed problem finds
the cheapest solution, which can save at least 30% of the total cost of the other approaches in every
evaluated scenario. Moreover, consolidating the number of computing platforms can lead to the most
expensive solution, up to 40% higher than the optimal solution of our proposed problem.

ntroduction
he fifth generation (5G) of mobile networks can provide

rent categories of services. Three service categories
distinct requirements are envisioned in International

ile Telecommunications-2020 (IMT-2020) [1]. First,
nhanced Mobile Broadband (eMBB) services require
h-data-rate connection. Second, the massive Machine
Communication (mMTC) supports high connection

ity. Third, Ultra-Reliable Low-Latency Communication
LC) requires high reliability and strict latency. Net-
slicing is one of the key techniques to deliver differ-

ervice categories in 5G networks by creating multiple
al networks over the same physical infrastructure.
uropean Telecommunications Standards Institute (ETSI)
es the roles that have different responsibilities in the
xt of network slicing. Each role can be taken by one

ore actors, and each actor can take one or several roles
ether [2]. We define the Infrastructure Provider (InP)
actor that is responsible for providing and managing

ork equipment (network resources) or for providing and
ging the data centre services (data resources). The InPs
lso responsible for supplying virtualized (network or
resource. Another actor called Slice Broker (SB) can
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cross-manage the virtualized resources to create network
slices. The SB is responsible for providing and orchestrate
the network slices. These network slices are then used by
Slice Tenants (STs) that provide the communication services
that end-users or consumers will access.

The SB concept has been introduced in [3]. The SB acts
as an intermediary entity between STs and InPs and helps to
manage the resources effectively. The SB is responsible for
receiving requests from STs, selecting and leasing resources
from InPs, providing slices to the STs, and monitoring the
ongoing service performances. Ideally, the roles of an SB
can be played by either the InPs or STs. However, this is
impracticable due to the following reasons. First, network
slicing is a complex technique that demands a deep un-
derstanding of both service requirements and the network
infrastructure. STs often focus on service delivery such
as subscriber management, applications management, and
customer experience. The STs may lack expertise in network
operation or resource orchestration. The SB ensures efficient
data and network resource management and provides net-
work slices ready to used by the STs. Second, in a multi-
domain environment with multiple InPs and multi-tenant
scenarios, it is complex and unpractical for a single InP to
peer business relationships with the other InPs to get further
resources and create network slices. In this scenario, the SB
can act as a neutral element that builds the network slices on
top of virtualized resources across multiple domains.

The establishment of an SB is confronted with vari-
ous technological and economic challenges. The SB must
decide on a resource allocation strategy that can meet the

et al.: Preprint submitted to Elsevier Page 1 of 18
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Resource Allocation for Cost Minimization of a Slice Broker

ce expectations of STs while ensuring profitability. In
ontext, a techno-economic analysis of SB is essential.
paper proposes a slice allocation problem with the
tive of minimizing the overall cost of SB. The prob-

is formulated as a Mixed Integer Programming (MIP)
lem that can be solved by a commercial solver such
PLEX. Our approach models the network slice as a
osition of Virtual Network Functions (VNFs) that can
ployed across multiple computing platforms, forming a
known as the VNF Forwarding Graph (VNF-FG). The

-FG concept works similarly to the Service Function
n (SFC) concept.
o summarize, the SB jointly selects the configurations
e InP’ resources and decides where to allocate the
s of each network slice in order to minimize the costs
asing resources from InPs. The primary motivation of
tudy is to investigate if the SB can implement a cost-
tive slice allocation strategy and to explore potential
ods to achieve this. This paper has the following main
ibutions:
Accurate mathematical formulation of the problem
of joint network slice allocation and configuration
selection in order to minimize the SB cost. To the
best of our knowledge, there have been no previous
attempts to precisely formulate a similar problem.
Extensive evaluation to analyze the behaviour of the
proposed problem under various potential scenarios:
variation of the infrastructure size and of the number
and type of network slice requests. The problem is
also compared with some reference approaches. The
results allows to understand the following things:

– The theoretical limit for SB cost minimization
compared to the reference approaches, which are
not cost-aware.

– The characteristics of the selected resources and
slice allocation when the SB cost is minimized.

formulated problem is solved using a commercial
r; thus, no algorithmic contribution is provided. How-
the optimal solution derived from the formulated

lems provides a valuable means to analyze the problem
he potential benefits.
his paper is organized as follows. The problem descrip-
is provided on Section 2. The related works are intro-
d in Section 3. The problem formulation is presented
ction 4. The evaluation is available in Section 5. Lastly,

onclusions are discussed on Section 6.

roblem Description
his section describes the scenario and the assumptions

idered in our resource allocation problem. First, the
ess model is briefly presented. Second, the InP re-
es and network slice requests are described in detail.

SB

STA STB STC STD

InP1 InP2 InP3 InP4

SLA
D

€SLA
C

€SLA
B

€SLA
A

€

SLA
4

€SLA
3

€SLA
2

€SLA
1

€

Network OperatorsCloud Providers

eMBB URLLC

Figure 1: Business model

2.1. Business Model
As previously introduced in Section 1, there are two im-

portant terms in 5G with a network-slicing business model.
A role is a duty that must be conducted to provide or deliver
equipment or service. An actor is an entity that can perform
a specific role(s). ETSI defined that one role can be played
by one or more actor(s), and one actor can also take one
or more role(s) [4, 2]. An SB is an actor that have a role
to orchestrate a slice resources. Based on the [3], the SB
has direct cooperation with at least two other actors, namely
InPs and STs. In this scenario, the SB receives network
slice requests from the STs. Then, the SB buys resources
from InPs. This paper assumes two kinds of InPs: the cloud
providers, who provide the Computing Platforms (CPs), and
the network operators, who provide the Logical Connections
(LCs) between CPs [5]. The SB composes the resources
provided by the InPs to create the network slices for the STs.
The STs manage the slice and provide services to the clients.
The services can belong to different 5G service categories,
such as eMBB and URLLC.

Given these three actors, the business model (depicted in
Fig. 1) for the SB can be summarized as follows:

• the SB buys resources from the InPs;
• the SB sells slices to the STs.

The acquisition of resources from the InPs and the provision
of network slices is defined by Service Level Agreements
(SLAs). An SLA is a business contract binding one party
(e.g., InP) to fulfill a set of measurable service-level expec-
tations to its client (e.g., SB) [2, 6].
2.2. InP Resources

As we have already mentioned, there are two kinds
of InP: cloud providers and network operators.The cloud
providers have CPs, which have the computing resources to
process a specific task (Unit of Measurement, UoM: vCPU)
and the storage resources to store the data related to task
processing (UoM: GiB) [7, 8]. There are two types of CP.

et al.: Preprint submitted to Elsevier Page 2 of 18
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Resource Allocation for Cost Minimization of a Slice Broker

, a Data Center (DC) acts at the same level as a cloud
r. A DC is a CP that can be accessed on a core-level
tecture and offers a large amount of vCPU and storage
rces. Second, a MEC Host (MEH) is a CP which acts
maller server and is located on the edge of the network.
EH can be accessed on an edge-level architecture and
s a smaller amount of vCPU and storage resources
]. The MEHs can be clusterized based on locations,
ider company, or managerial reasons. The cluster is
ar to the concept of MEC system by ETSI, which calls
Federation the union of multiple MEC systems and

ides different use cases in [10].
he network operators provide LCs between the CPs.
LC is created by the network operator on top of the
ical infrastructure. The network operator is able to guar-

the data rate and the delay [11]. The data rate is the
anteed amount of bits transferred from one point to
er during a specified time unit (UoM: Mb/s). Delay
guaranteed maximum amount of time for transferring
it from one point to another (UoM: ms). An example

ow a network operator can provide LCs is by using
i-protocol Label Switching (MPLS), which provides
anteed services through traffic engineering [12].
f two VNFs are allocated within the same CP, there is
aranteed data rate for the data transfer between them,
red to as the Intra-Connection data Rate (ICR), along
a guaranteed delay known as the Intra-Connection

y (ICD). The limitation of ICR and ICD is based on two
ptions. First, a corporate data center usually hosts up
servers interconnected by fiber cables. Thus, although
al VNFs are placed on the same data center, two VNFs
ging to the same SFC can be physically placed on

rent servers, this requires a certain amount of time
ferring the data from one VNF to the other [13]. Second,
VNFs are located within the same machine, the VNFs
sually connected via a virtual switch, provided by a
rvisor. Transferring data via a virtual switch within the

machine takes time. Thus ICD and ICR need to be
idered [14, 15].
he CP resources are sold by the InP by using different
gurations that contain predetermined values of comput-
apacity [vCPU], storage capacity [GiB], ICR [Gb/s],
[ms], and hourly cost [€/h]. Similarly, each LC resource
guration contains a set of values of data rate [Gb/s],
[ms], and hourly cost [€/h]. These configuration as-

tions refer to the realistic subscriptions that are sold by
providers and network operators [7, 16, 8].
Network Slice Requests

n this paper, two types of network slices are considered,
ly eMBB and URLLC. The eMBB has the characteris-
requiring a high data rate but not sensitive to the latency
rement, whereas the URLLC has the characteristic of
ring a low latency, but not sensitive to the data rate
rement. We aim to focus on the URLLC slices alloca-
which shows the main uniqueness of 5G network to the
ous generations. The eMBB slices has been considered

to highlight the distinct requirement of latency and data
rate. For simplicity, we do not consider mMTC slice in our
problem.

In our problem, a network slice is assumed to be a
Service Function Chain (SFC) [17]. An SFC is composed
of (ingress and egress) endpoints and chained VNFs. Each
VNF requires a different amount of vCPU and storage [18].
Two VNFs are interconnected by a Virtual Link (VL), which
requires an amount of data rate [18]. Finally, a network slice
requires also an end-to-end delay, which is determined by
the sum of delay in each VL in the SFC from the ingress
endpoint to the egress endpoint [19, 20]. We assume that
the computation delay for running each VNF in the SFC
is constant and does not depend on the CP where a VNF
is allocated [21]. The InP guarantees dedicated computing
resources for the VNF in any CPs, ensuring a constant
computing delay regardless of the CP allocation decision.
In contrast, the network delay varies based on the allocation
decision and chosen configuration. For this reason, in our
analysis, the end-to-end delay is only related to the network
component.

Since this paper does not include the access network,
the endpoints are assumed to be located at a MEH. The
endpoints of an eMBB service can be located far away
from each other (i.e., located in a different MEC cluster).
On the contrary, the endpoints of a URLLC service are
located close to each other, e.g., within the same cluster. The
URLLC endpoints assumption is taken from a low latency
zone concept from ETSI specification in [10].

A slice allocation scenario is illustrated in Figure 2. STs
have requested two slices composed as SFCs. The first SFC
(SFC-A) consists of one ingress endpoint (𝐼𝐴), two VNFs
(VNF1𝐴 and VNF2𝐴), and one egress endpoint (𝐸𝐴). SFC-A
is a URLLC slice, and both ingress and egress endpoints are
located within the same cluster. The second SFC (SFC-B)
consists of one ingress endpoint (𝐼𝐵), three VNFs (VNF1𝐵 ,
VNF2𝐵 , and VNF3𝐵), and one egress endpoint (𝐸𝐵). SFC-B
is an eMBB slice, in which the ingress and egress endpoints
can be located on different clusters. One of the possible
solutions to allocate SFC-A and SFC-B is to spread the
VNFs on different computing platforms. The VNF1𝐴 and
VNF2𝐴, which are part of SFC-A, are allocated on different
MEHs within the same cluster. The VNF1𝐵 , VNF2𝐵 , and
VNF3𝐵 are allocated to one MEH and two DCs. The solution
can vary depending on how many slices are requested and
where the endpoints are located. In our problem, we allocate
all the slice requests (and select the configurations of CPs
and LCs) at the same time. We do not make assumptions
about the dynamic organization of the allocation process,
e.g. request-by-request allocation, time-slotted allocation,
reallocation of previous requests, etc. In this way, we can
better understand the theoretical limit of cost minimization.
Moreover, we assumed that the SB will accept and allocate
all requests. Consequently, cost minimization implies profit
maximization.

The problem addressed by this paper can be summarized
as follows. The STs generate the network slice requests to

et al.: Preprint submitted to Elsevier Page 3 of 18
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Cluster 1 Cluster 2
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Figure 2: Example of network slice allocation

he requests consist of the requirements for each VNF
VL, the required end-to-end delay, and the endpoints’
ion. The SB selects which configuration (if any) to buy
ach CP and LC from InPs. The SB jointly allocates
etwork slices in the selected CPs and LCs to meet
etwork slice requirements. The objective of the joint
guration selection and network slice allocation is to
mize the SB’s cost.

elated Works
n efficient resource allocation is essential for achieving

effectiveness in network slicing, helping InPs or SB to
ce network capacity with user demand and optimize

ork performance while controlling costs. This section
lights the state of the art of the slice allocation problems
optimize the cost and how the researchers frame the
lem. Key features of this problem that we would like
ghlight include how the cost is formulated, whether a
ric or economic cost is considered, the inclusion of a

system, and the modelling of the slice.
ome papers [22, 23, 24, 25] provide techno-economic
sis of slice allocation of MEC-enabled network, and
the trade-off between resource usage, service perfor-
es, cost and revenue. Other papers [26, 19] also provide

hno-economic analysis of a similar problem but do not
ider the MEC system. Studies in [22, 26, 23] evaluate
lice admission, and focus on maximizing the provider’s
ue by selecting which slices needs to be admitted with
constraints. Studying resource admission is a critical

ct of network slicing. However, it is equally essential to
ify an optimal approach for allocating specific slices in
rovided infrastructure. Some slice allocation problem
ves managing resource fairness [19, 24] to minimize

the slice-serving costs [25]. Other papers such as [27, 28, 29]
study the generic cost of slice allocation, not the economic
cost. The authors consider a generic cost that occurred from
resource usage.

Most of the studies examine the cost-effectiveness of
slice allocation from the perspective of InPs. Our problem
considers a novel business model that involves three actors:
STs, SBs and InPs, instead of only considering STs and
InPs as in other related works. With this business model,
an SB must carefully evaluate the slice allocation strategy
to be profitable and stay in business for the long run. Some
few works [30] and [31] analyze a slice allocation problem
from the perspective of SB. In [30], the authors formulate
a problem that can minimize the SB cost from buying
resources of DC and MEH, which the InPs provide. In [31],
the authors evaluate the SB revenue by resource usage and
SLAs.

Understanding how researchers model the network slices
is critical for assessing the effectiveness of these models in
achieving cost efficiency and meeting the needs of InP and
SBs. In practice, 5G network slices can be differentiated into
three isolation types: Radio Access Network (RAN) slic-
ing, RAN-transport slicing, and RAN-transport-core slicing
[32]. RAN slicing refers to the isolation of radio func-
tions related to the radio resources (i.e., physical resource
block (PRB). RAN-transport slicing refers to isolating radio
and transport functions, including network resources. RAN-
transport-core slicing refers to the full isolation of an in-
dependent virtual infrastructure that includes core, network
and radio functions.

Generally, studies have been carried out to evaluate
RAN-slicing [26, 30, 31], or a high-layer perspective of
slice that can fall into RAN-transport or RAN-transport-
core slicing [33, 24, 25, 19, 27, 28, 29]. Based on the

et al.: Preprint submitted to Elsevier Page 4 of 18
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isolation categories, the network slice can be mod-
accordingly. The common approach of RAN-slicing
model a network slice as a fluid entity that needs
cide the number of PRBs and the user association

30, 31]. The common approach of high-layer isolation
model the network slice as an SFC composed of VNFs
24, 25, 19, 27, 28, 29]. The slice as SFC allocation
lem is then further divided into SFC resource partition
, deciding how many resource should be allocated to
VNF request [24, 25, 28]) and VNFs embedding (e.g.,
ing which VNF should be allocated to which part of
nfrastructure [22, 23, 27, 29]). However, most slice
ation and embedding problems consider a physical in-
ucture, which a single InP offers. In our problem, we
ate the slice allocation of high-layer isolation, which
es the VNF allocation to virtual resources that different
offer. Our assumption supports the real case scenario,
e several InPs offer predetermined virtualised resource
gurations to intermediary entities. The slice allocation
g different InPs has a similar concept to a multi-domain
al Network Embedding (VNE) [34, 35, 36] or multi-

ain slice allocation [37, 38]. The VNE concept has a
t difference compared to slice allocation. The virtual
ork is a logical representation of a network providing a
ric purpose, e.g., a cloud network. The slice network is
olated end-to-end network with a specific purpose, e.g.,
ertical industries or MVNOs. In a multi-domain VNE,
ker is needed to customize resources provided by InPs,
her integrated within the Service Provider (SP) [34] or
ating individually as a global controller [35, 36]. In [38],
work slice is configured directly by an SP, while in [37],
is a presence of a resource manager that configure the
resources from various InPs and sell them to the slice
ts. However, the authors of [34, 35, 36, 37, 38] do not

ider a broker as a third-party entity and consequently use
otiation scheme to define the amount of resources and
rice. Our paper adopts an alternative approach where
InP can sell predetermined resource configurations.
approach is similar to selecting flavour types when

ng a cloud instance [7], avoiding a negotiation among
. Moreover, VNE in [37] only considers cloud DC,
eas we consider both DC and MEH as the option of
uting platforms.
L allocation is another important aspect in modelling

ce as an SFC. In [23, 27, 29], the VLs are mapped
ysical connections based on the allocation of VNFs.
ever, the authors primarily consider the SFC allocation
gy from the perspective of the InPs, thus assuming a

ical infrastructure is relevant for the SFC allocation. In
roblem formulation, the VL is mapped differently. We
the VLs to the LCs as an SB only observes virtual
offered by the cloud provider and the LCs provided
e network operators. Each LC has three predetermined
rce and price configurations for the SB to select. The
guration follows a similar scheme to the data rate sub-
tion guarantee offered by MNO [39].

For this assumption, we jointly allocate the computing
(VNF allocation) and network (VL allocation) resources.
Most existing works consider only computing resources
when calculating the cost [22, 25, 26, 30], and only a few
works jointly consider computing and network resources
[40, 19, 23]. Since we assume that all the network slice
requests are allocated, the revenue is not depending on the
allocation. Consequently, cost minimization implies profit
maximization.

In summary, this paper is the first to formulate a slice
allocation problem that combines several characteristics,
including: (i) direct economic cost minimization, (ii) per-
spective of a SB, (iii) integration of the MEC system, (iv)
predetermined configurations of InPs’ resources, and (v)
optimal solutions. While [40] also considers predetermined
configurations, their solution is not optimal.

4. Problem Formulation
In Table 1, all the parameters that will be considered in

the formulation of the problem are defined. A network slice
𝑛 ∈  ) is modelled as an SFC, and composed by endpoints
𝑒𝐼 , 𝑒𝐸 ∈  , VNFs 𝑛, and VLs 𝑔ℎ where 𝑔, ℎ ∈ {𝑛 ∪ }.
The STs request network slices  . Within the SLA between
ST and SB, there are two parts of the agreement. First part
of the agreement is that the SB guarantees four parameters:
end-to-end delay of the slice 𝛿𝑛, processing resource 𝜋𝑣 and
storage resources 𝜃𝑣 for each VNF 𝑣 ∈ 𝑛, and data rate 𝜌𝑔ℎfor each VL (𝑔, ℎ) ∈ 𝑔ℎ. The second part is that the ST
pays the hourly price of network slice 𝑛. The SLA between
ST and SB can be summarized as follows:
𝑆𝐿𝐴(𝛿𝑛, 𝜋𝑣 and 𝜃𝑣∀𝑣 ∈ 𝑛, 𝜌𝑔ℎ ∀(𝑔, ℎ) ∈ 𝑛) ⇒ 𝑞𝑁𝑛 (1)

Based on these network slice requests  , the SB needs
to lease resources from InPs. Given the defined parameters,
for each CP 𝑑 ∈ , one of the configurations 𝑘 ∈ 𝑑 can
be selected by the SB. The SB leases computing resources
from several cloud providers, and pays the hourly price of
the selected configuration 𝑞𝐾𝑘 in Euro (€). Each configuration
𝑘 ∈ 𝑑 is characterized by the processing resource 𝑚𝑃

𝑘 ,
storage resource 𝑚𝑆

𝑘 , ICR 𝑚𝐻
𝑘 , and ICD 𝑚𝐹

𝑘 . Note that
several VNFs can be allocated to one CP. Therefore, the data
rate and delay of VLs that connecting VNFs within the same
CP is important to be guaranteed as well. The SLA between
the SB and a cloud provider can be summarized as follows:

𝑆𝐿𝐴(𝑚𝑃
𝑘 , 𝑚

𝑆
𝑘 , 𝑚

𝐻
𝑘 , 𝑚𝐹

𝑘 ) ⇒ 𝑞𝐾𝑘 (2)
For each LC (𝑖, 𝑗) ∈ , one of the configurations 𝑤 ∈𝑖𝑗 can be selected by the SB. The SB leases network re-

sources from several network providers, and pays the hourly
price of the selected configuration 𝑞𝑊𝑘 (in €). The network
provider guarantee two parameters, which are the data rate
𝑚𝑅
𝑤 and delay 𝑚𝑇

𝑤. Therefore, the SLA between the SB and
a network operator can be defined as follows:

𝑆𝐿𝐴(𝑚𝑅
𝑤, 𝑚

𝑇
𝑤) ⇒ 𝑞𝑊𝑤 (3)
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1
eter definitions

bol
M]

Description

s

Set of endpoints

Set of CPs

Set of configurations for 𝑑 ∈ 
Set of LCs (𝑖, 𝑗), 𝑖 ∈ , 𝑗 ∈ 
Set of configurations for (𝑖, 𝑗) ∈ 
Set of network slice requests

Set of VNFs for 𝑛 ∈ 
Set of VLs (𝑔, ℎ), 𝑔 ∈ {𝑛 ∪ }, ℎ ∈ {𝑛 ∪ } for
𝑛 ∈ 

en Variables

[€/h] Hourly price of 𝑘 ∈ 𝑑 for 𝑑 ∈ 
[€/h] Hourly price of 𝑤 ∈ 𝑖𝑗 for (𝑖, 𝑗) ∈ 
[€/h] Hourly price of 𝑛 ∈ 
[vCPU] Amount of processing for 𝑘 ∈ 𝑑 in 𝑑 ∈ 
[GiB] Amount of storage for 𝑘 ∈ 𝑑 in 𝑑 ∈ 
[Mb/s] Amount of data rate for 𝑘 ∈ 𝑑 in 𝑑 ∈ 
[ms] Amount of delay for 𝑘 ∈ 𝑑 in 𝑑 ∈ 
[Mb/s] Amount of data rate for 𝑤 ∈ 𝑖𝑗 in (𝑖, 𝑗) ∈ 
[ms] Amount of delay for 𝑤 ∈ 𝑖𝑗 in (𝑖, 𝑗) ∈ 
ms] E2E delay needed from 𝑛 ∈ 
vCPU] Processing needed from 𝑣 ∈ 𝑛 in 𝑛 ∈ 
GiB] Storage needed from 𝑣 ∈ 𝑛 in 𝑛 ∈ 
[Mb/s] Data rate needed from (𝑔, ℎ) ∈ 𝑛 in 𝑛 ∈ 

1 if 𝑒 ∈  located at 𝑑 ∈ , 0 otherwise

nown Variables

1 if 𝑘 ∈ 𝑑 is set on 𝑑 ∈ , 0 otherwise

1 if 𝑤 ∈ 𝑖𝑗 is set on (𝑖, 𝑗) ∈ , 0 otherwise

1 if 𝑣 ∈ 𝑛 of 𝑛 ∈  is allocated on 𝑑 ∈ , 0
otherwise

1 if (𝑔, ℎ) ∈ 𝑛 of 𝑛 ∈  is allocated on (𝑖, 𝑗) ∈ ,
0 otherwise

1 if (𝑔, ℎ) ∈ 𝑛 of 𝑛 ∈  is allocated on 𝑑 ∈ ,
0 otherwise

e propose a mathematical formulation of a slice al-
ion problem that minimizes the overall SB cost, by
ting configuration of CPs and LCs, constrained to the
requirements. The objective function is defined in Eq 4.
first addend is the cost for virtual resources in the CPs.
second addend is the cost for the LCs. The SB provides
ly configured slices, which consume both computing
network resources. Therefore, jointly minimizing both
uting and network resources is important.

For the configuration selection, two binary decision vari-
ables have been defined: CP selection 𝑎𝑘, and LC selection
𝑏𝑘 (see Eq. 5 and Eq. 6). For the slice allocation, three other
decision variables have been defined: VNF allocation 𝑥𝑑𝑣 , VL
allocation on LC 𝑦𝑖𝑗𝑔ℎ, and VL allocation within a CP 𝑧𝑑𝑔ℎ.

The objective function is subject to conditional con-
straints Eq. 5,6,7,8,9,10,11,12,13,14,15,16,17,18,19 and ca-
pacity constraints Eq. 20,21,22,23,24. The SB can only
select one configuration for each CP and LC (see. Eq.7 and
Eq. 8). Each VNF of each network slice must be allocated to
one and only one CP, as in Eq. 12. Each VL of each network
slice must be allocated on one and only one LC or intra-
connection of a CP, as in Eq. 13.

min
∑
𝑑∈

∑
𝑘∈𝑑

𝑞𝐾𝑘 ⋅ 𝑎𝑘 +
∑

(𝑖,𝑗)∈
∑

𝑤∈𝑖𝑗

𝑞𝑊𝑤 ⋅ 𝑏𝑤 (4)

subject to:

𝑎𝑘 ∈ {0, 1} ∀𝑘 ∈ 𝑑 ,∀𝑑 ∈  (5)

𝑏𝑤 ∈ {0, 1} ∀𝑤 ∈ 𝑖𝑗 ,∀(𝑖, 𝑗) ∈  (6)

∑
𝑘∈𝑑

𝑎𝑘 ≤ 1 ∀𝑑 ∈  (7)

∑
𝑤∈𝑖𝑗

𝑏𝑤 ≤ 1 ∀(𝑖, 𝑗) ∈  (8)

𝑥𝑑𝑣 ∈ {0, 1} ∀𝑣 ∈ 𝑛,∀𝑛 ∈  ,∀𝑑 ∈  (9)

𝑦𝑖𝑗𝑔ℎ ∈ {0, 1} ∀(𝑔, ℎ) ∈ 𝑛,∀𝑛 ∈  ,∀(𝑖, 𝑗) ∈  (10)

𝑧𝑑𝑔ℎ ∈ {0, 1} ∀(𝑔, ℎ) ∈ 𝑛,∀𝑛 ∈  ,∀𝑑 ∈  (11)

∑
𝑑∈

𝑥𝑑𝑣 = 1 ∀𝑣 ∈ 𝑛,∀𝑛 ∈  (12)

∑
(𝑖,𝑗)∈

𝑦𝑖𝑗𝑔ℎ+
∑
𝑑∈

𝑧𝑑𝑔ℎ = 1 ∀(𝑔, ℎ) ∈ 𝑛,∀𝑛 ∈  (13)

𝑦𝑖𝑗𝑔ℎ ≤ 0.5 ⋅ 𝑥𝑖𝑔 + 0.5 ⋅ 𝑥𝑗ℎ
∀(𝑔, ℎ) ∈ 𝑛 ∶ 𝑔 ∈ 𝑛, ℎ ∈ 𝑛,

∀𝑛 ∈  , (𝑖, 𝑗) ∈ 
(14)
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𝑧𝑑𝑔ℎ ≤ 0.5 ⋅ 𝑥𝑑𝑔 + 0.5 ⋅ 𝑥𝑑ℎ
∀(𝑔, ℎ) ∈ 𝑛 ∶ 𝑔 ∈ 𝑛, ℎ ∈ 𝑛,

∀𝑛 ∈  ,∀𝑑 ∈ 
(15)

𝑦𝑖𝑗𝑒ℎ = 𝛾𝑒𝑖 ⋅ 𝑥
𝑗
ℎ

∀(𝑒, ℎ) ∈ 𝑛 ∶ 𝑒 ∈  , ℎ ∈ 𝑛,
∀𝑛 ∈  ,∀(𝑖, 𝑗) ∈ 

(16)

𝑦𝑖𝑗𝑔𝑒 = 𝛾𝑒𝑗 ⋅ 𝑥
𝑖
𝑔

∀(𝑔, 𝑒) ∈ 𝑛 ∶ 𝑒 ∈  , 𝑔 ∈ 𝑛,
∀𝑛 ∈  ,∀(𝑖, 𝑗) ∈ 

(17)

𝑧𝑑𝑒ℎ = 𝛾𝑒𝑑 ⋅ 𝑥
𝑑
ℎ

∀(𝑒, ℎ) ∈ 𝑛 ∶ ∀𝑒 ∈  , ℎ ∈ 𝑛,
∀𝑛 ∈  ,∀𝑑 ∈ 

(18)

𝑧𝑑𝑔𝑒 = 𝛾𝑒𝑑 ⋅ 𝑥
𝑑
𝑔

∀(𝑔, 𝑒) ∈ 𝑛 ∶ 𝑒 ∈  , 𝑔 ∈ 𝑛,
∀𝑛 ∈  ,∀𝑑 ∈  (19)

∑
𝑛∈

∑
𝑣∈𝑛

𝜋𝑣 ⋅ 𝑥
𝑑
𝑣 ≤ ∑

𝑘∈𝑑

𝑎𝑘 ⋅ 𝑚
𝑃
𝑘 ∀𝑑 ∈  (20)

∑
𝑛∈

∑
𝑣∈𝑛

𝜃𝑣 ⋅ 𝑥
𝑑
𝑣 ≤ ∑

𝑘∈𝑑

𝑎𝑘 ⋅ 𝑚
𝑆
𝑘 ∀𝑑 ∈  (21)

∑
𝑛∈

∑
(𝑔,ℎ)∈𝑛

𝜌𝑔ℎ ⋅ 𝑧
𝑑
𝑔ℎ ≤ ∑

𝑘∈𝑑

𝑎𝑘 ⋅𝑚
𝐻
𝑘 ∀𝑑 ∈  (22)

∑
(𝑔,ℎ)∈𝑛

𝜌𝑔ℎ ⋅𝑦
𝑖𝑗
𝑔ℎ ≤ ∑

𝑤∈𝑖𝑗

𝑏𝑤 ⋅𝑚
𝑅
𝑤 ∀(𝑖, 𝑗) ∈  (23)

∑
(𝑔,ℎ)∈𝑛

∑
(𝑖,𝑗)∈

∑
𝑤∈𝑖𝑗

𝑏𝑤 ⋅ 𝑚𝑇
𝑤 ⋅ 𝑦𝑖𝑗𝑔ℎ+

∑
(𝑔,ℎ)∈𝑛

∑
𝑑∈

∑
𝑘∈𝑑

𝑎𝑘 ⋅ 𝑚
𝐹
𝑘 ⋅ 𝑧𝑑𝑔ℎ ≤ 𝛿𝑛

∀𝑛 ∈ 
(24)

q. 14 and Eq. 15 further define the condition of VL
ation to LC or intra-connection of a CP. Eq. 14 means
VL can be allocated to a LC only if the corresponding

s are allocated on the corresponding CPs. For example,
(𝑖, 𝑗) can be allocated to LC (𝑔, ℎ), only if the VNFs
𝑗 are allocated to the CPs 𝑔 and ℎ, respectively.

Similarly, Eq. 15 means that a VL (𝑖, 𝑗) can be allocated to
an intra-connection of the CP 𝑑 only if the corresponding
VNFs 𝑖 and 𝑗 are both allocated on the CP 𝑑.

Eq. 16, Eq. 17, Eq. 18, and Eq. 19 define the VL
allocation condition with respect to the ingress and egress
endpoints. Eq. 16 means that a VL from the ingress endpoint
can be allocated only to a LC from the CP where the endpoint
is located (𝛾𝑒𝑖 == 1) to the CP where the first VNF is
allocated. Eq. 17 means that a VL to an egress endpoint is
allocated only in a LC from the CP where the last VNF is
allocated to the CP where the endpoint is located (𝛾𝑒𝑗 == 1).
Eq. 18 allows a VL from an ingress endpoint to be allocated
on the CP where the endpoint is located (𝛾𝑒𝑑 == 1), if the
first VNF is allocated on the same CP. Eq. 19 allows a VL
to an egress endpoint to be allocated on the CP where the
endpoint is located (𝛾𝑒𝑑 == 1), if the last VNF is allocated
on the same CP.

Eq. 20, Eq. 21, Eq. 22, Eq. 23, Eq. 24 define the capacity
constraints for both computing and network resources. Eq.
20 limits the allocations of the VNFs in a CP to the pro-
cessing capacity of the CP. Eq. 21 limits the allocations of
the VNFs in a CP to the storage capacity of the CP. Eq. 22
limits the allocations of the VLs in a intra-connection to the
data rate capacity of the intra-connection. Eq. 23 limits the
allocations of the VLs in a LC to the data rate capacity of
the LC. Lastly, Eq. 24 guarantees that the end-to-end delay
for each network slice respects the requirement.

The formalized problem is formulated as a Mixed In-
teger Quadratically Constrained Program (MIQCP) due to
one non-linearity constraint (Eq. 24). This problem can be
efficiently solved by CPLEX.
4.1. Problem Complexity

In this subsection, we compute the complexity of our
proposed problem. The problem complexity analysis pro-
vides an insight into the upper bounds of time required for
solving a problem. We calculate the problem complexity
based on a number of unknown variables and constraints of
the problem as formalized in [41]. The problem complexity
is provided in Eq 25 and Eq 26.

𝑁𝑣𝑎𝑟𝑠 =
∑
𝑑∈

|𝑑| +
∑

(𝑖,𝑗)∈
|𝑖𝑗| + || ⋅ ∑

𝑛∈
|𝑛|+

(|| + ||) ⋅ ∑
𝑛∈

|𝑛|
(25)

𝑀𝑐𝑜𝑛𝑠𝑡 = 4 ⋅ || + 2 ⋅ || + ∑
𝑛∈

|𝑛|+
∑
𝑛∈

|𝑛| + || ⋅ ∑
𝑛∈

|𝑛| + || ⋅ ∑
𝑛∈

|𝑛| + | |

= 4 ⋅ || + 2 ⋅ || + ∑
𝑛∈

(|𝑛| + 1)+

(|| + || + 1) ⋅
∑
𝑛∈

|𝑛|

(26)

Eq. 25 depicts the complexity based on the unknown
variables, where the first addend is of 𝑁𝑣𝑎𝑟𝑠 for 𝑎𝑘, the
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nd addend is for 𝑏𝑤, the third addend is for 𝑥𝑑𝑣 , the fourth
ve is for 𝑦𝑖𝑗𝑔ℎ and 𝑧𝑑𝑔ℎ respectively. Eq. 25 depicts the
lexity based on the constraints. The first part of Eq. 25
ins the more detailed version of constraints complexity,
h is further simplified in the second part of the equation.
𝑀𝑐𝑜𝑛𝑠𝑡 can be explained as follows. The first addend is
q. 7, Eq. 20, Eq. 21, and Eq. 22, the second addend is
q. 8 and Eq. 23, the third addend is for Eq. 12, the fourth
nd is for Eq. 13, the fifth addend is for Eq. 14, Eq. 16,
q. 17, the sixth addend is for Eq. 15, Eq. 18, and Eq. 19,

he seventh addend for Eq. 24. The 𝑀𝑐𝑜𝑛𝑠𝑡 is simplified
e second part of the Eq 26.
he dominant term from the number of unknown vari-
is (|| + ||) ⋅ ∑𝑛∈ |𝑛| , whereas the dominant
from the number of constraints is (|| + || + 1) ⋅

 |𝑛| . The problem complexity for this scenario de-
s on the set of configurations in LCs and CPs and the
f VLs, which depends on the set of VNFs within each
ork slice. Therefore, the problem complexity can be
d to be in the order of (

(|| + || + 1) ⋅
∑

𝑛∈ |𝑛|
).

valuation
n Section 4, we have introduced a novel mathematical
ulation of the slice allocation problem from the per-
tive of the SB, aiming to minimize the costs associ-
with purchasing computing and network resources. To
ate our problem, we compare our proposed problem
other reference problems. These reference problems are
ulated based on the state of the art of cost minimization
lems. Most of the papers minimize the cost by doing a
rce consolidation. In the resource consolidation prob-
the total cost depends on the number of MEH, or hops of
etwork path [22, 27, 23]. These papers indirectly target
mizing the computing and network cost by minimizing
umber used MEH and choosing the shortest path. In
ast, our problem directly targets minimizing the cost
mputing and network resources. We use the CPLEX
ization tool to obtain the optimal solution for all the

lems. The optimal solution provides insight into the
etical limits of achieving the objective in our problem
ulation. Having the optimal solution can highlight the
tial gains and benefits that can be achieved.

n this section, we present the evaluation settings, sce-
s, and the discussion of the results and implications.
valuations were performed using virtual machines with
CPUs, 32 GB RAM. The operating system is Ubuntu
.6 LTS (Bionic Beaver), with IBM ILOG CPLEX

mization Studio 20.1.0 installed. To solve the MIQCP
lem, CPLEX does a pre-processing to relax the problem
uses the branch-and-cut method to find the optimal
ion [42].
Evaluation Settings
his subsection describes the assumptions and settings
mplemented for this study. First, the settings for the InP

Table 2
Configurations for the DCs [40]

Config. 𝑘 𝑚𝑃
𝑘

[vCPU]
𝑚𝑆
𝑘

[GiB]
𝑚𝐻
𝑘

[Gb/s]
𝑚𝐹
𝑘

[ms]
𝑞𝐾𝑘
[€/h]

1 36 7 × 103 10 1 1.521
2 42 4 × 103 10 1 1.954
3 64 14 × 103 25 1 4.173

Table 3
Configurations for the MEHs [40]

Config. 𝑘 𝑚𝑃
𝑘

[vCPU]
𝑚𝑆
𝑘

[GiB]
𝑚𝐻
𝑘

[Gb/s]
𝑚𝐹
𝑘

[ms]
𝑞𝐾𝑘
[€/h]

1 4 150 25 1 0.272
2 8 300 25 1 0.544
3 16 400 10 1 0.768

resources are presented. Second, the settings for the network
slice requests are presented.
5.1.1. InP Resources

As presented in previous sections, the cloud providers
sell CP configurations according to the SLA expressed in
Eq. 2. We assume that all the DCs have the same config-
urations with the values shown in Table 2. All DCs are
available on the core-level network. We assume that all the
MEHs have the same configurations with the values shown
in Table 3. The MEHs and DCs have different hardware
characteristics, as the MEHs usually use a multi-core system
instead of multiprocessor system. The multi-core system
has characteristic of lower power consumption and lower
cost. The configurations in the tables data are taken from
[40], which have been extrapolated from the realistic con-
figuration offered by cloud providers [7, 16, 8]. The MEH
pricing structure, as indicated in Table 3, has been designed
to reflect a higher cost per computing unit in comparison
to the DC configuration price. This pricing structure is
motivated by the unique attributes of MEH, which include
limited computing capacity, enhanced feature accessibility
(e.g., radio network information service, location service
[43]), and lower latency compared to the DC. This pricing is
also affected by the expensive deployment cost [44]. We split
the MEHs in different clusters. We assume a homogeneous
cluster size, meaning that each cluster have the same number
of MEHs. The association of MEH and cluster is done
randomly.

The network operators sell LC configurations between
the CPs according to the SLA expressed in Eq. 3. We assume
that the DCs can be connected to all the other DCs, and these
LCs have the same configurations with the values shown in
Table 4. We also assume that the DCs can be connected to all
the MEHs, and these LCs have the same configurations with
the values shown in Table 5. Furthermore, we assume the

et al.: Preprint submitted to Elsevier Page 8 of 18
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4
gurations for LCs interconnecting DCs [40]

nfig. 𝑤 𝑚𝑅
𝑤 [Gb/s] 𝑚𝑇

𝑤 [ms] 𝑞𝑊𝑤 [€/h]

10 2.8 0.247
20 2.1 0.342
25 4.7 0.288

5
gurations for LCs interconnecting MEHs and DCs [40]

nfig. 𝑤 𝑚𝑅
𝑤 [Gb/s] 𝑚𝑇

𝑤 [ms] 𝑞𝑊𝑤 [€/h]

1 1.5 0.164
4 2.7 0.247
8 3.5 0.288

6
gurations for LCs interconnecting MEHs [40]

nfig. 𝑤 𝑚𝑅
𝑤 [Gb/s] 𝑚𝑇

𝑤 [ms] 𝑞𝑊𝑤 [€/h]

1 1.3 0.205
10 1.9 0.288
10 3.2 0.260

7
ce summary [40]

Services Category SFC

VIDS eMBB NAT-FW-TM-VOC-IDPS
PATM eMBB NAT-TM-WOC-IDPS
POWM URLLC TM-IDPS
ROBT URLLC NAT-TM

s can be connected to only the other MEHs within the
cluster, and these LCs have the same configurations
the values shown in Table 6. Of course, a network

ator could provide an LC between MEHs in different
ers. However, these LCs would not be profitable for both
and SB because they have expensive configurations
high delay and low data rates. It is important to note
the clusterization of MEHs in our study can be at-
ted to various factors, including geographical locations,
ider companies, or managerial reasons [10]. Moreover,
nterconnection of MEHs within a cluster is established
gh LCs, regardless of their physical proximity. All the
onfiguration values are taken from [40], which have
computed from the realistic configuration offered by

ile network operators [45, 46].
. Network Slice Requests
wo categories of network slices are considered. The
ategory is eMBB, characterized by a high data rate and

insensitive to the delay requirement. The second category
is URLLC, characterized by a low data rate but a strict
low latency. In this paper, we consider two services per
category: Video Streaming (VIDS) and Patient Monitoring
(PATM) for eMBB, Power Grid Monitoring (POWM) and
Robot Tolling (ROBT) for URLLC. The VNFs in the SFC
refer to Network Address Translator (NAT), Firewall (FW),
WAN Optimization Controller (WOC), Intrusion Detection
Prevention System (IDPS), Video Optimization Controller
(VOC) and Traffic Monitor (TM). Each service is deliv-
ered as an SFC that contains a selection of the following
VNFs: Network Address Translator (NAT), Firewall (FW),
WAN Optimization Controller (WOC), Intrusion Detection
Prevention System (IDPS), Video Optimization Controller
(VOC), and Traffic Monitor (TM). Table 7 summarises the
characteristics of each service. The requirements for each
service, according to the SLA with the STs expressed in
Eq. (1), are shown in Tables 8, 9, 10, and 11, which values are
derived from [40, 19, 18, 47]. Note that 𝐼 and 𝐸 refer to the
ingress and egress endpoints, respectively. The location of
each endpoint, 𝛾𝑒𝑑 , is generated randomly for each network
slice request. We assume an ingress endpoint can be located
only at MEHs, whereas an egress endpoint can be located
at either MEHs or DCs. We assume different endpoints 𝛾𝑒𝑑generation for each service. The egress endpoints of VIDS
and ROBT can be located at a DC. The ingress endpoints of
VIDS and ROBT can be located at a MEH. The assumption
is motivated by the real practical scenario, where the VIDS
user is located at a MEH, and the video is located at a DC.
The user of ROBT is also located at a MEH, and the ROBT
database is located at a DC. The PATM and POWM have
both ingress and egress endpoints at MEHs. However, the
ingress and egress endpoints of PATM can be located at
MEHs in a different cluster, whereas the ingress and egress
endpoints of POWM can only be located at MEHs within
the same cluster. The motivation is because for the PATM,
the users, i.e., a patient and a doctor, can be quite far apart.
The POWM, however, has both ingress and egress endpoints
in the same area., i.e., a sensor and actuator for controlling
the power plants. Based on the above location constraints,
all endpoints are generated randomly.
5.2. Evaluation Scenarios

To evaluate the problem we have formalized in the
previous section (in the rest of the paper, we will refer to
it as Min.Cost), we compare its optimal solution with the
optimal solution of problems that have another objective but
the same constraints. We define three other reference prob-
lems that perform a resource consolidation, which is usually
considered an indirect measure of minimizing the total cost.
In the resource consolidation problem, the total cost depends
on the number of CP, or hops of the network path [22,
27, 23]. We provide three distinct reference problems that
specifically address resource consolidation, representing the
state of the art in cost optimization. Our goal is to highlight
the difference between a problem that directly minimizes
cost (Min.Cost) and similar problems typically found in the

et al.: Preprint submitted to Elsevier Page 9 of 18
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8
irements for VIDS [40]

𝛿𝑛 [ms] 300

VL (𝑔, ℎ) 𝜌𝑔ℎ [Mb/s]

(𝐼,𝑁𝐴𝑇 ) 850
(𝑁𝐴𝑇 , 𝐹𝑊 ) 680
(𝐹𝑊 , 𝑇𝑀) 680
(𝑇𝑀, 𝑉 𝑂𝐶) 680

(𝑉 𝑂𝐶, 𝐼𝐷𝑃𝑆) 510
(𝐼𝐷𝑃𝑆,𝐸) 510

VNF 𝑣 𝜋𝑣 [vCPU] 𝜃𝑣 [GiB]
𝑁𝐴𝑇 2.4 4.7
𝐹𝑊 7.8 8.3
𝑇𝑀 2.3 4.1
𝑉 𝑂𝐶 8.3 8.3
𝐼𝐷𝑃𝑆 4.6 2.3

9
irements for PATM [40]

𝛿𝑛 [ms] 100

VL (𝑔, ℎ) 𝜌𝑔ℎ [Mb/s]

(𝐼,𝑁𝐴𝑇 ) 200
(𝑁𝐴𝑇 , 𝑇𝑀) 160
(𝑇𝑀,𝑊 𝑂𝐶) 160

(𝑊𝑂𝐶, 𝐼𝐷𝑃𝑆) 112
(𝐼𝐷𝑃𝑆,𝐸) 112

VNF 𝑣 𝜋𝑣 [vCPU] 𝜃𝑣 [GiB]

𝑁𝐴𝑇 6.7 3.3
𝑇𝑀 6.6 3.3
𝑊𝑂𝐶 3.3 9.7
𝐼𝐷𝑃𝑆 3.3 6.6

10
irements for POWM [40]

𝛿𝑛 [ms] 30

VL (𝑔, ℎ) 𝜌𝑔ℎ [Mb/s]

(𝐼, 𝑇𝑀) 200
(𝑇𝑀, 𝐼𝐷𝑃𝑆) 200
(𝐼𝐷𝑃𝑆,𝐸) 200

VNF 𝑣 𝜋𝑣 [vCPU] 𝜃𝑣 [GiB]

𝑇𝑀 0.6 0.3
𝐼𝐷𝑃𝑆 3.3 0.6

ture that usually perform a resource consolidation. The
Cost approach finds a solution with the minimum cost.
ntrast, resource consolidation problems find a solution
the minimum number of CPs or network hops without
ssarily guaranteeing the minimum cost.

Table 11
Requirements for ROBT [40]

𝛿𝑛 [ms] 5

VL (𝑔, ℎ) 𝜌𝑔ℎ [Mb/s]

(𝐼,𝑁𝐴𝑇 ) 500
(𝑁𝐴𝑇 , 𝑇𝑀) 400
(𝑇𝑀,𝐸) 280

VNF 𝑣 𝜋𝑣 [vCPU] 𝜃𝑣 [GiB]

𝑁𝐴𝑇 16.7 8.3
𝑇𝑀 16.6 8.3

The first reference problem, Min.CP, has the target to
minimize the number of selected CPs by using the following
objective function.

min
∑
𝑑∈

∑
𝑘∈𝑑

𝑎𝑘 (27)

The second reference problem, Min.LC, has the target to
minimize the number of selected LCs by using the following
objective function.

min
∑

(𝑖,𝑗)∈
∑

𝑤∈𝑖,𝑗

𝑏𝑤 (28)

The last reference problem, Min.CP-LC, has the target to
minimize the number of selected CPs and LCs by using the
following objective function.

min
( ∑

𝑑∈
∑
𝑘∈𝑑

𝑎𝑘 +
∑

(𝑖,𝑗)∈
∑

𝑤∈𝑖,𝑗

𝑏𝑤
)

(29)

The Min.CP and Min.LC only targets one type of re-
source, meaning that these problems aim to minimize the
number of used CP or used LC and neglect the other. How-
ever, as joint optimization is important, we also evaluate the
Min.CP-LC problem, which can be fairly compared to our
proposed problem Min.Cost. In terms of the configuration,
all reference problems select the cheapest configuration that
can fit the resource allocated. For example, if Config.2 is
enough to allocate all VNF and VL requests, then Config.2
is selected (not the Config.3, although it also fulfills the
resource requirements).

The solution of Min.Cost is compared with the solution
of the reference problems (Min.CP, Min.LC and Min.CP-
LC). We consider a reference setting with eight network
slice requests (2 VIDS, 2 PATM, 2 POWM, 2 ROBT), 16
CPs (4 DCs, 12 MEHs), and a cluster size equal to 3. To
understand the behaviour of the various problems, we vary
several parameters of the reference setting considering four
evaluation scenarios:

1. Scenario I: We vary the number of network slice
requests from 4 to 12. We keep the ratio between
network slice categories constant: 50% are eMBB and
50% are URLLC. Within each category, the requests

et al.: Preprint submitted to Elsevier Page 10 of 18
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Resource Allocation for Cost Minimization of a Slice Broker

are equally divided for each service belonging to the
category. For example, when the number of requests
is 8, there are four eMBB requests and 4 URLLC
requests, 2 for each service.
Scenario II: We vary the number of CPs from 8 to 24.
We keep the ratio between DCs and MEHs constant:
25% are DCs, and 75% are MEHs. For example, when
the number of CP is 8, there are 2 DCs and 6 MEHs.
The cluster size is constant, which is 3. The number
of clusters linearly increases as the number of MEHs
increase. The number of network slice requests is
equal to 8 slices, of which 4 requests are eMBB slices
and 4 requests are URLLC slices.
Scenario III: We vary the URLLC ratio, which is
defined as the percentage of URLLC requests with
respect to the total number of requests, from 25%
to 75%. We keep the total number of network slice
requests to 8.
Scenario IV: We vary the cluster size of MEH clusters,
from 1 to 6. This implies that the number of clusters
is inversely proportional to the cluster size.

or each evaluation scenario, we find the solutions of
stances; we compute the average cost and its 95%

dence intervals. Based on the tight confidence interval,
stances are enough to highlight the result difference
ch problem. To obtain results in a reasonable time for
scenario, we set the maximum deterministic time limit

PLEX to 1.5 million computation ticks.
lthough the derived solutions are not always optimal,
the solutions of Min.Cost and Min.CP+LC have an
ge optimality gap between 1.5% to 8%. The optimality
easures how close the solution found by CPLEX is to

ue optimal solution, calculated as a difference between
est-known solution and the best bound. The optimality
is 0% when the generated solution is optimal. The
ved results of Min.CP and Min.LC are always optimal,
e solutions are found under the time limit.
n practice, CPLEX can generate the solutions within
sonable time for a small problem, e.g., from around
nute to 10 minutes, when we have a small number of
sts and size of the infrastructure. A network slice is
tualized network infrastructure that may be changed
sionally but not often. The network slice allocation will
-computed when there is a need for scaling up, scaling

or sometimes new requests [48, 49]. Several studies
the reconfiguration can happen in less than 30 minutes
or within 700 timeslots [50], because the traffic in

twork slice can be changed dramatically within that
d. Therefore, we could say that 1 to 10 minutes is a
nable time, while 60 minutes is not feasible.

n the case of Scenario I, the problem with 4 network
requests and 16 CPs can be solved by CPLEX in

oximately 60 to 600 seconds (equivalent to 26,000 to
00 computation ticks). However, with 12 network slice
sts, CPLEX takes around 3,700 seconds (1.5 million
utation ticks) to find a solution, exceeding the deter-

stic time limit. For Scenario IV, cases involving 8 CPs

and 24 CPs with 8 NSs exceed the time limit and return a
solution within 6,200 to 7,000 seconds. The most sensitive
parameter is the number of network slice requests. There is
a drastic difference in processing time from 4 network slice
to 6 network slice requests. The CPLEX needs less than
10 minutes to solve the 4 network slice problems, while it
needs around 1 hour to solve the 6 network slice problem.
Consequently, an alternative strategy that can find the trade-
off between optimality and solving time is required to solve
larger problem instances practically.

Figure 3 shows the results given by the solution of
our problem and the reference problems for each of the
evaluation scenarios. The y-axis is the hourly cost (€∕h) that
the SB needs to pay to the InP, whereas the x-axis plots the
various configurations for each evaluation scenario. The cost
is composed of the cost for the CPs and the cost for the LCs.

To understand the motivation of the behaviour in some
evaluation scenarios, we have plotted the selected configu-
rations for CPs and LCs. Figure 4 shows the configuration
of the used CPs for the solution of each problem. The x-axis
plots the various configurations for each evaluation scenario.
The y-axis explains how many used CPs are selected and
which configuration has been selected to allocate all the
network slices. Configuration 1 (conf1) has the least capacity
but is the cheapest one, and Configuration 3 (conf3) has the
biggest capacity but is the most expensive one.

Figure 5 shows the number of LCs used in the solution
of all the problems for each scenario. The y-axis represents
the number of LC. The x-axis represents the various configu-
rations for each evaluation scenario. configuration-1 has the
smallest data rate capacity and the smallest latency. On the
other hand, configuration-3 has the biggest data rate capacity
and the biggest latency. As the LCs chosen between DC-
DC, DC-MEH, and MEH-MEH connections are influenced
by the chosen CPs, the connection type is not shown in the
figure. Instead, the figure shows only the configuration taken
among all connection types.

Moreover, to understand the allocation of the network
slice requests, we have reported the number of SFCs and
the number of VNFs per DC and MEH. Then, we have also
reported the number of DCs and MEHs used to allocate an
SFC for each service type. Noted that different service types
have different number of VNFs and requirements.
5.3. Simulation Results: Scenario I
5.3.1. Cost Analysis

Figure 3a shows the cost for the solution of each problem
when the number of network slice requests varies. When
the number of network slice requests linearly increases, the
cost for all the problems gradually increases. The Min.Cost
provides the least cost compared to other problems, whereas
the Min.CP has the most expensive cost. In case of a small
number of requests, Min.CP, Min.CP-LC, and Min.LC have
a cost 30% higher than Min.Cost. For a high number of
requests, Min.LC has a cost 20% higher than Min.Cost,
whereas Min.CP and Min.CP-LC still have a cost of around
30% higher. The cost of CPs is predominant to the cost
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e 3: Hourly cost for each evaluation scenario. Bars from
o right: Min.Cost, Min.CP, Min.CP-LC, Min.LC

of LCs since it is always more than 78% of the total cost.
However, minimizing the number of CPs does not guarantee
the least cost—instead, the Min.CP gives the most expensive
solution compared to Min.Cost, Min.CP-LC, and Min.LC.
The Min.LC gives the second-best performance regarding
the total hourly cost.
5.3.2. CP Configuration Analysis

Figure 4a shows that the number of used CPs in our
problem (Min.Cost) linearly increases when the number
of slice requests increases. The Min.LC problem shows
almost a similar behaviour to the Min.Cost. For Min.Cost
and Min.LC problems, more slice requests imply that more
MEHs are used. The other problems generate different solu-
tions in terms of the used CP configuration. The number of
used CPs for Min.Cost remains the same when the number
of network slice requests changes from 8 to 12, and it
only buys configurations from DCs. The Min. CP-LC has
a behaviour similar to the Min.CP. Given the configuration
options, purchasing more CPs with cheaper configurations
can decrease the total cost. The Min.CP tends to buy the
most expensive DC configuration, which offers the largest
capacity (DC-conf3), and in most cases, never buys MEH
configurations. The trade-off between selecting MEHs and
DCs is also important, as a higher number of MEH does not
necessarily give the least cost if we still buy an expensive DC
configuration. The latter statement is based on comparing
the results of Min.Cost and Min.LC. Thus, being aware
of the available configurations is important as a slightly
different CP configuration combination may affect the cost
severely.
5.3.3. LC Configuration Analysis

Figure 5a shows that the number of used LCs for all
problems linearly increases when the number of network
slice requests increases. Min.LC provides the least number
of used LCs, whereas the Min.CP provides the highest
number of used LCs. A higher number of network slice
requests means more VNFs to be allocated. Increasing the
number of VNFs means an increase in the number of VLs
as well. The VLs are mapped to either intra-connection in
a CP or logical connections between CPs. In Figure 5a,
configuration-3 has never been selected to allocate the VLs.
For almost all the problems, configuration-1 is the one most
selected, and sometimes the, configuration-2 has also been
selected. The Min.Cost has the second-worst performance
regarding the number of used LCs, but it generates the least
cost among all problems.
5.4. Simulation Result: Scenario II
5.4.1. Cost Analysis

The cost comparison of Scenario II is shown in Fig-
ure 3b. When the number of available CPs increases, the
Min.Cost problem shows a small decrease in the total hourly
cost. This result shows that when the infrastructure size gets
bigger, i.e., more CPs are available, the Min.Cost problem
can maintain almost the same cost. For the reference prob-
lems (Min.CP, Min.CP-LC, Min.LC), the cost performance

et al.: Preprint submitted to Elsevier Page 12 of 18



Journal Pre-proof

Fig

Fig

Sarah
Jo
ur

na
l P

re
-p

ro
of

Resource Allocation for Cost Minimization of a Slice Broker

4 6 8 10 12

Number of Network Slice Requests

0

2

4

6

8

10

12
N

um
be

r 
of

 U
se

d 
C

P
s

DC-conf1
DC-conf2

DC-conf3
MH-conf1

MH-conf2
MH-conf3

(a) Scenario I

8 12 16 20 24

Number of Available CPs

2

4

6

8

10

12

N
um

be
r 

of
 U

se
d 

C
P

s

(b) Scenario II

25% 38% 50% 63% 75%

URLLC Ratio

0

2

4

6

8

10

12

N
um

be
r 

of
 U

se
d

C
P

s

(c) Scenario III

1 2 3 4 6

Cluster Size

0

2

4

6

8

10

12

N
um

be
r 

of
 U

se
d 

C
P

s

(d) Scenario IV
ure 4: Configuration of CPs for each evaluation scenario. Bars from left to right: Min.Cost, Min.CP, Min.CP-LC, Min.LC
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s a more significant fluctuation. The reference problems
ore affected by the change in the infrastructure mag-

e. Min.CP has a slightly higher cost when the infras-
ure grows, whereas the Min.CP-LC and Min.LC have a
tly cheaper expense. Aside from the slight fluctuation,
LC has the second-best cost performance among all the
ence problems. The Min.CP has the worst performance
rms of cost, with almost 40% more expensive than the
Cost solution. In summary, a variation in the number of
able CPs only slightly impacts the cost, especially for
in.Cost.

. CP Configuration Analysis
he result of the selected CP configurations when vary-
e number of available CPs is shown in Figure 4b. When
ave 8 available CPs, all problems become capacity-
ed, and the solutions to the various problems have only
t differences. However, when the number of available
increases, the solutions to the various problems differ
significantly. Min.CP has the least number of used CPs,
lmost all the selected CPs are DCs with configurations

3. The Min.Cost and Min.LC have more used CPs, but
solution is cheaper than Min.CP and Min.CP-LC. The
l cost of Min.Cost is since in a non-capacity-limited
lem, Min.Cost never buys a DC-conf3 which is very
nsive—instead, the Min.Cost uses a higher number of
han the other problems but only buys the cheapest con-
ation, i.e., DC-conf1. Moreover, Min.Cost often buys
ost expensive MEH configuration, i.e., MH-conf3, and

per MEH configurations less often.
. LC Configuration Analysis
he result of the selected LC configurations when vary-
he number of available CPs is shown in Figure 5b.
number of used LCs for the Min.Cost, Min.CP-LC and
LC problems do not fluctuate significantly when the
ber of available CPs changes. Moreover, the Min.Cost
lem has an almost steady performance regarding the
ber of used LCs. In contrast, the changes in the number
ailable CPs have significantly affected the number of
LCs for the Min.CP problem.
Simulation Results: Scenario III
. Cost Analysis
he cost comparison of Scenario III is shown in Figure
he increase in the URLLC ratio means we have a lower

ber of total VNFs but a higher number of network slices
a stricter latency requirement. When the URLLC ratio
ases, the total hourly cost of all problems shows small
uations. However, if we compare the result for 25%
75% URLLC ratios, we can see a slight decrease for
e problems. The Min.Cost always shows the best cost
rmance, whereas the Min.CP always shows the worst
Min.LC has the second-best cost performance in almost
ses, except when the URLLC ratio is 75%. For 75%, the
LC costs slightly more compared to the Min.CP-LC. In

ary, a change in the type of network slice has only a
t impact on the cost, especially for the Min.Cost.

5.5.2. CP Configuration Analysis
The number of used CPs for all problems when vary-

ing the URLLC ratio is shown in Figure 4c. Min.CP has
the least number of CPs in all different URLLC ratios,
whereas the Min.LC has a higher number of used CPs.
Min.CP has the same behaviour as in the previous scenarios,
i.e., it mostly uses 3 CPs with DC-conf3. The number of
used CPs has only slight differences between Min.LC and
Min.Cost. However, the selected configurations are highly
different. The Min.Cost tends to buy more DCs but with
DC-conf1, whereas the Min.LC tends to buy fewer DCs
but with the combination of DC-conf1, DC-conf2 and DC-
conf3. Moreover, Min.LC uses a higher number of MEHs,
whereas Min.Cost uses a slightly less number of MEHs. For
some cases, both problems buy a combination of MEH con-
figurations (MH-conf1, MH-conf2, and MH-conf3). Figure
4c shows the significant cost difference between Min.LC and
Min.Cost comes from the different selected configurations
for the DCs, not for the MEHs, as the two problems have
almost similar configurations for the MEHs.
5.5.3. LC Configuration Analysis

Figure 5c shows the number of used LCs for all problems
when we increase the URLLC ratio. The number of used
LCs decreases when the URLLC ratio increases. As previ-
ously mentioned, the increase in the URLLC ratio means a
decrease in the total number of requested VNFs; hence the
number of requested VLs will decrease. Thus, the decrease
in used LCs for all problems is caused by the decreased
number of requested VLs. Min.CP has the highest number
of used LCs, whereas Min.CP-LC and Min.LC have the
least number of used LCs. However, the Min.Cost, which
gives the least cost in Figure 3c, has a high number of
used LCs, almost close to the number of used LCs in the
Min.CP problem. In summary, even with many used LCs,
the Min.Cost problem still has the lowest cost. Therefore,
the number of used LCs has a low impact on the total cost.
5.6. Simulation Results: Scenario IV
5.6.1. Cost Analysis

Figure 3d shows the cost comparison of Scenario IV.
When the cluster size increases, there are no significant
changes in cost for all problems. The figure highlights that
a different cluster size does not affect all problems’ costs.
However, if we compare the different problems, Min.Cost
still provides the lowest cost, whereas the Min.CP has the
highest cost.
5.6.2. CP Configuration Analysis

The CP configurations when the cluster size varies for
all problems are available in Figure 4d. As the cost between
different cluster sizes remains stable, the number of used
CPs also only shows slight differences. The number of used
CPs for all problems remains the same. The only difference
is when we have a cluster size 1, where Min.LC uses a
lower number of DCs and Min.Cost uses a higher number
of MEHs. In conclusion, the cluster size does not affect the
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ber of used CPs but might slightly change the chosen
guration for MEHs or DCs.
. LC Configuration Analysis
he LC configurations when the cluster size varies for all

lems are available on Figure 5d. When the cluster size
ls 2 - 6, the number of used LCs remains steady for all
lems. The only difference is when the cluster size is 1,
cially for the Min.LC and Min.CP-LC problems. When
MEH is isolated, i.e., no MEH-MEH LCs available,
in.CP-LC and Min.LC uses a lower number of LCs,

eas the Min.CP uses a higher number of LCs to allocate
Ls. However, whichever cluster size has been set, the

Cost problem has no significant changes concerning the
ber of used LCs.
Conclusion of the Scenario Analysis

f we analyze the four scenarios together, some important
rvations can be concluded. First, the Min.Cost always
he lowest cost since the reference problems have a cost
least 30% higher. Second, the Min.CP has the highest
meaning that consolidation of CPs always leads to a

y solution in this evaluation setting. Third, the Min.LC
he second-best cost performance. Therefore decreasing
umber of used LCs may give us a good solution if we
ot solve the Min.Cost problem. These three trends are
for all scenarios, from Scenario I-IV. The Min.Cost

lem has the lowest cost by allocating VNFs to more CPs
buying cheap DC configurations and expensive MEH
gurations. If the InP provides several configurations,
asing more CPs does not always lead to a higher cost.

ad, element consolidation, which is depicted by Min.CP
lem may lead to a higher cost. However, solving the
Cost problem can be challenging depending on the size
e scenario, as the computation time might be high. The
Cost minimizes the cost directly, i.e., calculating the
of each possible selection; thus, it has a bigger solution
an the other problems. It is solving a Min.LC problem
can be an alternative option, as the Min.LC has the
nd-best performance among all the reference problems.
LC tends to exploit the MEHs more compared to the
. In this way, the total hourly cost can be kept low.
ur findings are closely tied to the input data or config-

ons used in our study, and as such, may not be directly
ferable to other configurations. However, it is important
te that our data was sourced from real-world infor-

on provided by network, cloud, and service providers
7, 11, 40]. Additionally, we conducted a sensitivity
sis to gauge the potential impact of any changes to our
ts.
SFC Allocation Analysis
FC allocation analysis helps to understand how the
al solution can be achieved. The different costs (shown

gure 3) and the different CP and LC configurations
n in Figures 4 and 5, respectively) are also motivated
e different strategies to allocate network slices and
components (i.e., VNFs in the SFC). This subsection

analyses the SFC and VNF distributions among the used
CPs. Table 12 shows the average number of SFCs allocated
on one CP (DC or MEH) for Scenario II, which allows us
to investigate how the same number and type of network
slices are allocated on an infrastructure with increasing size
(i.e., number of available CPs). Note that the average is
computed by considering only the used CPs, i.e., the CPs
with a selected configuration. The results show that Min.CPs
tend to allocate many SFCs in the DCs, and in most of
the cases, never allocate any SFC to MEHs. The Min.Cost,
Min.CP-LC and Min.LC distributes the SFC into several
DCs and MEHs. The main difference between Min.Cost and
both Min.CP-LC and Min.LC is the Min.Cost put less SFC
in DC and more SFC in MEH in most cases. The Min.Cost
strategy also maintains almost the same number of SFC on
the DC and MEH, regardless of the infrastructure size, e.g.,
different CPs available. To conclude, all problems except
Min.CP allocate, in average, from one to two SFCs in each
MEH. The Min.Cost has the minimum average number of
SFCs in the DCs. The Min.CP buys only DC configurations
if possible, as also highlighted in Figure 4b.

The number of SFCs in one CP on Table 12 does not
mean that all VNFs from the same SFC are allocated on
the same CP. The VNF distribution of one SFC is further
explained in Table 13. When allocating the VNFs in one
SFC, there are two opposite options. In the first option, the
VNFs of one SFC are allocated onto the same CP. In the
second option, the VNFs of one SFC are spread into several
CPs. A high average number of VNFs in Table 13 with a low
average number of SFCs in Table 12 indicates that the first
option is predominant. In contrast, a high average number
of VNFs with a high average number of SFCs indicates
the second option. For the other combinations, e.g., a low
average number of VNFs with a low average number of SFC,
or a high average number of SFC, it is difficult to explain the
trend and classify it as the previous two options. Min.Cost
and Min.LC tend to spread the VNFs and SFC among the
CPs. Min.Cost and Min.LC have a slight difference in the
SFC average but has quite a significant difference in the
VNF average. The Min.Cost maintains the same proportion
of VNFs on each DC and MEH, whereas Min.LC allocate
more VNFs in one DC and fewer VNFs in one MEH. This
behaviour shows that Min.LC allocated a significant portion
of SFC into one CP, whereas Min.Cost tends to spread the
VNFs of an SFC into several CPs.

Table 14 shows the average number of DCs and MEHs
used to allocate the VNFs of one SFC, depending on the
service type. Note that each service type has a different
number of VNFs, e.g., VIDS has five VNFs, and PATM has
four VNFs, as shown in Table 7. When the available CPs is
8, all the problems have a similar approach because of the
limited alternatives.

However, the differences become more significant for a
higher number of CPs. Min.Cost tends to use approximately
one DC and one MEH to allocate one VIDS, PATM, or
POWM. The ROBT must always be placed in DCs, as
a MEH cannot fulfil the required capacity. The result of
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12
ge number of SFCs allocated in a DC and a MEH for each problem

8 CPs 12 CPs 16 CPs 20 CPs 24 CPs
DC MEH DC MEH DC MEH DC MEH DC MEH

Min.Cost 2.50 2.00 1.33 1.8 2.00 2.00 2.00 2.00 2.00 1.67
Min.CP 5.00 3.33 5.00 - 5.00 - 4.67 - 3.67 -
Min.CP-LC 4.00 1.67 2.33 1.50 3.50 1.67 2.00 2.00 2.67 1.00
Min.LC 3.00 1.80 2.50 1.33 2.00 1.33 2.00 1.00 2.50 1.83

13
ge number of VNFs allocated in a DC and a MEH for each problem

8 CPs 12 CPs 16 CPs 20 CPs 24 CPs
DC MEH DC MEH DC MEH DC MEH DC MEH

Min.Cost 3.50 3.17 3.33 3.20 4.25 4.50 4.75 3.50 4.25 3.00
Min.CP 8.00 3.33 8.67 - 8.67 - 8.67 - 8.67 -
Min.CP-LC 9.00 2.67 6.33 3.50 8.00 3.33 6.67 3.00 8.00 2.00
Min.LC 6.00 2.80 5.50 2.50 4.75 2.33 4.67 1.50 5.50 2.50

Cost shows that when we have more CPs, a network
is less shared among CPs. In contrast, the Min.CP

Min.CP-LC prefer to use 1 or 2 DCs to allocate one
. The Min.LC prefers to use fewer DCs but uses more
s to allocate one slice. The less sharing solution used by

Cost also helps to decrease the chance of a Single Point
ilure (SPOF). If we share SFC on several CPs (one CP
s many VNFs from a high number of SFC), one CP

re damages all the services. However, if the SFC is less
d, one CP failure may damage only one service instead

l the services.

onclusions
n the paper, we have described and formulated a prob-
that performs a joint NFV-based slice allocation and
tion of CP and LC configurations. The problem jointly
iders computing and networking resources and mini-
s the cost of the SB to buy resources from the InPs,
e the requirements of the network slices requested by
Ts are satisfied. Our formulated problem (Min.Cost)

is evaluated and compared with three reference problems,
i.e., Min.CP, Min.CP-LC and Min.LC. All the problems
have been optimally solved by using CPLEX. In the eval-
uation, four scenarios have been considered by varying the
following parameters: (I) number of network slice requests,
(II) number of available CPs, (III) URLLC ratio, and (IV)
MEH cluster size. The results have pointed out the following
significant conclusions:

• Reference solutions lead to a cost that is at least
∼ 30% higher than Min.Cost. This result highlights
the importance of directly optimizing the costs and
selecting the CP and LC configurations.

• Min.Cost leads to a steady cost in Scenarios II, III,
and IV. Min.Cost leads to solutions with a cost that
stays the same while varying the number of available
CPs, the URLLC ratio, and the MEH cluster size. The
reference problems lead instead to solutions that have
relevant cost fluctuations.

14
ge number of CPs used to allocate an SFC for each service type

8 CPs: 2 DCs, 6 MEHs

Service Min.Cost Min.CP Min.CP-LC Min.LC
DC MEH DC MEH DC MEH DC MEH

VIDS 1.00 2.50 2.00 2.50 1.00 1.50 1.00 2.00
PATM 1.00 2.50 1.50 2.00 1.00 1.00 1.00 2.00
POWM 1.00 1.00 1.00 1.5 1.00 1.00 1.00 1.00
ROBT 1.00 - 1.20 - 1.00 - 1.00 -

24 CPs: 6 DCs, 18 MEHs

Service Min.Cost Min.CP Min.CP-LC Min.LC
DC MEH DC MEH DC MEH DC MEH

VIDS 1.50 1.00 2.00 - 1.50 - 1.00 2.50
PATM 1.00 1.00 1.00 - 1.00 - 1.00 2.00
POWM 1.00 1.00 1.00 - 1.00 1.00 - 1.00
ROBT 1.00 - 1.50 - 1.00 - 1.00 -
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