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PREFACE

—> O — D O<—

This thesis is submitted in partial fulfillment of the requirements for the degree of
Philosophiae Doctor (Ph.D.) at the University of Stavanger, Faculty of Science and
Technology, Norway. The presented research has been carried out at the University of
Stavanger from May 2019 to May 2023. In this document, we are going to investigate
the effects of gravitational wave signals from compact objects on present-stage and fu-
ture detectors. We are going to consider both the case of single resolvable sources and
the stochastic background noise coming from the superposition of all the unresolvable
sources. The thesis is based on 3 papers, of which 2 are published and 1 will appear
in the coming weeks. Further articles, such as [1] and [2], have been published during
my research period. These articles are however omitted from this document as, either
my contribution was minimal, or the topic was not closely related to the main theme
presented in this thesis. The original work carried out in the papers will be presented

in Chapter {3} to Chapter {5}.

We will start the document with some brief introductory chapters, to guide the
reader through some of the main concepts and tools required in the analysis of the
presented papers. In detail, this thesis will be structured as follows:

e In Chapter {1} we are going to introduce some elementary tools coming from
General Relativity, that lead to the definitions of gravitational waves and black
holes. In particular, we will define the Finstein equations and their components
in order to introduce the Schwarzschild and Kerr solutions. The Schwarzschild
solution naturally leads to the concept of Black Hole, while the Kerr metric is, to
date, the best description for the black holes in our Universe. We will also present
the geodesic equation and deviation, to understand the motion of particles in the
General Relativity framework. The aforementioned, in particular, will be needed
to define the gravitational wave’s polarization states and, in general, how the
signal coming from an inspiralling event in our Universe will appear in a physical
detector. To conclude, in the last part of this section, we are going to discuss
two of the main black hole formation channels, i.e. Stellar Origin Binary Black
Holes, which are the main component for black holes of astrophysical origin, and
Primordial Black Holes. The differences between the expected behavior, as a
function of redshift, of these two considered populations is the main reason that
led to the study performed in our third paper.

e In Chapter {2} we introduce the concept of Gravitational Wave, and to this
extent, we define them by perturbing the Einstein equations. Through this pro-
cess, we are going to both present the equations that need to be integrated to



obtain the numerical waveforms used in the presented papers, as well as intro-
duce some of the key features and assumptions in gravitational wave theory,
such as polarization states, the TT-gauge and the Quadrupole Moment Tensor.
Starting from these general results, we then consider the Newtonian circular-
orbit approximation in order to obtain an analytical solution to the waveform
coming from an inspiralling binary system. This result, although coming from a
rough approximation, has a two-fold relevance for this document: on one hand,
this approximation will always be valid for stellar-mass black holes in the LISA
frequency range, on the other, it is the starting point for all the phenomenolog-
ical waveforms that will be adopted in the presented articles, which generally
only differ from this results for some Post-Newtonian corrections. We conclude
this section by considering the evolution of a binary inspiralling system due to
gravitational wave emission from an energy point of view. This result, in particu-
lar, will become useful when discussing the LISA Stochastic Gravitational Wave
Background in the second and third papers of this thesis.

In Chapter {3} we present an article published in JCAP 11 (2020) 043, where we
analyze the first four LIGO gravitational wave detections using a Pearson Cross-
Correlation analysis. This work was motivated as a follow-up to some studies
carried out by a group at the Niels-Bohr Institute. In their works, they tried
to reproduce the detections claimed by the LIGO collaboration using matched
filtering, through the use of a more agnostic method such as the Pearson cross-
correlation. This led them to discover that the waveforms used by the LIGO
collaboration in their subtractions were not optimal, as some of the signal re-
mained buried in the detector noise after the subtraction, and led them to raise
some doubts about the LIGO claims. In the paper that we present in this chap-
ter, we used different waveforms obtained through maximum-likelihood, and we
demonstrate that the residual signal found in the noise was just a consequence of
the choice of waveforms. Such signal, buried in the residual detector noise, can
hence be removed by using a more accurate waveform description. Furthermore,
we show that the LIGO results can be reproduced with statistical significance
even by using the Pearson cross-correlation method, even though with this ap-
proach the statistical significance will be slightly lower compared to the results
obtained using matched filtering.

In Chapter {4} we present an article published in JCAP 08 (2023) 034, where
we analyze the Stochastic Gravitational Wave Background predicted on the LISA
detector. To this extent, we use the results coming from the latest LVK popula-
tion inference paper to produce catalogs representing a Stellar-Origin Black Hole
population in our Universe. The Stochastic Gravitational Wave Background is
then computed by adopting four different methods, that in order of complexity,
range from a simple analytical evaluation to estimating the real detector strain
after synthesizing a black hole population and iteratively subtracting all the re-
solvable sources. We find that, when the assumed SNR threshold is high enough
to keep the number of resolvable sources small (~ 10 over 4 years of observation),



all the methods give results well in agreement with each other. This implies that,
when working with LISA data, it is possible to use the fast analytical estimation
for the stochastic noise component with a small loss of precision. On the other
hand, the use of more complex methods like the iterative subtraction of a syn-
thesized population, despite naturally requiring numerical cuts in the population
generation phase due to its computational cost, can present both the value of the
Stochastic Gravitational Wave Background amplitude as well as the resolvable
sources predicted on the LISA strain at the same time. It can hence be useful
when both these quantities need to be taken into account in a particular study.

In Chapter {5} we present an article where we investigate the prospects of identi-
fying potential Primordial Black Hole Binary populations over the astrophysical
Stellar-Origin Black Hole Binary population of our Universe. To this extent, once
again we assume that our fiducial population follows the latest LVK GWTC-3
inference paper results, and we forecast our analysis on the next generation of
gravitational wave detectors. We consider different possibilities both for the
merger rate and mass function of the studied Primordial Black Hole subpop-
ulations, and we perform our analysis by focusing on the signatures at higher
redshifts than the current LVK detection horizon. We exploit the fact that the
astrophysical black holes of our universe are supposed to follow a distribution as a
function of redshift closely related to the Star Formation Rate, which is supposed
to peak and then slowly die off. At distances beyond the peak of the stellar for-
mation rate, the Stellar-Origin Binary Black Hole contribution will hence become
negligible, whereas Primordial Black Hole models predict many sources and will
dominate. We generally find that Earth-based and space-based detectors work
synergistically, and the value of the Stochastic Gravitational Wave Background
measured by LISA will generally be able to improve constraining the presence of
additional sub-populations compared to the case when only Earth-based detector
observations are considered.

We summarize the results obtained through the articles, and conclude the docu-
ment in Chapter {6}.
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Chapter 1

Basics of General Relativity and
Black Holes populations

Gravitational Waves (GWs) were first discovered theoretically by perturbing the met-
ric in the Finstein equations of General Relativity [3—0]. It hence makes sense to begin
this document by briefly introducing them and the components that are involved, i.e.
the Ricci tensor and the stress-energy tensor |7, 8. While discussing these basic quan-
tities of General Relativity (GR), we will naturally incur into the concepts of metrics,
geodesic equations, and geodesic deviation, which are to date still very relevant in
gravitational waves astronomy. The geodesic equation, for example, describes the mo-
tion of a gravitational wave (or any generic particle) from its source to the observer
in an assumed universe, while the geodesic deviation will be used in sec. {2.1.3} to
describe the polarization states of gravitational waves, and is the quantity that is mea-
sured in all interferometer detectors in order to claim a gravitational wave detection
[9-12]. By imposing spherical symmetry on our metric, it is instead possible to obtain
the Schwarzschild solution of the Einstein equations [13, 1], which led through the
properties of its singularities to the concepts of event horizons and Black Holes (BHs).
The derivation of the results will follow the approach presented in [3, 15, 16].

In this text, we are going to use metric signature (—,+,+,+), and we will use
Greek indices for the space-time coordinates (i.e. pu,v = 0,1,2,3) where 0 represents
the time component, while we will use Latin indices for the purely spatial 3-metric
(1,7 = 1,2,3). The chapter is organized as follows: In sec. {1.1} we describe the
Einstein equations and its components, this is the starting point to discuss all the
other tools that we will need in order to present the work of our articles. In sec. {1.2}
we discuss the motion of particles in the GR framework by introducing the geodesic
equation and deviation. Even though some alternatives were proposed to the Einstein
standard framework (see e.g. refs. [ 7-19]) there is still no evidence to prefer a particular
modified theory over the base GR [20-22]. Standard GR is hence to date the main
framework in gravitational wave astronomy, due to its simplicity with respect to the one
derivated from more complicated theories. In sec. {1.3} we introduce the Schwarzschild
and Kerr solutions to the Finstein equations. In particular, we use the Schwarzschild
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solution to analyze the surface properties of its singularities and introduce the concepts
of event horizon and black holes in correspondence of the Schwarzschild radius. This
will be the starting point to discuss black hole populations later on in this chapter, as
well as to introduce the Kerr solution for rotating compact objects, that is to date the
best description for the black holes that we observed in our Universe (see e.g. ref. [23])
and is the model that we assumed in all the papers presented in this document. We
conclude in sec. {1.4} by briefly discussing black hole populations. However, we limit
our discussion to the case of stellar-origin and Primordial Black Holes (PBHs). The
first of the two considered populations is considered to be the main formation channel
for all the black holes observed by the LVK collaboration to date [24, 25|, and is the
main target of the study that we performed in the article in sec. {4}. Primordial
black holes are instead interesting since events involving these objects are supposed
to be observed more densely at higher values of redshift, while we know that black
holes coming from stellar origin are supposed to disappear after the peak of the star
formation rate. Possible models describing PBHs are hence the main targets of the
analysis presented in Chapter {5}.

1.1 The Einstein’s equations of gravitation

One of the greatest contributions that A. Einstein gave to the world of physics, is
the modern description of gravitational phenomena through the Theory of General
Relativity |3, 6]. In this framework, gravity can be described in terms of curved space-
times |20], where the amount of curvature is directly proportional to the amount of
mass and energy in the considered space. This relation is described by the Einstein
equations, which read as

1 8rG
Gu =Ry — §gWR = ?TW, (1.1.1)
where G, is the Einstein tensor, R, and R are respectively the Ricci tensor and the
Ricci scalar, and T, is the stress-energy tensor. In the next subsections, we are going
to briefly define all the quantities that are involved in (1.1.1).

1.1.1 The metric and Ricci curvature tensor on a space-time
To measure distances in a curved space we need to introduce the metric tensor g,
which given a differential line element ds, is defined such as the relation

d82 = guudm#d‘rl/ Y Gur = Gup, (112)

holds. The easiest example of a Lorentzian metric tensor [27, 28| is the Minkowski
space-time, which can be considered as a 4d generalization of the Fuclidian space. It
reads as

ds® = —c2dt* + da® + dy* + d2?, (1.1.3)
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where the first coordinate is a temporal coordinate and the other coordinates are the
standard 3d Euclidean space coordinates. We can write the metric tensor components
in matrix form as

—c2000
0 100

Guv = N = 0 010! (114)
0 001

If instead we consider a more complex case, for example, a 4d expanding homogeneous
and isotropic space such as the case of the FLRW cosmology [29], the differential line
element in spherical coordinates is given by

dr?
1—Ekr?

ds* = —c*dt* + a*(t) +r2d6? + r*sin® 0d¢?| | (1.1.5)

with k£ a constant that describes the curvature of the space manifold. The metric tensor
components for the FLRW cosmology, defined in eq. (1.1.5), may hence be represented
in matrix form as follows:

—c? 0 0 0
0 a*@t)/(1—kr*) 0 0
I = 0 | )/(0 | r2a’(t) 0 (1.1.6)
0 0 0  72a%(t)sin®6

Once a metric is defined on our manifold, we can start to introduce metric connec-
tions [27] to compute derivatives and parallel transports in our space. If we introduce
the notation g.s, = dgas/dz”, we can write the Christoffel symbols [30] as

nyz
FZ,B = 97 (gau,/ﬁ + 9Br,a — gaﬁ,u) . (117)
These terms will describe how the basis vector a of our space evolves when moved along
the § direction. Using the Christoffel symbols we can define a quantity that measures
the degree to which the geometry of a given metric tensor, differs locally from that of
ordinary Fuclidean space. This quantity is called the Ricci curvature tensor [30], and
is the one that builds the left-hand side of the previously defined Einsteins’s equations
(1.1.1). The latter can be expressed in terms of the Christoffel symbols (1.1.7) as
follows:
Ry =10, —T0, , + 15,0, —T5,I5,. (1.1.8)

pv,o pou,v

We can easily demonstrate that this tensor is symmetric, and hence satisfy the
relation R, = R,,. Analogously, the Ricci curvature scalar can be easily obtained as
the trace of the tensor, i.e

R=¢"R,, =R}, (1.1.9)
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with
9" o " gu, = 6h. (1.1.10)

We finally have all the terms composing the Einstein tensor G,,. This term will ac-
count for how the space-time geometry will be curved and shaped by the term in the
right-hand side of the Einsteins’s equations (1.1.1).

1.1.2 The stress-energy tensor

What is missing now is defining the stress-energy tensor. This term will account for
the mass/energy content that is present in our space-time. To give a first general form
for this quantity, let us start by considering a system of n relativistic non-interacting
particles located at &,(t) and having relativistic momenta given by

dgo _ det
f= ) = — 1.1.11
pr=mley,0) sy == ( )
where 7 is the proper time in the particle reference system [7, 28]. In this situation,
following [3], we can express the Stress-Energy tensor as
ap vB 2 dgn 4
g9 T =T CZ 54(E = &,(70))d T, (1.1.12)

where we can divide its components such as
e the 7% component describes the energy density in the volume;
o 1T% s the density of momentum;

e T represent the current of momentum.

Even this tensor, like the Einstein tensor, is symmetric. We can hence write the
condition T* = T"*. Furthermore, it can be demonstrated (see refs. [3, 31|) that it
verifies the divergenceless equation

T, =0. (1.1.13)

)

In practice, depending on the context, there are some well-known models for the Stress-
Energy tensor. For example, in the cosmological case, we can use the approximation
of perfect fluid [32, 33| to write

p
T = (p+ Z)uutts = PGy, (1.1.14)

where p is the density of the fluid, p is its pressure and wu,,, u, is the 4-velocity |3, 28, 33]
of the fluid.
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1.2 Motion of particles and geodesic deviation

We now have to understand how to write the equation of motions for a body in a
gravitational field in GR, to this extent, we can use the principle of general covariance
[3, 8], which states that the form of physical laws is the same as seen by different
observers. This implies that our problem of describing the motion of a particle in a
curved space can be reduced to write the equation of motion in a Locally Inertial Frame
(LIF'), which is a spacetime that locally behaves like a flat Minkowski (1.1.4), and then
simply change the equations by doing a coordinate transformation.

If the particle has coordinates £# in the locally inertial frame, the inertial condition
can be expressed as ,
d=g+
2 = 0. (1.2.1)
We can now move into a new coordinate system, where the new coordinates are related
to the old ones as z# = x#(&*). By defining A# = d¢*/dx®, we can express distances
in the new reference frame as

ds® =, AiAGdz®da’ = gogda®da’, (1.2.2)

where the coordinate system is chosen in such a way that 7 is given by eq. (1.1.4). It is
clear from eq. (1.2.2) that the new metric tensor is related to the old one through the
transformation law gos = 1, ALA%. In the same way, by replacing the new coordinates
in eq. (1.2.1), we find that the equation on motion in the new frame is given by

2 o o 2 e\ m n 2 . 2 K
d?z [ax 0%¢ :||:d.€13 dw]:dx dz dw]:(), (1.2.3)

po | S C0
dr? 0> Oxrdxv | | dr dr dr? * ‘”’{dr dr

where we introduced again the Christoffel’s symbols in order to simplify the equation.
It can be proved that the I'}, defined in (1.2.3) and in (1.1.7) are equivalent. Equation
(1.2.3) is called the geodesic equation, and it describes a freely falling particle in an
arbitrary coordinate frame. We can further observe that the geodesic equation, to-
gether with the gravitational force naturally contains all the apparent forces [31], like
centrifugal, Coriolis, etc. By making an analogy with the Newtonian law of gravitation
[35] we can observe that for a cartesian coordinate system, in the geodesic equation
(1.2.3) the affine connections I'j,, are the generalization of the Newtonian gravitational
field, while the metric tensor g,s is the generalization of the Newtonian gravitational
potential.

1.2.1 The covariant derivative of vectors

In order to properly establish the nature of a force, we need to study the relative ac-
celeration between two neighboring geodesics. To this extent, we need to introduce
the concept of geodesic deviation, which is generally used to check for the presence of
tidal gravitational force among geodesics at different points in space-time.
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Let us start by defining with «*(7) and z*(7) + dz*(7) two neighboring geodesics,
where we introduced dx* as the coordinate separation among the two close geodesics,
and 7 is a generical affine parameter. The tangent vector to the geodesic, in this
situation, is simply given by t* = dx*/dr. We can parameterize this problem as a
2-parameter family of geodesic given by

St = 22
(T, p) - {mﬂ B op (1.2.4)
Bp — or

As we are considering different vectors in different points of the manifold, we need
to introduce a derivative that is independent of the coordinate system and is hence
valid for each vector basis. Once we choose a reference system, having basis vectors
€(), We can express a vector Vin a coordinate-independent form as

V = VFE,. (1.2.5)

This implies that the coordinate-independent derivative can be found by derivating
eq. (1.2.5):

ov _ %au) Lye 86“.

oxv  OxV oxV
The first term on the RHS is a derivative of a vector, and hence we know how to
compute it. The second term instead requires us to subtract basis vectors applied in
different points of the manifold, which is not obvious for curved geometries. In the
case of the Minkowski space-time, we know that €,(p) = €),(q) for each point p,q
in the manifold. The condition implies that the derivative of the basis vectors will
be 0 everywhere on the manifold. This is a good starting point, yet we still need to
find the transformation rule for the basis vector under a coordinate change in order to
use it in our favor. To this extent, we can use the invariant condition on eq. (1.2.5)
together with the transformation rule under coordinate change for vectors introduced
in eq. (1.2.2). When moving from a coordinate system p to a new one «, we obtain

(1.2.6)

—

V = Vi) = VO&a = VFASALE,. (1.2.7)

We hence shown that a basis vector transforms as €,) = Ahé(,). If we now use
the condition that Minkowskian basis vectors €y;() are constants, together with the
transformation rule under coordinate change for basis vector, to find the general form
for the derivative of basis vectors. We get

0r(a) o, (0 .\ -
ox” =0 = oxv 8x”A“ CM(@)- (1.2.8)
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It can be demonstrated that 9/0z” Af} is equal to the Christoffel’s symbol I',

(1.1.7) (see refs. |3, 27]). Hence by plugging eq. (1.2.8) in (1.2.6) we obtain
v ovH " -
= + VI TS, (129)

Equation (1.2.9) is called covariant derivative of a vector, and describes how a vector
changes on a manifold in any chosen system of reference. In the next sections, we are
going to use the notation V' to indicate the covariant derivative of a vector, such as

oV J0x" = Ve,

1.2.2 The geodesic deviation

The question of how the relative acceleration between two neighboring geodesics be-
haves can now be easily posed through the mean of the covariant derivative (1.2.9).
Recalling the previously introduced family of geodesics (1.2.4), one first question we
may ask ourselves is how the tangent vector to the geodesic evolves by moving along
the direction of the displacement dx* for 7 = constant. We hence have to estimate

_ 0z” {at“

oxth = — +
“ Op | O™

I P —%JFFM%@ (1.2.10)

L ol 0T 2.
Analogously, we can be interested in how the separation vector dz* changes along the
curve with p = const. This is equivalent to say

ooz
tosat = a‘” + % SaPte. (1.2.11)
’ T

By looking at eq. (1.2.4), and recalling the symmetry in the lower indices of I' 4, it is
easy to demonstrate that
oxtl, =tk (1.2.12)

These quantities, however, only involve the affine connections Fgﬂ, and do not
hold consequently any information regarding the gravitational field. We hence have
to compute the second covariant derivative of dx* along the curve with p = const in
order to study the effects of the latter. By introducing the new notation

Dozt
T osat (1.2.13)
dr ’
we can express the second covariant derivative as
D2§x#
— B (4
0 = t7(t"0z;,) - (1.2.14)

It can be proved (see ref. [3]) that the RHS of eq. (1.2.14) can be rewritten as

D25z
— = Rl 60, (1.2.15)
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where R} 5 is the Riemann curvature tensor [27] and read as

Rhy =—[Thy, —Th s+ Th 0, —TH TR . (1.2.16)

afy a n- af n- oy

We can further demonstrate that the Riemann tensor (1.2.16) is closely related
to the Ricci Curvature Tensor (1.1.8), and we can obtain the second from the first by
simply contracting over the indices Rj,,, = R,,. Equation (1.2.15) is the equation of
geodesic deviation, that describes the relative acceleration of nearby particles moving
along neighboring geodesics. Since the Riemann tensor is zero if and only if the
gravitational field is either zero or constant and uniform, the equation of the geodesic
deviation can be used to test if any gravitational field is present in our space-time, as
we will see later on in the context of gravitational waves (see sec. {2.1.3}).

1.3 The Schwarzschild and Kerr solutions

We are now going to derive a solution for the Einstein equations (1.1.1) that is spheri-
cally symmetric and static. This type of solution is the generalization of the Newtonian
potential V = —GM /r and can be used to describe the gravitational field exterior to
a non-rotating compact body.

The assumption that this solution will be static implies that the metric will be
independent on time and invariant under time reversal ¢ — —t (see refs. |7, &]). Under
this assumption, we can choose the coordinates in such a way that 5 — (1,0,0,0) and
the line element assumes the simplified form:

—

ds* = goo(ﬁﬂi)(alﬂvo)2 + gkn(xi)dxkdl’n SN N NS [173] , goo = Q(ga f) = g g (1-3-1>

The spherical symmetry can instead be imposed on the metric by "filling" the
space with concentric spherical surfaces. For example, if we consider the 2—sphere of
radius a in flat space we can write

ds%z) = goa(dz?)” + g33(da®)? = a® (d6” + sin® 0d¢”) . (1.3.2)

It can be shown that these results will continue to hold even if a = a(z°, z'). In our
case, however, we already know that due to our static assumption, our metric will not

depend on time. We can hence define r = a(z') and rewrite eq. (1.3.2) as

dsé) =1 (d6” + sin® 0d¢?) . (1.3.3)
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Figure 1.1. A set of concentric spheres with aligned poles. For these objects, it is possible
to represent a point on the surface of each sphere at radius r using the same reference frame.

We have to emphasize that the radial coordinate r introduced in eq. (1.3.3) has
nothing to do with the distance between the center of the sphere and the surface. By
moving in our space to the next sphere at radius r + dr, we have in principle to define
a new coordinate system for the angular coordinates on the second sphere given by
(0, ¢'). Since we want angular coordinates (6, ¢) defined in a unique way on the whole
set of spheres filling the space, we have to assume that the poles of the spheres are
aligned, hence for all the spheres we have

I
i

I
!

) (1.3.4)

") orthogonality {_;(r) : _;(0) = 0ro = 0
(¢)

Sl
Il
i

The situation is represented in fig. 1.1. Under these assumptions, we can rewrite the
metric for the 3—space as

dsigy = grrdr® +1r* (d6* + sin® 0dg?) , (1.3.5)
while the one for the 4—dimensional space-time becomes:
ds® = goo(da®)? + gprdr® + 1 (d6” + sin® 6d¢?) , (1.3.6)

where we recall that, as by changing to a different angular coordinate system the two
quantities ggo and g¢,, should remain invariant and are not dependant on time, we can
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only have goo = goo(r) and g,. = g,-(r). It is convenient to redefine

{QOO(T) = _62y(r) (137)

Grr(r) = e

We can now express the components of the Einstein tensor defined in (1.1.1), for
the metric defined in (1.3.6),(1.3.7), we obtain the following non-zero components:

1 (,',.) d

Goo :ﬁe% - [7” (1 _ 6*2)\(7“))} , (1.3.8a)
1 2

G, —— T_262)\(r) [(1—e2M)] + ;,,J(r)’ (1.3.8b)

Goo =220 (1) 40200+ 20 ) - 20 (s

Gy =sin® 6 Gyy. (1.3.8d)

When looking for a solution in a vacuum, the Einstein equations becomes
G = 0. (1.3.9)

Equation (1.3.8a) implies

1
where g, for now, is just an integration constant. The second equation (1.3.8b) will
instead reduce to

T's

1 Ts
2r(r —rs)

1
v(r) = = v=glog (1 — ) + vy, (1.3.11)

r
which implies that

o2v(r) _ (1 _ 7”_) 200 (1.3.12)
r

The constant vy introduced in eq. (1.3.12) can be removed by rescaling the time coor-
dinate to t — e"°t. We can hence rewrite it as

() — (1 - T-) . (1.3.13)

r

By substituting the terms of egs. (1.3.13) and (1.3.10) into the metric (1.3.6) we obtain

s 1 :
ds® = — (1 — %) Adt* + 1_—T_Sd7"2 + 7% (df? + sin® 0d¢?) . (1.3.14)
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The last thing that is missing is understanding what the integration constant r,
that we introduced in eq. (1.3.10) is. To this extent, we can use the weak field limit
(see refs. [7, 8]) to impose that the geodesic equations of motion (1.2.3) reduce to the
Newtonian equation of motions as

29 2GM

c2r

where we defined with & = —GM/r the Newtonian gravitational potential. By com-
paring with the ggo component defined in the Schwarzschild metric it is easy to demon-

strate that
2GM

5 -

(1.3.16)

ry =
c

Hence the quantity that we defined with r, is simply the Schwarzschild radius [30],
which as we are going to show in the next subsection, for a Schwarzschild black hole
is located in correspondence of its event horizon.

1.3.1 Singularities of the Schwarzschild solution and Black Holes

The metric defined in eq. (1.3.14) is singular when r = 0 or r = rg, while for r — oo
the metric reduces to that of a flat spacetime (asymptotically flat). We further observe
that when r — 0 we have gog — oo and g¢,,, — 0. Analogously, when r — r, = 2GM/c?
we have ggg — 0 and g, — £oo depending on whether r is approaching rs from left
or right respectively.

To check the nature of the previous singularities we have to compute the scalars
of the Riemann tensor (1.2.16) and check if they diverge. By renormalizing the mass
as m = MG/c?, we have

m om\
1 m

t ¢

Ry =79 9R¢t¢ =5 (1.3.17b)
m .
RZ% :270—5 sin? 6, (1.3.17¢c)
r 1 T m

The Kretschmann scalar can be obtained as

Ksea = Ra,@'yéRaﬁ’y&' (1318)

We can demonstrate that the divergencies of this quantity will correspond to proper
curvature singularities, while the others are just singularities induced by the choice of
the coordinates (see ref. [27]). For the Schwarzschild metric we obtain

(1.3.19)
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which clearly diverges only for » = 0. We can hence conclude that the singularity in
r = 0 is a true singularity for the Schwarzschild metric, in analogy with the one that
we have for the classical Newtonian potential, while the one in r = 2m is merely a
coordinate singularity.

We will now try to describe better the properties of the hypersurface that lies
in the coordinate singularity at » = 2m. Given a generic hypersurface X (z#), we
can define the normal vector 7 : n, = 3 ,(2*). Analogously, the tangent vector to the
hypersurface can be defined as t* = dz®(\)/dA, with %(\) a curve on the hypersurface
Y(x*). Using the orthogonality of the two quantities we get

Cdzedy Ay
"eTTIAN ah

«

0. (1.3.20)

If we now introduce a locally inertial frame at a point in the hypersurface in such a
way that the coordinates of the normal vector 77 becomes n® = (n° n',0,0) : nn® =
(n')2 — (n°)?2, eq. (1.3.20) will become
0,40 1,1 !
t*ng=-nt +nt =0 = il (1.3.21)

By looking at eq. (1.3.21), we can observe that the tangent vector t can be parametrized
as a function of the normal vector 7 as

t*=A(n',n%a,b) : tot® = A% [—non® + (a® + V)], (1.3.22)

with A, a,b constant and arbitrary. If we compare the disposition of the light-cones |7|
with respect to the hypersurfaces, we have three possibilities:

e n,n® <0 :n®is a timelike vector and the surface X(z#) is spacelike ;
o non® >0 :n®is a spacelike vector and the surface X(2#) is timelike ;

e n,n* =0 :n%isa null vector and the surface 3 (z*) is null.

Since we know that a massive particle that starts in P has to move inside the light
cone, or on the light cone if the particle is massless, looking at the relative disposition
of the two will give us information about how the world lines will behave when crossing
the hypersurfaces. The situations can be as follows:

1) In the case where n,n® < 0 and t,t* > 0 the surface X is spacelike, the situa-
tion is shown in fig. 1.2. In this configuration, no tangent vector of ¥ lies inside the
light cone generated in P. This implies that a spacelike surface can only be crossed in

one direction;

2) When n,n® > 0, by looking at eq. (1.3.22) we observe that ¢,t* can be positive,
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Figure 1.2. The surface X is spacelike with respect to the light-cone in P, it can hence be
crossed by a world line ® only in one direction. In the figure, we indicated with 7 the normal
vector to the surface and with ¢ its tangent vector.

negative, or null depending on the value of a® + b?. Indeed in this case we will have
tangent vectors that lies inside the light cone, and hence the surface can be crossed
inward and outward several time during the path of a world line ®. The situation is
represented in fig. 1.3;

3) The last possibility is when n,n® = 0, in this case t,t* > 0, with {,t* = 0 <~
a = b = 0. In this case, only one tangent vector of ¥ (and its multiples) will lie in the
light cone at P, the situation is shown in fig. 1.4. Only massless particles can have a
world line ® parallel to the surface ¥ in this configuration.

In the case of the Schwarzschild singularity at » = 2m we can consider a surface
¥ = r — cost = 0. The normal vector, by using the definition (1.3.20), will hence be
given by

2
nan® = g X 5 = g77%2 = (1 - Tm) . (1.3.23)
We observe that for
er>2m — nn*>0 — Xis timelike ;

er=2m — nn*=0 — Xis null;
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Figure 1.3. The surface X is timelike with respect to the light-cone in P, it can hence be
crossed by a world line ® both inward and outward several time. In the figure, we indicated
with 7 the normal vector to the surface and with ¢ its tangent vector.

e r<2m — nmn*<0 — X is spacelike.

If we consider two different hypersurfaces ¥;,; and ¥.,; respectively inside and outside
the horizon at r = 2m, as shown in fig. 1.5. Signals starting at 3.,; can be sent both
toward the origin and outward, since this surface is timelike. In the case of signals
generated at X;,; instead, we observe that these signals must necessarily travel inward
and be trapped in r = 0, as the surface X;,,; is spacelike. The horizon surface in r = 2m
instead is null, and works as a transition between the spacelike and timelike surfaces.

The Schwarzschild solution represents the gravitational field of a black hole [, 37],
and the hypersurface at r = r, = 2GM/c* is called the event horizon. One of the
reasons that led these objects to be called black holes is that if we estimate the escape
velocity |31] for a compact object of mass M and we impose v = ¢, we obtain

1 5, GmM 2GM
—mc® = =  ry= )
2 r c?

(1.3.24)

In correspondence of the event horizon, the escape velocity becomes equivalent to the
speed of light, and for a radius smaller than r,, not even light has enough speed to
counter the gravitational field and escape the object. This implies that no signal can
escape the volume inside an event horizon, and we have no way of knowing what
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Figure 1.4. The surface X is null with respect to the light-cone in P, it can hence be parallel
to a world line @ only if the particle is massless. In the figure, we indicated with 7 the normal
vector to the surface and with ¢ its tangent vector.

happens inside of that. We can hence observe that General Relativity predicts the
existence of singularities hidden behind a horizon.

1.3.2 The Kerr solution for rotating Black Holes

It is possible to find an exact solution of the Finstein equations (1.1.1) even for a spin-
ning massive object, such a solution was first presented by Roy Kerr in [38, 39]. The
Kerr metric is a solution of the Finstein equations in vacuum that describes a rotating,
stationary, axially symmetric black hole. We emphasized that it describes a black hole
because this solution describes the spacetime generated by a curvature singularity con-
cealed by a horizon, and can hence be used only to describe the outside of these objects.

We can write the Kerr metric as

dr® 2M
ds®> = —dt*+ % (% + d92> + (r* + a®) sin® 0d¢* + TT (asin®@dg — dt)*, (1.3.25)

where we introduced the quantities

A(r) =r* —2Mr + a?, (1.3.26a)
(r,0) =r? + a® cos® 0. (1.3.26b)
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Figure 1.5. Behaviour of particles around the Schwarzschild event horizon surface. Particles
that start at the surface Y..¢, or generally outside the event horizon, are allowed to move
both inward and outward. Particles starting at X;,¢, or inside the horizon are only allowed
to move inward.

The metric described by eq. (1.3.25) assumes this form when using the Boyer-Lindquist
coordinates [39]. The two parameters M and a on which the metric depends are respec-
tively the black hole mass and its spin. We observe that we can express the angular
momentum of the black hole simply as |j| = Ma.

By further analyzing the line element defined in eq. (1.3.25), we can observe the
following properties:

e It is not static, hence not invariant for time reversal t — —t, it is however invaiant
if we simulataneously invert t — —t, ¢ — —¢;

e It is stationary, hence it does not depend explicitly on time;
o It is axisymmetric, as it does not depend explicitly on the coordinate ¢;

e In the limit r» — oo, it reduces to the Minkowski’s metric (1.1.3) in polar coor-
dinates, hence the Kerr spacetime is asymptotically flat;
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e In the limit a — 0, if the mass M # 0, by looking at the two terms defined
in egs. (1.3.26a), (1.3.26b) we can show that the Kerr metric reduces to the
Schwarzschild metric (1.3.14);

e In the limit M — 0, if the spin a # 0, it reduces to
r? + a®cos?

ds® = —dt?
s + r2 4+ a?

dr? + (T2 + a? cos? (9) d6? + (7’2 + a2) sin? d¢?,
(1.3.27)
that is the metric of the flat spacetime in spheroidal coordinates

x =Vr?+a?sinfcos ¢
y =V72 + a2sinfsin ¢ (1.3.28)

z =rcos@.

For what concerns the singularities of the Kerr metric (1.3.25), we have a singu-
larity in A = 0 and one in ¥ = 0, if we further look at the curvature invariants (1.3.18)
we would obtain them regular on A = 0 and singular in ¥ = 0. We can hence say that
the singularity in A = 0 is a coordinate singularity while the one in ¥ = 0 is a true
singularity of the manifold. If we go to the Schwarzschild limit by imposing a — 0, we
would see that the two singularities converge to X ~ r?* = 0 and A = r (r — 2M) = 0.
We can hence recover the two singularities of the Schwarzschild metric and, by com-
paring, we see that we have the black hole event horizon in » = 2M. The situation is
indeed different if @ # 0, as imposing A =0 = r? —2Mr + a? = 0, which is a second
order equation and hence has two solutions r,,r_. For a detailed description of the
singularities of the Kerr metric, we invite the reader to see refs. |3, 39, 40].

We wish to emphasize that all astrophysical objects, to conserve angular momen-
tum, are supposed to rotate. Hence even though most of the Black Hole observed in
nature to date have a spin that is close to 0, we still expect it to be non-zero (see e.g.
[11]), hence these objects should be described by the Kerr metric. From a theoretical
point of view, we further know that when a black hole forms via gravitational collapse,
gravitational wave emission, and other dissipative processes will dampen its violent os-
cillations and leave the remnant after some time in a stationary state. We have some
remarkable theorems on stationary black holes, derived by S. Hawking, W. Israel, and
B. Carter that prove that:

e A stationary black hole is axially symmetric;

o Any stationary, axially symmetric black hole with no electric charge is described
by the Kerr solution;

e Any stationary, azially symmetric black hole with electric charge can be described
using the Kerr-Newmann solution, which is a generalization of the Kerr solution
characterized by the three parameters M, a and Q.
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From the third point we see that all the other features that a star had before collapsing
disappear once the final black hole is formed, this characteristic has been summarized
with the sentence "A Black Hole has no hair" |12, 13], and for this reason, the theorems
are defined as No-Hair theorems.

1.4 Black Holes formation channels and populations

The direct detection of gravitational waves by the LIGO-Virgo collaboration [14]
opened a new era of scientific exploration, as gravitational-wave astronomy can al-
low us to test models of black hole formation, growth, and evolution [15]. To date, we
now have officially around 90 detections [15], and this allowed us to start analyzing the

population properties of the BHs that populate our Universe [16]. Among the main
goals that we have for the next decades, we plan to understand better the formation
channels [17] that led to the BHs population that we are observing in our Universe.
Furthermore, it would be nice to understand if some of the observed ones come from
a non-astrophysical origin |15, 18], e.g. the case of PBHs [19, 50]. To this extent,
some studies were already performed with the latest LVK results [51, 52| and several
analyses are planned for the next generation of detectors (see e.g. [25, 53-55]).

In the following sections, we are going to briefly describe BHs coming from as-
trophysical origin and PBHs. Rather than discussing in detail all the evolutionary
processes involved that lead to the BHs that we can observe today, we are going to
present how these objects are formed, in order to emphasize the difference that we
expect among them. To begin, astrophysical black holes are more likely to form in
rich environments where stars can form, and hence they can interact with their envi-
ronment and increase their mass through accretion, merger, or both. Furthermore, we
will try to highlight that while astrophysical black holes follow the cosmic history of
our Universe, and as such are supposed to have a distribution in redshift that peaks
around the Star Formation Rate (SFR) (z ~ 2) [56, 57]. The PBH formation mecha-
nism allows them to form at any redshift in our Universe, and in particular, for these
objects, we expect to have a merger rate that grows as a function of redshift. This
main differentiation makes them an extremely interesting object for next-generation
detectors like AT LIGO [58], LISA [59] and ET [60], which will be able to observe the
Universe at much higher redshift compared to the present-stage detectors, and led to
the study that we performed in the paper in Chapter {5}.

1.4.1 Stellar Origin Black Holes populations

As the name suggests, Stellar Origin Black Holes (SOBHs) are formed from the grav-
itational collapse of stars. The formation of BHs can both be achieved through the
evolution of massive single stars [61-61], or as the end product of a binary star sys-
tem [62, 65-67] or multiple star system [68-70]. When discussing star evolution, in
particular, we can further differentiate between the evolution in isolated environments
[71=73], or the dynamical evolution in dense stellar clusters [74-76].
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Figure 1.6. The evolution of single stars as a function of their mass. These results are
indicative, as in principle they depend on several additional factors (e.g. chemical composition
or potential accretions phenomena), and they are based on the figure presented in [77].

If we consider the simple case of a single star evolving in an isolated environment,
we can assume that both mass-transfers and accretion phenomena are negligible. Un-
der these circumstances, whether or not a star will create a black hole at the end of
its life mainly depends on the initial mass of the progenitor star [77]. The situation
is described in fig. 1.6, where we can observe that BHs usually form either from weak
supernovae explosions, after some of the material that is initially ejected falls back
and brings the core mass over the threshold. Alternatively, BHs can form without a
supernova explosion at all, with what is called direct collapse |73, 79]. The descrip-
tion of fig. 1.6 is only indicative, as several additional factors need to be taken into
account when properly estimating the evolution of stars. For example, the chemical
composition, and in particular the metallicity [80-82], will influence the evolution of
the considered star. This influence will be two-fold: the first one is direct, as the
chemical composition of a star affects its life and evolution [$1-83]. The reason is that
stars balance the gravitational collapse and achieve hydrostatic equilibrium by means
of nuclear reactions in their cores. The abundance of elements that are present in
the stars are hence one of the main driving factors that will determine their life and
evolution. Furthermore, the stellar winds intensity, and hence the mass-loss rates of
stars, among other quantities, are also influenced by the metallicity of the considered
star [84-87]. The second influence of metallicity over star evolution is instead indirect,
and is related to the fact that the star metallicity can be directly linked with the cos-
mic history of our universe [30, 83]. We expect the first metal-free stars (also known
as population III stars [72, 89]) to favor very high masses and appear in primordial
isolated mini halos. As heavy elements are mainly produced throughout star Nucle-
osynthesis |90, 91], we expect these stars to appear at higher redshift (z = 15), where
the heavy elements were still rare. This also implies that these types of stars could,
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in principle, have produced Binary Black Hole (BBH) mergers in the early Universe
(z ~ 10) [92]. When considering the local Universe instead (z < 2), we mainly observe
metal-rich population I and II stars [67, 93]|. These stars are usually smaller compared
to the old population III stars, but live in much richer environments where multiple
star systems are more likely and dynamical evolution effects become relevant.

It’s important to emphasize that the situation of fig. 1.6 deeply changes in the
case of binary or multiple star systems. These systems, are also particularly relevant
as the majority (~ 70%) of type O and B massive stars (see ref. |[91] for details about
this classification), which are the most likely progenitors of Neutron Stars (NSs) and

BHs, are found in close binary systems [15, 95]. The main effects that will change
the evolution of multiple star systems compared to isolated stars are the presence of
tidal forces |96, 97] and mass-transfers [98-100] among the elements. We can further

differentiate the mass-transfer phenomena among the involved stars as stable or un-
stable (also called common-envelope phase). During the common envelope stage, the
BH from the more massive star (that is supposed to collapse first) and the core of
the secondary star orbit inside a common envelope. Their separation will hence be
reduced, while the residual orbital energy is given to the envelope, which is in turn
expelled if said energy is high enough (see refs. [101-103] for further details about this
phase). This phase is particularly relevant in GW astronomy as it will lead to BBHs
with a reduced separation, which are hence more likely to merge in a Hubble time
[104, |. Further difference from the single star evolution can also be found on the
properties of the generated BHs, both on the resulting final mass and spin |62, , 107].

To conclude, we will briefly discuss the dynamical effects introduced by the en-
vironment in which the stars are born and evolve. As stars are formed from large
clouds of dust and gas, the vast majority of the stars observed are found in clusters,
which can contain from a few to several million of stars [108, |. When studying
the evolution of a star system in a dense cluster, we can not neglect the dynamical
effects that the environment will have on its evolution. The system will hence not be
closed anymore, and exchanges of matter and energy with its surroundings will affect
its resulting end-state |75, , 111]. Among the most relevant effects to consider when
computing the dynamical evolution of stellar systems in dense environments, we have
stellar encounters and interactions [76, 110, 112] 113], mass segregation |1 11-116], and
the presence of accretion disks |33, , 118].

When taking into account all the second-order effects, observations and numerical
simulations favor the formation of BHs with masses between ~ [5,50] M or masses
above ~ 135 Mg, [15]. For masses between ~ [2,5]My, we have the first mass gap
[119, |, while for masses in ~ [50, 135]M;, we have the second gap, which is sup-
posed to arise from the occurrence of Pair-Instability Supernovae (PISN) [90, 121]. For
a more detailed discussion on the processes and parameters involved in the evolution of
single stars, we refer the reader to see e.g. refs. [122] |, while for detailed numerical
evolutionary simulations, we invite the reader to see refs. [63, 60, , |-
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In practice, we expect the merger rate of SOBH to follow (up to time delays
[126, |) the Star Formation Rate (SFR) |50, |. The latter is phenomenological,
and can be estimated from observations knowing that

LUV ~ C]MFSFR, (141)

with Lyy representing the luminosity flux in the UV spectrum and Cy,r is a constant
depending on the choice of the stellar Initial Mass Function (IMF). Observations sug-
gest that the SFR is supposed to have an initial power-law growth as a function of
redshift until it reaches a peak. After the peak, the SFR will then dampen off with a
different power-law behavior [129]. This result was used in refs. [56, 130] to estimate
the BBH merger rate in our Universe, and will be used in the articles in sec. {4.2.2} and
app. {5.6} to extend the BHs population synthesis at values greater than the volume
of Universe observed by our present-stage detectors.

1.4.2 Primordial Black Holes

Among the most interesting formation channels for black holes we have the Primordial
Black Holes [19, 50]. These compact objects gained over the last years an increasing
relevance in literature as PBHs could explain both some of the signals from binary black
hole mergers observed in gravitational wave detectors (especially the high z component

and the black holes in the predicted stellar mass gaps) [131, |, and an important
component of the dark matter in the Universe [133, |. The idea that black holes
could have formed in the early Universe dates back to the 60s [135, |, even though
it started to gain importance only later when it started to become the main suspect for
the dark matter component of our Universe (see refs. [137, 138]). This belief reached
its peak around the 90s, when the results of the MACHO surveys were released (see
refs. [139, 140]). However, later studies made by [141-143] imposed much more strin-

gent limits to the PBHs abundancy, making them capable of accounting only for a
small component of the dark matter observed in our Universe. Research in PBHs got
lit up again by the first detection of gravitational waves in our Universe [11], as recent
observations of black holes in the first, second, and third observing runs of LIGO /Virgo
[45, | present events that could be of primordial origin. Furthermore, the analysis
of the Stochastic Gravitational Wave Background (SGWB) [115, 116] in the context
of LISA [1] and NANOGrav [117], will shed further light on the mechanisms and con-
straints that generate BHs of primordial origin.

We can now describe the theory behind the process of formation of primordial
black holes. Generally speaking, they form after cosmological perturbations re-enter
the cosmological horizon. The mechanisms that may generate the initial cosmological
perturbations are several, and will generate highly different results both in terms of
PBH abundancy and mass range. In the following, we are hence going to describe
the general process of formation rather than focus on any particular perturbation
formation mechanism; we leave the reader to more detailed PBH reviews such as
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[16, 50, , , | for details about the latter.

When assuming spherical symmetry on superhorizon scales, we can write the
metric for the local region of the Universe describing such perturbations in the following
asymptotic form:

dr?

ds® = —dt? 2) | ————
¥ +G<)[1—K(r)r2

+ MQQ] = —dt* + a*(t)e* ") [dF* + 7#2dQ*], (1.4.2)
where a(t) is the scale factor, while K'(r) and £(7) are the conserved comoving curvature
perturbations. These perturbations are defined on a super-Hubble scale and converge
to zero at infinity, where we assume the Universe to be unperturbed and spatially flat.
By equating the radial and angular parts of the two forms of the metric presented in

(1.4.2), we obtain
ST (1.4.3)

The difference between the two Lagrangian coordinates r and 7 is hence given by the
parametrization of the comoving coordinate, fixed by a curvature perturbation chosen
in the metric K(r) or {(7). This can be geometrically interpreted as the coordinate
7 considering the perturbed region as a local Lemaitre-Tolman-Bondi (LTB) universe
(see refs. [17, 149] for further details about this metric) with the curvature perturbation
&(7) modifying the local expansion. The curvature profile K (r) is defined with respect
to the background FLRW solution (given by the condition K = 0) and measures more
directly the spatial geometry of space-time. We can relate the two radial functions on
superhorizon scales, where the curvature profile is time-independent, as

K(r)yr? = =& (7) 2 + 7€' (7)) . (1.4.4)

In this regime, we can also expand the time-dependent variables (such as energy
density and velocity profiles) as power series of a small parameter € up to the first
non-zero order, where we identify € with the ratio between the Hubble radius and the
length scale of the perturbation. This approximation is called gradient FExpansion and
is equivalent to saying that in this regime pressure gradients are negligible, hence the
perturbation evolution grows with the universe expansion in a self-similar way. Further

details on this approach can be found in [150, |. Using this approximation, we can
follow [152, 153] to write the energy density profile as
op _p(rit) —pp(t) _ 1 3(1+w) [K(r)r]
pe () @2H? 543w 32
1 4(1+w) —5€(7) /2772 LE(7
_ 7)/2x72 &(7)/2 1.4.5
a?H? 5+ 3w ¢ € ’ ( )

where H(t) = a(t)/a(t) is the Hubble parameter, w is the coefficient of the equation of
state p = wp and p, is the background density. The latter can be estimated with the
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standard formula for homogeneous and isotropic universes, and scales as p, < 1/a>.
For £(7) < 1, we are in the linear regime, and eq. (1.4.5) can be rewritten as

dp 1 2(1+w)v2€(A) FT K 2(1+w)
_— = — r ~ —
Pb a’H? 5+ 3w a’H? 5+ 3w

& (1.4.6)

In the linear regime, there is hence a simple one-to-one mapping between the
real space, where the perturbations collapse, and the Fourier space where the power
spectrum of cosmological perturbations is defined. If we consider a Gaussian curvature
perturbation &, the density contrast given by eq. (1.4.6) has also a Gaussian distribution
within the linear regime. It has however to be emphasized that the treshold amplitude
0., that defines when a primordial perturbation will collapse into a PBH, has a non-
linear behaviour. The linear regime does not hence give an accurate description of
the statistics of the density contrast. For this reason, in the next subsection, we are
going to define the amplitude of a perturbation ¢,,, so that we can estimate the PBHs
formation as a function of the number of perturbations that surpass the threshold
amplitude ..

1.4.3 Primordial perturbation amplitude and threshold for PBH forma-
tion

In order to describe the amplitude of primordial cosmological perturbations, it is useful
to define the compaction function [153, 154]:

IM (r,t)

C(r,t) = QW,

(1.4.7)
where we defined with R(r,t) = a(t)r the areal radius. The term 6M(r,t) is in-
stead given by the difference between the Misner-Sharp mass Mys = R(r,t)? Rogos/2
[155, | within a sphere of radius R(r,t) and the background mass M,(r,t) =
47 py(r, t)R3(r, ) /3 calculated with respect to a spatially flat FLRW metric. In the
superhorizon regime, the compaction function is time-independent and can be rewrit-
ten as

3(1 4+ w)
5+ 3w

which is directly dependent on the curvature profile K (r) and can be rewritten as
a function of &(7) using eq. (1.4.4). We can define the comoving length scale of the
perturbation simply by considering the distance at which the compact function reaches
its peak, which will be a maximum for a positive perturbation and vice versa, this value
will be denoted as r = r,, : C'(r,,) = 0. The value of 7, can hence be easily obtained
from eq. (1.4.8) once the function K (r) or £() are defined, this can be done simply by
imposing

C(r) = K (r)r?, (1.4.8)

{K(rm) + K (r,) = 0 (149)

gl(fm) + fmfﬂ(fm) =0
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From the definition of the curvature profile, we can also find the parameter € used in
the gradient expansion. In terms of the areal radius scales it reads as

o Ruyt) 1 1
C Ry(r,t)  a(t)Hr,  a(t)H7,,es0m)’

(1.4.10)

where we defined with Ry(t) = 1/H the cosmological horizon and with Ry(r,t) the
background component of the areal radius. We can observe that for values of ¢ < 1
eq. (1.4.5) is valid.

Finally, we can now give a consistent definition of the perturbation amplitude, this
can be defined as the mass excess of the energy density within the scale r,, when e = 1,
or analogously a(t) Hr,, = 1. We are hence implicitly defining the horizon crossing time
ty with a linear extrapolation from the superhorizon regime. This assumption is not
very accurate, but it still provides on one hand a well-defined criterion to measure and
compare consistently the amplitude of different perturbations, and on the other hand
to understand how the threshold varies with respect to the initial curvature profiles.
We will hence define the perturbation amplitude measured at time ¢y, which we are
going to refer as d,, = (1, ty), as

Ar - [Fm g 3 [fms
P —— / YRR =5 [ L, (1.4.11)
VRnJo o T'mJo P
where we can define the volume at the lenght scale R, as Vi, = 47R3 /3, and the

second equality comes from the approximation R, = a(t)r,.
If we now introduce eq. (1.4.5) into eq. (1.4.11), we can obtain an equation for d,, ~

C(rm). This can be further simplified as shown in ref. [153] to get the fundamental
relation:
J
S = 3L (5 thr), (1.4.12)
Po

which shows that at the scale r,, the perturbation amplitude is independent of the
location at which it is measured.

What is left is just to define a threshold d. such that PBHs will form when the
perturbation amplitude is 6,, > .. We emphasize that the value of the threshold 6.
is not constant, as should be dependent on the shape of the energy density profile
and the equation of state. In literature, it is shown by refs. [153, | that for a
radiation-dominated universe, where the equation of state read as P = p/3, we have the
parameter 0. in the range 2/5 < 0, < 2/3. We can hence show that in this situation, the
shape of the cosmological perturbation is simply related to one dimensionless parameter
corresponding to the width of the peak of the compaction function. This parameter is
defined as

C"(rm)r?,

oo (1.4.13)

o =
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The threshold value . can now be defined as a function of a simply as

5
4 _ T2
56 ~ 1/

T T T ()

2« 207 a

(1.4.14)

where the I' are the special Gamma functions. Analogously, the mass of the generated
PBHs can be described as a function of its perturbation amplitude compared to the
critical threshold as

mppH — IC((S — 50)77MH. (1415)

In the last equation, we defined with n the critical Exzponent, which depends only on
the equation of state (e.g. for a radiation-dominated universe we have n ~ 0.36). We
also introduced the quantity K that, as for ., depends on the initial configuration of
the energy density profile, and can roughly vary in the range [1, 10].

We finally have all the tools we need to estimate the primordial component of BHs
in our Universe. To this extent, we have to choose from theory a mechanism for the
formation of the initial primordial perturbation and its relative shape for the functions
K(r) and £(7). It has to be emphasized however that eq. (1.4.15) only describes the
mass with good accuracy in the regime mppy < Mpy. Furthermore, the non-linear
relation between the curvature perturbation and the density contrast in eq. (1.4.5)
introduces non-Gaussianity of the density contrast, even when assuming a Gaussian
primordial initial condition (see refs. [153, , |). To conclude, it is important to
take into account that several phenomena happen in our Universe from the formation of
PBHs to how we observe them today. Rigorous analysis of this BH formation channel
hence requires taking into account for accretion phenomena |51, | and potential
clustering effects [161, 162].
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Chapter 2

An introduction to Gravitational
Waves

The FEinstein equations (1.1.1) describe the gravitational field generated in a space-time
by its matter-energy content. In stationary conditions, there are no big questions aris-
ing on the behavior of such a field. The situation however gets a bit more complicated
in the real scenario, where massive objects will move around and eventually merge and
change the spatial distribution of masses in the region. Indeed we expect that if one re-
gion of space-time becomes overdense compared to others, the gravitational field close
to that region will become naturally stronger. What is not so straightforward is under-
standing how the information of the new field will be delivered to the affected bodies,
and also, how the gravitational field generally propagates in space. We know that one
of the main pillars on which FEinstein’s special relativity is built is the fact that the
speed of light is absolute [28], and is the maximum speed that can be reached by bodies
in a vacuum. This assumption also ensures that in GR the causality |3, 33| of events is
respected. It is only natural hence to expect that variations in the gravitational field
would not be delivered instantly to all the bodies affected by it, but will instead propa-
gate in space at a speed lower or equal to the speed of light through some sort of carrier.

In this chapter, we are hence going to introduce the concept of Gravitational

Wave [5], both to discuss how the gravitational field propagates into space and also
as a means to observe "dark objects" such as Black Holes [15]. The derivation of the
results will follow the approach of [, 31], while the chapter is organized as follows: In

sec. {2.1} we follow the standard approach of perturbing the Minkowski metric (see
ref. [8] for the full calculation) in order to obtain the Gravitational Waves equations
on a flat space-time. Through this process, we will discuss some useful concepts such
as the TT-gauge and the polarization states of a gravitational wave. The second in
particular, will be implicitly used in all the papers presented in this thesis when the
incoming signal needs to be converted into strain in a particular detector (for fur-
ther details see sec. {5.3.1}). We continue in sec. {2.2} with the gravitational wave
theory by introducing the quadrupole moment tensor and the Transverse-Traceless
(TT) projector. These quantities are extremely important in the context of numerical
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waveforms [163, 164], and will lead at the end of subsection {2.2.1} to the numerical
waveform equation (2.2.8). On one hand, this equation is in principle the most accu-
rate description we have for gravitational wave phenomena, and was used to build the
LIGO Gravitational Waves Template Bank as shown in refs. [165-167]. On the other
hand, integrating the full Einstein equations has a very high computational cost, espe-
cially when they have to be computed for all the possible event parameters that could
happen in our Universe. This drawback led hence to either try to reduce the density of
points in the template bank (e.g. refs. [[68-170]) at the cost of loss of representation
quality of incoming signals (see the article in Chapter {3}), or to use approximated
phenomenological waveforms to describe at least the pre-coalescence part of the signal
(see e.g. waves of the class IMRPhenomD [171, 172] or IMRPhenomXHM [173]). In
section {2.2.2} we present the analytical result of eq. (2.2.8) when assuming a circular
orbit approximation. This result in its simplicity, is both relevant as a starting point
to the development of Phenomenological waveforms, and because it is a very good
approximation for nearly monochromatic events that are far away from merging in the
LISA frequency band. To conclude, in sec. {2.3} we discuss the energy emitted from
a system in the form of gravitational waves. We start by introducing the stress-energy
pseudotensor and the gauge-invariant energy density. Through these quantities, after
defining a waveform model we will be able to describe the GW energy emitted as a
function of time (eq. (2.3.17)), surface (eq. (2.3.18)) or frequency (eq. (2.3.19)). The
energy emitted as a function of time will then be used in sec. {2.3.2} to extend the
regime of validity of the analytical result presented in sec. {2.2.2} to the so-called
adiabatic approzimation [171], which describes inspiralling objects that slowly evolve
in time through semi-circular orbits. This approximation allows us to introduce sev-
eral of the parameters that will then be used throughout this document to describe
our waveforms, and are a step closer to the real phenomenological waveforms that we
used, which can be obtained from these results through the use of Post-Newtonian
(PN) corrections [175, |. The energy emitted through gravitational waves as a
function of frequency will instead be used whenever we need to compute the Stochastic
Gravitational Wave Background in the LISA detector (see for example the papers at
sec. {4.3.1} and app. {5.10}).

2.1 Gravitational Waves theory

The metric tensor defined in eq. (1.1.2) has somehow a twofold nature: we know by
definition that it defines how to measure distance in a space-time, however, due to the
role that it assumes in GR and, in particular, in the Finstein equations, it can also be
linked with the gravitational potential [3]. A consequence of this dual nature of the
metric tensor is that we expect the carrier of the gravitational field, which from now on
will be called Gravitational Wave, to behave as a metric wave, i.e. the propagation of
such an object will affect the geometry and, in particular, the proper distance between
space-time points in time.
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The easiest way to study the properties of gravitational waves is by following a
perturbative approach on a known solution of the Finstein equations. Let us consider
for example a perturbation on the Minkowski metric (1.1.4), such as

Juv = Nuv + hw/ : |h,uu| < |77,uu|- (2.1.1)
This defines an inverse metric tensor that reads as
¢ =0 =+ O(R?), (2.1.2)

where the indices of h*” have been raised using the unperturbed metric. In order
to find the equations that describe the behavior of h,,, we will now try to solve the
FEinstein equations written in the following analogous form:

8rG 1
Ry = == (TW — 5gWTQ> : (2.1.3)
where even our 7T}, = T0 + Tl{’,f”, with the first term of the RHS associated to our

background metric and the second term associated to our perturbation term. By
recalling the definitions of section sec. {1.1}, and by using the fact that the zero-order
term of the Finstein equations is assumed to be a known solution of the latter, 7.e.

81G 1
R#V(n) - C4 (TO - §nll«vT0> ) (214)

we can solve eq. (2.1.3) by keeping only first order terms and get

Dovalh) = T, (h) + 15, (T, (h) + To, ()T, (1)

n,o pou,v

) - T ) = 5 (T2 = Gau ) 219
that is linear in h,,. We can observe that this formula is valid for any space-time
metric that has a well-defined solution of the Finstein equations ggy, as long as we
replace the terms of the background metric 7, — ggy. The situation, however, can
easily become very complicated to calculate, and often, no analytical solution will be
available for the chosen metric.

2.1.1 Gravitational Waves on a flat space-time

Choosing the Minkowski spacetime allows us to simplify even further eq. (2.1.5) and
obtain an analytic solution, this is mainly because for a Minkowski metric we have
I'%,(n) = 0 as the metric is constant. By imposing this condition the LHS of eq. (2.1.5)
simply reduces to:

Fgua ;La v + O(h2 Y { DFh/w + [hz/)\,u + h# v A,uu}} + O h2) (216)

where the operator Ug is the D’Alembertian in flat spacetime and read as

wg 00 0?
Baxo‘ orB 2o +V* (2.1.7)
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We can finally rewrite the Einstein equations (2.1.5) for a flat space-time as

167G 1
] <T5§”—§77WTP€”>. (2.1.8)

{DFh,uu - [hr)/\,)\u + h;,/\u - hi,/ﬂ/} } - c

The solutions of eq. (2.1.8) are not uniquely determined, as if we make a coordinate
transformation the transformed metric tensor will still be a solution, describing the
same physical situation as seen from a different frame [3]. Indeed, in order to respect
the weak field assumption, we have to choose a coordinate transformation such that
the new perturbation on the metric tensor hy, respect the condition |h,| < 1. The
usual choice is a coordinate system that satisfies the harmonic gauge condition, which
can be expressed as

1
vrpA _
gUTN =0 = W, =Sh, (2.1.9)

By imposing this condition, the terms in square bracket of eq. (2.1.8) vanish, and what
is left of the Finstein equations is a simple wave equation with an additional constrain
term:

167G er 1 er
{DFhuu = T Ta (Tﬁv - EnMqu t) (2.1.10)

v o— lpp
hv,u - 2hu7V

This equation can be simplified even further by defining the new tensor h,, = h,, —
1/2n,,h, and by moving far away from the source (void limit) where we have the
condition 7}, = 0. Under these assumptions, we can write

Oph, =0
e . (2.1.11)
W, =0

From the last equation, it appears clear that a perturbation of a flat space-time prop-
agates as a wave traveling at the speed of light, and that Einstein’s theory of gravity
predicts the existence of gravitational waves. The situation will change a bit in the
case of curved spaces, where the curvature will act as a potential barrier and the final
equation will become a Schrodinger-like equation (see ref. [37] for further details).

2.1.2 Plane Gravitational Waves solution and TT-gauge

The simplest solution to eq. (2.1.11) is a monochromatic plane wave, it can be written
as

huw = RA{ A e} (2.1.12)

where we defined with A, the polarization tensor, which describes the wave amplitude
along the various directions, and k, is the wave vector. Constraints on both these
variables can be found simply by plugging eq. (2.1.12) into eq. (2.1.11). We then
obtain the following conditions:

n" Kk, =0 (2.1.13)
e Awk,=0 = k,AL=0 o
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The first constraint of eq. (2.1.13) requires k to be a null vector, and hence the
carrier has to be massless. The second constraint instead expresses orthogonality
between the wave vector k,, and of the polarization tensor A,,. This is equivalent to
what happens for an electromagnetic wave where the field will be orthogonal to the
direction of propagation of the wave. In analogy with electromagnetism, we can hence
describe the wavefront equation by parameterizing the wave vector as

k= (%E) . (2.1.14)

The null vector condition will hence imply

K+ AR+ =0 = w=cky=c\/kZ+k2+ k2 (2.1.15)

What is left is just understanding how many of the 10 components of A, have
a proper physical meaning. This is equivalent to studying the polarization modes of a
gravitational wave. To this extent, let us consider the case of a wave propagating in flat
space-time along the x direction in our reference frame. Our l_zw, will be independent
of y and z, and in particular, due to the null vector condition it will only depend on
t + z/c. By integrating eq. (2.1.11), and after setting to 0 the integration constants
to consider only the time-dependent part, we obtain the following relations among the
components of the perturbation tensor:
ht = h?, h; = hy,
ht = h*, ht = hZ. (2.1.16)
These constraints can be used to set to 0 some of the components of our polarization

tensor by means of a new coordinate transformation. In particular, we can use the 4
functions of the coordinates to set to zero the following quantities:

I X A X A TR
h, = h, = h, = hi=h; =0. (2.1.17)
Using eq. (2.1.16), this will naturally imply
hi = hj = h% = h;=0. (2.1.18)

The remaining non-vanishing components are hence given by h; and hj — hZ, we can
observe that under these conditions, we get

hl = hi 4+ h§ + hY + h% = 0. (2.1.19)
This greatly simplifies the form of our wave tensor h,, as

b =ht - 2ht = —ht=0 = h=h (2.1.20)
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We hence proved that in this gauge h” and h* coincide and are traceless. Furthermore,
we observed from egs. (2.1.16), (2.1.17) and (2.1.18) that a plane wave propagating
along the x direction will only depend on the two functions BZ and BZ — hZ. These
two conditions together name the gauge TT-gauge, where TT stands for Transverse-
Traceless. To conclude, the dependence on barely two functions implies that a grav-
itational wave only has two degrees of freedom which correspond to two polarization
states, and we will see in detail how they behave in the TT-gauge in the next section.

2.1.3 Gravitational Waves polarization states

In order to understand how the 2 polarization states behave, we need to estimate how

a gravitational wave would affect the motion of particles. We can start with the simple

case of a single particle at rest in a flat space-time. If we set an inertial frame for this

particle with x axis coincident with the direction of propagation of the incoming TT-

wave, we can impose the geodesic equation (1.2.3) to check the effect of the incoming

gravitational wave on its motion. The particle equation of motion will be written as
d?zr, dzvd2®  dU*

= e uey”? 2.1.21
d72+aﬁd7 dr dT+aﬁUU’ ( )

where U* is the particle 4-velocity. At t = 0 the particle is at rest, and hence U* =
UY = 1. The particle acceleration will be given by

dUu# 1 T

<—) = _FSO = ——7]#’/ [hl,o’o + homo — hOO,V] = O (2122)
dr /,_, 2

Thus, in the TT-gauge, the 4-velocity U* remains constant even when an incoming

gravitational wave perturbs the metric. This implies that the study of the motion of a

single particle is not sufficient to detect a gravitational wave.

Additional information can be obtained by studying the relative motion of parti-
cles induced by a gravitational wave. Let us assume to have two neighboring particles
A and B at rest in a certain frame, with their coordinates denoted as z/; and /5. The
two particles will be reached at ¢ = 0 by a plane-fronted gravitational wave propagating
along the = axis. In the TT-frame, the metric will read as

ds* = gudatds” = (N + hfg) dx*dx” (2.1.23)

where we can recall that gog = 190 = —1. Hence both particles have proper time 7 = ct.
As the two particles are at rest, by using eq. (2.1.22) we can prove that they will remain
at a constant coordinate position even when the wave arrives, and the same will be
true for their coordinate separation dz# = xf; — x;. Since the metric (2.1.23) changes,
however, the proper distance among them will change, and this can be studied using
the previously introduced concept of geodesic deviation {1.2.2}.

Let us start by moving into a LIF with coordinates z’; centered on the geodesic
of the particle A. We can show that the following relations are true when considering
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the particle A:

d.il?i T

—| =(1,0,0,0) : t4 = — 2.1.24

d7' N ( y Uy Uy ) A C7 ( )
gw/lA = 77;w = gw/,a|A - 0 (Z@ P/(jV{A — O), (2125)

where the symbol |, means that the quantity is computed along the geodesic of the
particle A. It is also easy to demonstrate that, in this frame, the components of
the separation vector dz'y satisfy the criterion da'y = /y|,, which means that the
separation vector will always be equal to the coordinates of particle B. The geodesic
deviation for the latter will read as

D2l o, dagday
dr? B dr dr

If we evaluate eq. (2.1.26) along the geodesic of particle A, recalling the condition
(2.1.24), we obtain

527 (2.1.26)

d?5z ; ;
T;‘ = Rjy; 027, (2.1.27)

where the two index 4,7 € [1,3], and hence are purely spatial index. The Riemann
curvature tensor can be obtained using eq. (1.2.16). By keeping a first-order approxi-
mation and using the T'T-gauge condition, we get

kg TTL O Ry
00j — M flkoo; = 37 2ot

2
By plugging in eq. (2.1.28), the equation of geodesic deviation (2.1.27) becomes

(2.1.28)

d?oz’y 1 R OPhT

We now have to make some considerations on the boundary conditions of the
equation presented in eq. (2.1.29). Indeed we know that before the arrival of the
GW(t < 0), the two particles A and B are at rest, and hence we have dz%(t < 0) =
dz'y(t = 0) = const. Under these circumstances, the derivative of eq. (2.1.29) will just
result in ,

d?5z (t < 0)

dt?

For t > 0, instead, the h,, will infinitesimally perturb the metric. We can hence
approximate the separation vector at later times as 02 (t > 0) = 0z (t = 0) 40z, (t >
0), with dz% a small perturbation with respect to the original position dz?,(t = 0). If
we substitute the last expansion in (2.1.29), the term dz%(t = 0) = const will become
null on the LHS of eq. (2.1.29), as shown in eq. (2.1.30). By retaining only first-order
terms in h, the perturbation term dz%, will instead evolve with time as

=0. (2.1.30)

A2y (t>0) 1 ORI
= gl 028?2 52y (t = 0). (2.1.31)
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This equation can be integrated, by doing so we will obtain the following general
solution for the coordinates of the separation vector:

§x'(t) = 0z'(t = 0) + %ni’“hfféxj (t=0). (2.1.32)

Being in the T'T-gauge, we know that the only non-zero components of the perturbation
tensor hy, are hgy = —hsg and hog = hgy. We can hence rewrite eq. (2.1.32) for the
only two components that would not remain constant during the wave propagation.
We get

{%%) = 02%(t = 0) + § (REF02°(0 = 0) + Wi 52”1 = 0) (2.1.3)
2

63(t) = 623(t = 0) + 5 (hIF62*(t = 0) + hL 623 (¢t = 0))

We can finally study the two polarization states of gravitational waves. To this
extent, let us assume that the two modes are defined as

hyy = —h., = 2R {AJrei“(t_%)} (+ Polarization)

hy. = hy =2R {Axei“&t*%)} (x Polarization)

Yz

(2.1.34)

It is also convenient to redefine the wave phase as 6(t) = w (¢t —£). The effects of
the GWpolarization modes can be studied by using eq. (2.1.33) on a ring of particles
having unitary radius and centered in the origin in the assumed reference frame. We
can start by looking at the + polarization state simply by assuming A, = 0.5, A, =0,
the situation is shown in fig. 2.1. Analogously, the x polarization state can be studied
by imposing A, =0, A, = 0.5. The results are shown in fig. 2.2.

2.2 Gravitational Waves from inspiralling compact objects

In order to compute the gravitational wave emitted by a gravitating system evolving
with time, it is convenient to introduce the quadrupole moment tensor formalism (see
refs. [8, 31] for a detailed description). This tensor describes the spatial distribution
of mass/energy in the volume as a function of time, and can be built recalling the
definition of the 7% component of the stress-energy tensor (1.1.12). We have

q7(t) = —2/ T, oM i d®a* - i),k € [1,3], (2.2.1)
¢ Jv

while the other components of the stress-energy tensor can be related to eq. (2.2.1)
through the tensor virial theorem (see ref. [3]) as

y 1d? ..
/‘/T”(t,xk)d‘gxk = 5%{1”(75). (2.2.2)
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Figure 2.1. Gravitational wave effects due to the 4+ polarization mode on a unitary ring of
particles. The parameter theta is the phase of the incoming gravitational wave, and is given

by 0(t) = w (t — £).
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Figure 2.2. Gravitational wave effects due to the x polarization mode on a unitary ring of
particles. The parameter theta is the phase of the incoming gravitational wave, and is given

by 6(t) = w (t — £).
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It can be demonstrated that, by assuming polar coordinates centered on the source
of the gravitational waves, eq. (2.1.11) can be rewritten in terms of the quadrupole
moment tensor (2.2.1) as

{h“(’:o : pu e 0,3 (223

P(tr) = 2 [da® (0= 2)]

This equation describes the gravitational waves emitted as a function of time by any
gravitating system, regardless of the number of involved masses/energies and their time
evolution. It has to be emphasized that eq. (2.2.3) implies that gravitational waves
have a quadrupole nature, they do not have dipole contributions. For a spherical or
axisymmetric stationary distribution of matter (or energy), the quadrupole moment
will be a constant (even if the body is rotating), implying these bodies do not emit
gravitational waves. Analogously, a star that collapses in a perfectly spherically sym-
metric way has a vanishing derivative of the quadrupole moment and does not emit
gravitational waves. To produce these waves, we hence need a certain degree of asym-
metry, as it occurs for instance in the non-radial pulsations of stars, in a non-spherical
gravitational collapse, in the coalescence of massive bodies, etc...

2.2.1 The Transverse-Traceless projector

Equations (2.2.3) still have to be transformed in the TT-gauge in order to explicitly
manifest the physical degrees of freedom. By writing egs. (2.2.3) into the TT-gauge,
we are imposing the two following conditions on the perturbation tensor h*":

{BEVTn” =0 (transverse wave condition) | (2.2.4)

hLrom =0 (vanishing trace)

where n” is the unit vector parallel to the direction of propagation of the wavefront.
We will now describe a procedure to project a gravitational wave in the TT-gauge. In
the following, we will work in the 3-dimensional Euclidean space with metric ¢;;. This
implies that there will be no difference between upper and lower indices. The described
procedure is equivalent to performing a coordinate transformation, and we will hence
start by defining an operator that projects a vector into the plane orthogonal to the
direction of another vector 7. This can be defined as

It is easy to verify that for any vector V7, the projection P;;V7 is orthogonal to n’,
hence (P;;V7)n' = 0. Furthermore, we can easily demonstrate that Pj; is symmetric,
and verifies the condition P/P] = P;. The TT-projector can hence be defined as

follows: .
Pijr = PPy — §Pz'jpkl- (2.2.6)
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This projector extracts the TT-part of a (8) tensor, and we can demonstrate from its
definition that the following properties are verified:

o Pt = Prjs

L Pz‘jkl = Pjilk;
L Pijmnpmnkl = Pijkl;
e it is transverse on all the indices, i.e. n*P,j; = 0 for x = [i, j, k, ];

it is traceless on the first and second couple of indices, i.e. §% P = 5“Pijkl = 0.

We can finally transform our perturbation tensor into the TT-gauge simply by
applying

hz?;T = Pijmnhmn = Bjmnhmna (227)

where we used eq. (2.1.20) to impose the last equivalence. The equations (2.2.3) become

RIT =0 : pnel0,3
{hl;}; _,L;G [d2 ]TT r ) (228)
i (1) =G [m g (t= z)]
with
It is sometime useful to define the reduced quadrupole moment @Q;;:
1
Qij = @i — 3059 =  0Qu =0, (2.2.10)

3

which by definition is traceless. This is related to the quadrupole tensor in TT-gauge
as

Equation (2.2.8) is to date the best representation we have for gravitational waves
and was used to build the LIGO template bank [165-167]. However, integrating the
full Einstein equations is usually highly computationally expendious. This led to the
development of approximated phenomenological waveforms, by using approximations
such as the one that we are going to introduce in the next subsection.
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Figure 2.3. Scheme of the binary system with the two compact objects inspiralling around
each other in circular orbit .

2.2.2 Gravitational Waves emitted by inspiralling binary compact objects

We will now compute the gravitational wave generated by a binary system of two
compact objects inspiralling in a circular orbit around their center of mass. This will
be a good first approximation to understand how the GW spectrum coming from a
general inspiralling system, will look like. The two compact objects will be assumed as
point-like masses having mass m; and msy, where, by convention, we usually indicate
with m; the most massive object. The situation is shown in fig. 2.3. At any time, the
orbital separation among the two objects will be denoted with [(t) = ry 4 ry, such that
for a constant circular orbit we will have [(t) = [(t = 0) = ly. It is also useful to define
the total mass of the system M = my + my and the reduced mass p = myms/M. To
conclude, we will work in a reference frame centered in the center of mass of the system.

By using the previously defined quantities and assumptions, the following relations
will hold:

r= malo
Mo (2.2.12)
T = mj\l/jo
The orbital frequency of the system can be found from Kepler’s law [177, 175], and is
given by
Gm1m2 2m2l0 2m1l0 GM



where the subscript k in wg is to denote the Keplerian frequency. The coordinates of
the masses in the orbital plane can be written as a function of the latter, and read as

{xi = My coswit (2.2.14)

yi = Grlosinwgt

with 2 = 1,2 an index for the two masses.

Assuming that the orbit of the bodies is on the  — y plane (as shown in fig. 2.3),
the 00 component of the stress-energy tensor (1.1.12) for this system is given by

W=ty mible = 2oy - y)d(2). (2.2.15)

This implies that we have the following non-zero components for the quadrupole mo-
ment tensor (2.2.1):

S T

:,ul cos® wit = —l2 cos 2wkt + cq, 2.2.16
0 50

Zmz/yéaz—mz (y — )8 Zmzyl

=pl? sin® wit = —51(2) cos 2wt + 2, (2.2.17)

Zmz/ wyd(r — 2;)5(y — i)9 mey =

=pli coswit sinwgt = glé sin 2wgt, (2.2.18)

where ¢y, co are constant terms. We can observe that the trace of the quadrupole
moment tensor will be given by

q = 1"qij = Qua + qyy = constant, (2.2.19)

and hence the reduced quadrupole moment (2.2.10) will share the same time evolution
of the quadrupole moment tensor given by egs. (2.2.16),(2.2.17) and (2.2.18). Such
a time evolution can be represented through the use of a time-dependent matrix A;;
given by
cos 2wgt sin 2wit 0O
A;;(t) = | sin 2wkt —cos 2wkt 0 | . (2.2.20)
0 0 0
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We can hence write

Qij = glﬁAij + constant. (2.2.21)

The wave will be emitted along the direction 7, and in the TT-gauge, the wave
equations will be given by egs. (2.2.8) and (2.2.11). For this particular system, we can
recall the definition of (2.2.13) to write

2G 1 4uMG?
hi = —@alé@w)? [PijriArt] = T [Py Ara] - (2.2.22)
The wave amplitude can be redefined as
4uMG?

hg= ———— 2.2.23
0 Tl()C4 ) ( )

and hence eq. (2.2.22) can be rewritten in terms of hg as

TT TT r TT r r

hij = _hoAij <t - E) : Aij <t - E> = |:PijklAkl (t — E)] . (2.2.24)

The calculations shown in this section can be generalized to the case of non-
circular orbits simply by replacing eqgs. (2.2.14) with the proper equation of motion
for the two masses. These may depend on the eccentricity of the orbit and the spins
of the two bodies, and can generally complicate egs. (2.2.22) to the point that no
analytical solution can be found. This approach is what is usually followed when
developing phenomenological waveforms models, like when considering IMRPhenomD
waveforms [171, 172] or IMRPhenomXHM waveforms [173]. Even though eq. (2.2.24)
can seem like a rough approximation, it works very well for events that are far away
from coalescence, and have low eccentricity and approximately equal mass. A first-hand
example that we are going to use in this thesis is the nearly monochromatic sources
that can be found in the LISA frequency range. Furthermore, these results were used
in 1975 to estimate the amplitude of the binary system PSR 1913 + 16 [179]. The
system is composed of two inspiralling neutron stars orbiting at a very short distance
from each other, and the results presented in ref. [179] can be considered one of the
first indirect detection of gravitational waves from an inspiralling binary system.

2.3 Energy carried by Gravitational Waves

When a system emits gravitational waves, a part of its internal energy gets radiated,
and this energy loss will by itself contribute to the evolution, and final configuration
of said system. If we wish to estimate the energy contribution dissipated through
gravitational waves, we need to define a quantity able to describe the energy and mo-
mentum content of a gravitational field. This quantity is supposed to behave like a
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tensor, but we will see in the following that it will not be possible to define a quantity
as such under a generical coordinate transformation. By limiting ourselves to linear
coordinate transformations, we can instead define a quantity that fulfills our needings,
this is referred in literature as the stress-energy pseudotensor of the gravitational field.

Let us start by moving in a LIF. By recalling eq. (1.1.13), we need to find a
quantity ®*#7 that verifies
T = P . (2.3.1)

If the previous condition is verified, assuming that ®*7 is antisymmetric on the indices
B,~ automatically implies that the condition (1.1.13) is verified. In order to find an
explicit expression for @7, we can start by rewriting eq. (1.1.1) as follows:

A

1
7% = —_ [ R - Z¢*PR ). 2.3.2
87 ( 29 ) ( )

Since we are in a LIF, we can set all the first derivatives of the metric tensor to 0. This
implies that all the I}, that appear in the definition of the Ricci tensor (1.1.8), will
vanish, and only the terms composed by second derivatives of the metric tensor will
appear on the right-hand side of equation (2.3.2). After some calculations, we obtain
the following relation for the stress-energy tensor:

T8 = { 162(1@ [(=9) (9°°9"7 = 9*797)] ,U} - (2.3.3)

)

We can observe that the term in parentheses is antisymmetric in the two indices
B,7. Furthermore, by direct comparison with eq. (2.3.1) it is easy to understand that
we have

1
PP = — (= Bgre _ g@gh)] . 2.3.4
"= 162G (=g) [(=9) (9"°97 = 9*79™)] , (2.3.4)
As we are in a LIF, we also know that
o 1
=0, 2.3.5
97 (~9) 239

and this implies that we can define the new quantity ®**7 = (—g¢)®*%7, and rewrite
eq. (2.3.3) as )
O = (—g) T (2.3.6)

It has to be emphasized that eq. (2.3.6) was derived in a LIF, where all first
derivatives of the metric tensor vanish. In any other frame, this will not be true, as
the presence of a gravitational field will account for a curvature on the latter. The
correction due to the gravitational field on the stress-energy tensor will be indicated
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with %, This quantity can be used to rewrite eq. (2.3.6) in a generical reference frame
as:

(—g)tP =@ — (—g)T*" = (—g) (7 +TF) = . (2.3.7)

It can be observed that t*? is symmetric as both 7% and ®*%7_ are symmetric in
the two indices «, 5. This quantity is called the stress-energy pseudotensor of the
gravitational field. Tts expression in an arbitrary reference frame can be found by
substituting eqs. (1.1.8), (2.3.2), (2.3.4) and (2.3.6), into eq. (2.3.7). It can also be
demonstrated (see ref. [31]) that ¢,3 can be written in compact form as

04

tog = —— (huah
B 327TG<H7

where we indicated with < > a spatial averaging for the quantity in the brackets. Indeed
the quantity defined in (2.3.8) depends only on the physical modes hl-TjT, as the energy
flux emitted by a source should be the same for different observers. We can hence
define the gauge-invariant energy density as

v

m g), (2.3.8)

4 4
o_ ¢ T, 77\ _ € 2 2
where the Einstein’s notation for sums was omitted in the second term of eq. (2.3.9)
to avoid confusion among indices and superscripts. Thus, from now on we will have
hijohizo = higoll™ 0" A o-

To conclude, we can observe that by using the Bianchi identity T*? ., = 0 together
with the antisymmetry of ®**7 in «,~ defined in (2.3.4), we can obtain the following
conservation law out of (2.3.7) simply by differentiating both terms in 2. We get

(=) (t*7 +T")]  =0. (2.3.10)

2.3.1 The Gravitational Waves energy flux

Now that we have defined the energy-momentum tensor for the gravitational waves,
we can easily express the corresponding energy flux. We can start by writing explicitly
the conservation law of the energy-momentum tensor (2.3.10) for the stress-energy
pseudotensor t*?, where the latter can be written as follows:

/ &z (1" + 1) =0, (2.3.11)
\%4

with V' being the spatial volume bounded by a surface S. Recalling the definition of
the gauge-invariant energy density (2.3.9), we can define the gravitational wave energy
inside a volume V as

By = / d>xt. (2.3.12)
v
This implies that we can rewrite eq. (2.3.11) as
1dE , .
=Y = —/ Pt = —/dAﬁitOZ. (2.3.13)
c dt v S
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In the last equation, n; is the versor normal to the surface and we used the Stokes
Theorem [180] to transform the volume integral over V' into a surface one over S.

Let us now move to spherical coordinates, where dA = r?dQ) and n = 7. If we
assume that we are at a large distance from the source, we can impose the TT-gauge.
By doing so, we can rewrite eq. (2.3.12) using the definition (2.3.8) as

dEy or . L0r ct TT 1 TT
_dt :—C/SdAt 1 = 327TG hij,(]hij,r . (2314)

Recalling eq. (2.1.34), we know that the gravitational wave equation can be written in
terms of retarded times h;" (t — k/c), where k is the vector parallel to the direction of
propagation of the wavefront. In spherical coordinates, the wave equation will hence
be a function of A];" = hi;"(t — 7/c). 1t is easy to demonstrate (see ref. [31]) that for
these kind of functions we have hil =l + O(1/r?). Far away from the source, we

can hence approximate eq. (2.3.14) as

dby _ —c/dAtOO. (2.3.15)
dt s

The negative sign of eq. (2.3.15) implies that the gravitational waves emitted will carry
energy away from the considered volume. It is sometimes useful to rewrite the wave
energy flux as

dE — 00 _ TT TT

dAdt = 32 397G hijolijo ~ 161 G< +o+hi,o>, (2.3.16)

where we used eq. (2.3.9) to write the last equivalence.
We can finally compute some of the fundamental quantities that are used every

day in GW science. To begin, the energy emitted as a function of time can be obtained
simply by integrating eq. (2.3.16) in dA. When using spherical coordinates, we obtain

dE  r? cr?
e / a0 (Wth) = = / (R o+ 12 ). (2.3.17)

The energy density emitted per unit area instead can be obtained by integrating
eq. (2.3.16) in dt:

w_ /dt< hiohil ¢ /dt<h2 +13,), (2.3.18)
dA 327G A ] Ol o
while by Fourier expanding eq. (2.3.17) (see refs. [31, 181]), we can also express the

energy emitted per unit of frequency:

dE 7w, , > 2 i
el /dn()m(f) ho(f)

2) . (2.3.19)
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To conclude, we can recall that using eq. (2.2.8), it is also possible to express
the energy flux of gravitational waves in terms of the quadrupole moment (2.2.9). By
direct substitution into eq. (2.3.16) we obtain

dE _ G dsz;T d3 g;'T
dAdt  8mr2cd de3 ded '

(2.3.20)

2.3.2 Time evolution of inspiralling binary systems due to GW energy
emission

The energy emitted from a binary inspiralling system due to gravitational waves will
indeed affect the motion of its bodies and, in particular, can be measured by looking
at the evolution over time of its orbital period dP/d¢. Emitting energy in the form of
GW, in fact speeds up the process of bringing the two inspiralling bodies closer to their
center of mass, hence decreasing the time required to coalescence of the system. In
this section, we are going to reuse all the results obtained when discussing inspiralling
compact objects in sec. {2.2.2}. In particular, the terms in brackets on the right-hand
side of eq. (2.3.16) can be computed in the circular-orbit approximation using the
quadrupole moment defined in (2.2.21). Using this substitution, we get

d3 TTd3 T d3 TTr _d3 TT 202 M3G3
< QU Q’L] > _ < Qz] im,_jn an> _ 32M2léw% _ M (2321)

RTERTE as T s I
The energy emitted per unit of time will hence be given by

dEgw  32GY2 M3
dt 5

(2.3.22)

Equation (2.3.22) is valid in the regime where the orbital parameters of the in-
spiralling system do not vary significantly when averaged over several periods of the
orbit, such as the case for systems that are several years away from coalescence. This
assumption is called in literature as adiabatic approxrimation. In the adiabatic regime,
the system has enough time to adjust the orbit to compensate for the energy lost due to
gravitational wave emission. We can hence write down the equation for the evolution
of the orbital energy as

dEor,  dEgw
e dt

where we introduced Eo,; to define the orbital energy of the system, and we imposed
that equal to the sum of the kinetic energy Ej plus the potential energy U. These
quantities will be given by

1

1
Ex = §w%{ (mari +mary) = inul == : (2.3.24)

: EOrb == EK + U, (2323)
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U= = — (2.3.25)
lo lo
We hence obtain
1 GILLM dEOrb 1 dl()
Eo, __ = —FEomnp | —— ] . 2.3.2
T, T T Ob(lodt> (2:3.26)

Equation (2.2.13) can be used to express the derivative in [y as a function of wy,
and we then get

1 1
w%:GMlo_?’ = 2Inwg=InGM-3Inly, = —dw—K:—é—le

WK dt 2 lo E7
(2.3.27)
implying that eq. (2.3.26) can be rewritten as
dEor, _ 2 Eon dwg (2.3.28)

dt 3 wg dt
Since wg = 27/ P, where P is the period of the orbit, we can also find

1 dwg 1dP
—- = 2.3.29
wr dt P dt’ ( )

which implies that the period of the orbit will change due to gravitational wave emis-
sion as follows:

dEon, 2 EowdP _ dP 3 P dEop
dt 3 P dt dt  2Eo, dt

(2.3.30)

The knowledge of the energy dissipated by the system allows us also to estimate
how the orbital separation will evolve as a function of time. To this extent, we can use
eq. (2.3.26) to write down

1 di 1 dEo, 64G3uM?\ 1
0 orb _ _ (—“) (2.3.31)

lodt — Eop dt 5¢5 7S

If we assume that at some initial time ¢ = 0 we have [o(t = 0) = [, we can integrate
eq. (2.3.31) and get
, 256G3 uM?
Bt = (Im — ——L—¢.
We can now introduce the time to coalescence t.,q, which describes the residual time
left to reach the coalescence for the binary system, as

(2.3.32)

505 (1in)’

tcoa = T A2 Ao 2.3.33
T 256G3 M2 ( )
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and rewrite eq. (2.3.32) in terms of the latter:

tcoal

lo(t) = 1" {1 _ ! ] " : (2.3.34)

It can be observed that when ¢ = t.,,, the orbital separation goes to zero. This
is a consequence of the assumption that the two bodies are point masses. Indeed in
physics, both stars and black holes have finite sizes, and therefore their effective co-
alescence will happen before this estimated value of t.,. It has to be emphasized,
however, that when the distance between the two objects becomes close enough, both
the slow-motion approximation and weak-field assumption would fail anyway, making
the quadrupole approximation that was used to derive this results not valid. Neverthe-
less, for systems that are far away from coalescence, the quantity defined in eq. (2.3.33)
serves as a very good approximation for the effective time to coalescence.

By using eq. (2.3.34) in eq. (2.2.13), we can obtain the time evolution for the
orbital frequency wg:

IGM tNTE GM
C{)K(t) = % = Wk (]_ - @) W = (l(i)T)S’ (2335)

which implies a frequency or the emitted wave given by

-3/8
wi) . t\"? w1/ GM
ng(t) = - =Vow (1 - g) S Vow = ; W (2336)

By considering eq. (2.2.23) we can also redefine the time-dependant wave ampli-

tude as
4uMGE 4pMGE Gt

ho(t) = = . 2.3.37
o(t) rlo(t)ct rcd GLUB)L/3 ( )
If we now introduce the chirp mass as
M = 1B MP = MO = iM?/3, (2.3.38)
we can rewrite eq. (2.3.37) as
47T2/3G5/3M5/3 2/3
ho(t) = e el (1), (2.3.39)

The reason why M is called chirp mass is that, by looking at both eqs. (2.3.36) and
(2.3.39), we can observe that both the frequency and amplitude for the emitted gravi-
tational wave waveform increase with time, like the chirp of a bird.
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Finally, we can define an approximate waveform for the binary system by slightly
modifying eq. (2.2.24). To this extent, we can use an integrated phase for the term
AZ;-T (t —r/c). The integrated phase will take into account the frequency evolution in
time of the emitted waveform, and can be defined as

B(t) = /O g ()t = /O v (1)t + By © By = Dt = 0), (2.3.40)

since

» » 1 3 5/8 1 3 5/8 5 3/8
9 gm L N H— - , (2341
Vinleoal ( )8 (GM) VGW( ) &1 (GM) (tcoal - t) ( )

and eq. (2.3.40) can be integrated giving

c3(tcoal — t) 5/8
b(t) = -2 | ——= + O, 2.3.42
<t) { 5GM 1 o ( 3 )

The signal emitted during the inspiralling can hence be written as

An2/3G5/3 M5/ ,
T _ 2/3
hij = o vew (1) [PijklAk:l <t - Eﬂ , (2.3.43)
with
cos ®(t) sin ¢(t) 0
A;j(t) = | sin ®(t) —cos (¢) 0| . (2.3.44)
0 0 0

It has to be emphasized that all the results of this section are valid only as
first approximations, as they are based on several assumptions that are not generally
satisfied by all inspiralling binaries. For example, the adiabatic approximation is only
valid when the orbital evolution of the binary is slow, and by looking at eqs. (2.3.34)
and (2.3.35) it appears clear that this condition is not satisfied when the binary is close
to coalescence and hence its orbital separation is small. Furthermore, the adiabatic
approximation assumes that the binary will evolve through semi-stable circular orbits,
which is a condition that is not fulfilled in any part of the binary evolution if the
eccentricity of the orbit is not neglectable. Nevertheless, these results are widely used
in literature and are particularly useful when considering systems that are far away from
the coalescence, with masses that are approximately comparable and low eccentricity
and spin amplitudes for the involved objects. This is usually the case for SMBBH
in the LISA frequency range [182]. In principle, if we wish to study systems that do
not respect the previously mentioned conditions, the right approach would be to solve
(either analytically or numerically) the wave equations defined in (2.2.8). It is however
possible to find better approximations than the one proposed in this section that are
obtained through the use of additional Post-Newtonian expansion terms [31, 175].
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Chapter 3

Article: Pearson cross-correlation in
the first four black hole binary
mergers
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Abstract. We adopt the Pearson cross-correlation measure to analyze the LIGO
Hanford and LIGO Livingston detector data streams around the events GW150914,
GW151012, GW151226 and GW170104. We find that the Pearson cross-correlation
method is sensitive to these signals, with correlations peaking when the black hole
binaries reconstructed by the LIGO Scientific and Virgo Collaborations, are merging.
We compare the obtained cross-correlations with the statistical correlation fluctua-
tions arising in simulated Gaussian noise data and in LIGO data at times when no
event is claimed. Our results for the significance of the observed cross-correlations
are broadly consistent with those announced by the LIGO Scientific and Virgo Col-
laborations based on matched-filter analysis. In the same data, if we subtract the
maximum likelihood waveforms corresponding to the announced signals, no residual
cross-correlations persist at a statistically significant level.
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3.1 Introduction

The detection of gravitational waves by LIGO was a major milestone in the history
of astronomy [11]. Achieving the necessary strain sensitivity of the instruments was a
memorable technological accomplishment [183], while determining the required wave-
forms was an astonishing success of the physics community [184]. Despite these great
achievements, the detection of the signals remains a challenge: the signals are still at
low signal-to-noise ratios and must be extracted from the data using advanced statis-
tical techniques and signal processing.

The most sensitive gravitational wave data searches rely on matched-filtering tech-
niques [185-187]. These are based on comparing the data with a class of signals de-
termined in a specified theory. Such techniques are robust and very sensitive if the
source waveform is accurately predicted. For signals with uncertain modelling, more
model-independent, although less sensitive, searches are necessary [21, —192]. The
coherent wave approach is particularly suitable in these cases. Its flexibility enables it
to identify signals that deviate from model expectations. There are still some intrin-
sic assumptions in the coherent wave method (such as the waves being plane waves
traveling at the speed of light with the polarisation behavior of GR waves), so that
more agnostic techniques are required to rule out or discover (unexpected) signals not
fulfilling these assumptions. Searching for statistically significant correlations in the
data of noise-uncorrelated detectors, with as few as possible biases on the signal struc-
ture, is poorly efficient in terms of reconstruction power and computing resources but
is an option that still deserves some attention. Moreover, the same searches applied to
the data streams where the reconstructed signal is subtracted, are a powerful tool to
quantify the quality of the reconstructions and the possibility of incoherent detector
noise.

Matched-filtering searches typically assume Einstein’s theory of General Relativ-
ity. This theory is the standard paradigm for gravity, having passed all tests in the
Solar System with flying colors. Gravitational wave observations can be used to test
this theory in different systems. Neutron star binary systems have been observed
via gravitational waves and other astronomical messengers. These observations are
already raising questions about our theoretical understanding of neutron star popu-
lations [193, |. On the other hand, black hole binaries, triplets, and other “dark”
systems can be currently discovered only by means of gravitational wave observations.
Robust confidence in the analysis of gravitational wave data is thus of key importance
for the exact interpretation of the observations. This requires comprehending many
aspects, for instance how deviations from expected models might manifest themselves
in the data [195], and how to be sensitive to the unexpected.
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Monitoring the correlation in the data collected by independent interferometers
constitutes an interesting method to test the unexpected. Some publications have
explored this direction by analyzing the LIGO data streams with known events [196—

|. It turns out that several subtleties jeopardize the reliability of such a test [202].
For instance, after supposedly subtracting the GW150914, GW151012, and GW151226
signals from the corresponding data streams, refs. [190, , 200] find some anomalies
that could potentially be ascribed to a sizable mismatch between the detected signals
and the general-relativity waveforms that best fit these signals. However, ref. [199] con-
cludes that this mismatch for GW150914 is not statistically significant once one takes
care of subtleties, such as whitening versus notching or discrepancies in the best-fit
waveforms. Still, some debate remains over the exact size of the statistical significance

[200, 201].

The question of whether the anomalies claimed in ref. [197] for GW151226 and
GW170104 are actually caused by similar subtleties, has not been fully addressed yet.
In the present paper, we tackle this question, and for completeness we run our tests
also on GW151012, a black hole merger detected in the first observing run, that was
initially classified as marginal but has now been promoted to a confident detection
by several groups 114, , .1 We believe that our results help to clarify several
aspects that can guide the community in future implementations of correlation-based
searches for new physics, in the presence and in the lack of a signal model.

This manuscript is organized as follows. Section {3.2} details how we preprocess
the data and apply the Pearson cross-correlation measure. Section {3.3} contains the
results and comments on them. Finally, sec. {3.4} is devoted to our main conclusions
and outlook.

3.2 Methodology

Our methodology follows closely the approach presented in ref. [199] which itself is
designed to scrutinize the claimed anomalous correlations in the GW150914 data from
refs. [196, 197]. The approach in ref. [199] is thus tuned to work on the features of the
GW150914 signal. To extend it beyond GW150914, we need to decide some criteria

aimed at generalizing this procedure to other events.

In brief, the procedure we adopt is the following: we take the GWOSC cali-
brated gravitational wave strain data of LIGO Hanford and LIGO Livingston around
the events GW150914, GW151012, GW151226, and GW170104; we whiten and band-
pass the data of each event and each detector individually; we calculate the Pearson

'We restrict our analysis to the events GW150914, GW151012, GW151226 and GW170104 as their
LIGO data can be easily handled by means of the Gravitational Wave Open Science Centre (GWOSC)
toolbox [205]. The GWOSC webpage indeed provides several numerical tools already tuned for the
analyses of these four events. There is no conceptual obstacle in analyzing other events in the way we
present here.
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cross-correlation between the data streams of the detectors before and after subtract-
ing best-fit GR waveforms; and we check the statistical significance of the obtained
correlations with the statistical fluctuations arising in pure noise. We now describe the
choices of these steps and their reasons.

We choose here to whiten the data, rather than notch them with a list of fre-
quency lines. This simplifies our analysis, providing a unique criterion applicable to
every event without requiring a complete list of individual lines to be notched. Such a
list, varying from event to event, does not exist in general and would need to be gener-
ated by hand with some judgment (we note that ref. [197] also uses whitening for their
analysis of GW151226 and GW170104). This generalization of the analysis leads to a
change in spectrum of both noise and templates. In particular, the whitening reduces
the contribution of low frequencies to the residuals and cross-correlations. Whitening
the data also more closely follows the practice in the wider gravitational wave litera-
ture; e.g. ref. [202]. We refer to ref. [199] for details on the whitening process we employ.

We apply a bandpass to the data filtering frequency ranges that vary for each
event. The chosen ranges loosely follow those considered in the GWOSC webpage
[205] which itself does not necessarily implement the values used in the published
LIGO-Virgo Collaborations (LVC) analyses, but provides a convenient guide for our
investigation. The high-pass frequency adopted in GWOSC is 43 Hz but the data at
frequencies 35 — 60 Hz are usually highly dominated by seismic noise. We then round
the high pass frequency to 50 Hz for all events but the first one, for which we keep the
choice adopted in ref. [199] to facilitate the comparison between our findings and those
previously obtained. For the low-pass frequencies, we typically use lower frequencies
than those chosen by GWOSC, which are 300 Hz for GW150914, 400 Hz for GW151012
and 800 Hz for GW151226 and GW170104.> We in fact take a low-pass frequency not
smaller than 200 — 300 Hz for these frequencies in order to be free of seismic and ther-
mal noise, and sufficiently below the violin frequency disturbances at around 500 Hz.?

It is of course essential to not cut out the dominant frequencies associated with
the binary coalescence. Indeed a cross-correlation analysis, as opposed to an extended
matched-filter, appears to be more sensitive to the signals around their peak of strain.
For a binary merger, it is hence weakly impacted by the low-frequency strain at the start
of the inspiral phase whereas it is dominated by the higher-frequency strain around the
coalescence stage. Table [3.1] shows the specific values of the low and high bandpasses
we implement.? These values are in part determined by the inferred properties of the
signal and thus further investigations with truly blind searches would be required to

2These values correspond to the option ‘fband’ in the JSON files of the GWOSC webpage [205].

3We ran some tests on power spectral density at about the time of the GW151226 event. For a
low pass of 480 Hz or larger, the data at high frequencies are still very noisy due to contamination at
the violin frequencies.

4As a consistency check, for the GW151012 event we ran our analysis with different choices of high-
and low-pass frequencies. For variations of about +5Hz, the findings do not qualitatively change.
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test the capabilities of the Pearson correlation search method for unknown signals.

To construct the data sets of the residuals, we subtract best-fit GR waveforms. As
shown in ref. [199], for GW150914 the mazimum likelihood waveform produces cleaner
residual data than the numerical relativity waveform released on GWOSC. In our anal-
ysis here we subtract maximum likelihood waveforms, specifically the one provided in
ref. [200] for GW170104 and those available in ref. [207] for the other three events.

To measure the cross-correlations between the Hanford and Livingston data sets,
we apply a Pearson cross-correlation measurement. The Pearson cross-correlation is
given by
e gt + 1) L)

t OH oL

R(1,t,w) = dt’ | (3.2.1)

where H(t) and L(t) are respectively the data in Hanford and Livingston (with or
without the signal subtracted) at the time ¢ set in Hanford, oy and oy, are the standard
deviations of the Hanford and Livingston data respectively, and w is the time window
in which the correlation is measured. The quantity 7 is the time lag between the signal
arrival times in Hanford and Livingston (positive if the signal reaches Livingston first).
Unfortunately, in most of the realistic cases, 7 comes with an important uncertainty
AT that eq. (3.2.1) does not take into account. We thus need to modify the measure
R, and define the (improved) cross-correlation measure

C(r, A, t,w) =max R(T,t,w) : |T—7| < AT . (3.2.2)

Due to computational limitations, we have not performed a complete multivariate
analysis on ¢ and 7. We instead prefer to analyze the ¢ dependence of C' along a strip
7, £ A7, — with 7, and A7, taken from refs. [197, 208, and identify the time ¢ = ¢,
at which |C(7,, A7,,t,w)| is maximal. This facilitates comparison with existing results
in the literature and makes manifest the impact of some subtleties such as different
bandpasses, whitening, and subtracted waveforms. On the other hand, the data pre-
processing in refs. [197, | and in ours differs in several aspects, so that it is not
guaranteed that taking 7 = 7, is a valid assumption. For this reason, we perform some
consistency checks, and test a posteriori that at ¢ = ¢, no higher cross-correlations
arise when moving 7 outside the strip 7, £ A,,.

To identify ¢,, it is important to evaluate C' in a ¢ interval including the merger
time around which the maximal cross-correlation is expected in the data before sub-
tracting the reconstructed signal. In principle the length of this interval should mildly
affect the findings, however, an appropriate interval helps avoid statistical artifacts and
include relevant signal data.

For concreteness, we take t € [t, — 0.1s,t, + 0.1s], with ¢, being the arrival time
(rounded at the first decimal digit) of the maximal signal strain in Hanford as esti-
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Event Bandpass H-L time Reference | Window

Name range (Hz) | 7, £ A7, (ms) | time ¢, (s) | w (ms)
GW150914 35-350 6.9 £ 0.5 1126259462.4 0.4
GW151012 50-230 -0.6 £ 0.6 1128678900.4 0.4
GW151226 50-460 1.1 £0.3 1135136350.6 0.4
GW170104 50-230 3.0+ 0.5 1167559936.6 0.4

Table 3.1. The values of the input parameters for the analysis of each event.

mated in the GWOSC analysis [205]. For 7 and A7 we adopt the values obtained in
refs. [197, 208]), while for w we consider the time window w = 40 ms which corresponds
to four cycles of a gravitational wave of 100 Hz. As a consistency check, we allow 7 to
move from —10 to 10ms. Such an analysis is performed for both the data sets with
the signals and those with only the residuals. Table [3.1] summarizes the inputs we
adopt in our analysis.

Lastly, we analyze the cross-correlation among the detectors for pure noise by
estimating the backgrounds, following the procedure described in ref. [199]. However,
our analysis differs from ref. [199] in some technical points. While in ref. [199] the
residual data was used for background times, we preferred to use the original data
strain in a time interval far away from the coalescence, where no event was declared.
In particular, the time interval was chosen to start 12 minutes away from the coales-
cence time.

We generate several pairs of data sets, each pair consists of a set of mock data
of simulated pure Gaussian noise and a set of LIGO data at times away from any
claimed event. These pairs are then treated in exactly the same way as the event data
we consider. We thus whiten and bandpass them, and run the C' estimator over them
according to table [3.1]. This tells us how often a given cross-correlation value arises
as a statistical fluctuation in background noise, and furnishes a probability estimate
for the maximal correlations we find in our analysis to occur by chance in pure noise.

The code with the implementation of our analysis is public [209]. We refer the
reader to this for further details on the preprocessing of the data and their analysis.

3.3 Results

In this section, we discuss our main results. We start by presenting the ¢ dependence
of C' in the strip 7, &+ A7,, and then show the consistency check previously described.
At the end, we quantify the statistical significance of the identified cross-correlations
before and after subtracting the maximum-likelihood waveforms of the reconstructed
signals.
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3.3.1 Cross-correlation: ¢t dependence

We run the cross-correlation measure C' over the time series around the GW150910,
GW151012, GW151226 and GW170104 LIGO data, preprocessed as explained in Sec-
tion {3.2}. The resulting ¢ dependence is plotted in the upper panels of figs. 3.1-3.4,
where the time variable is shifted by ty = t, — 0.1 for clarity. In each figure, each one
dealing with a different event, the blue solid and dashed orange lines represent the
t evolution of C' in the data, respectively before and after subtracting the maximum
likelihood waveforms of the reconstructed signals. The red vertical line marks ¢,, the
maximal (in absolute value) correlation time found in the data before the waveform
subtraction. The green vertical line instead highlights t;, the time at which subtract-
ing the waveform signal leads to the maximal difference in the correlation between the
original data and the residuals. The waveform signals that are subtracted are depicted
in the lower panels of the figures. They are shown after being whitened, bandpassed
and, for the waveform measured in Livingston, shifted by the value of 7 reported in
table [3.1]. In each of these lower panels, the yellow region highlights the time frame
w = 40ms for the peak correlation value of C'(¢,, 7,, A7,, w) for the considered event. By
construction, such a time frame contains the data that the LIGO Hanford and LIGO
Livingston detectors collect at the times ¢ € [t,,t, + w] and t € [t, + 7, t, + w + 7],
respectively.

For a signal that slowly increases in amplitude and then falls away rapidly, such as
a gravitational wave inspiral, the choice of a forward integration will lead to a shift in
time of the location of the maximum of the correlation integral compared to the loca-
tion of the maximum amplitude of the signal. This may appear unusual in figs. 3.1-3.4,
because the maximum correlation is found at a GPS time that is shifted to the left of
the real coalescence time, by a quantity approximately equal to the used integration
window. Both the residual correlation, and the difference between the strain correla-
tion and the residual correlation, fall off before the reference coalescence time t,, since
with a forward integration large parts of the integrated strain beyond that point come
from regions where the signal template is rapidly diminished. In spite of this issue,
we choose here to keep a forward integration for our correlation formula (3.2.1), in
order to enable easy comparison of our results with existing ones from the literature

[ ? ? ? ]

With this choice we expect ¢, to be around ¢, — w, i.e. in the data segment pre-
ceding the signal’s maximal strain (during the ringdown the amplitude of the signal
is much weaker than in the late inspiral and merger phase). Our results fulfill this
expectation (c.f. t, and ¢, in table [3.1] and table [3.2], which quotes the key quantities
calculated in this section).

Figure 3.1 shows the correlation versus detector time around the event GW150914.
The cross-correlation behaviour of this event is widely discussed in the literature
[196, , , , |. We present it here for ease of comparison with previous
results. We notice that, after subtracting the reconstructed signal, the correlation in
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the time window [¢,,t, + w] is strongly reduced and the global peak of the correlation
is no longer inside this window. The maximal variation between the cross-correlations
before and after the subtraction is also outside of this time window, i.e. t; < ¢,. This
is not surprising if after the subtraction of the model waveform from the original data,
what remains is a pure noise correlation between the two detectors. The residual cor-
relation, assuming a perfect subtraction of the signal waveform, may vary randomly in
magnitude, as well as in sign, independently from the subtracted signal.

We have to emphasise however, that even though noise correlations and signal
correlations are not linearly additive, they are still additive. Having a really low value
of correlation difference after subtraction at the time t,, therefore suggests that most
of the correlations at said time were given by statistical fluctuations of the noise, which
are indeed not the ones we are interested in this kind of analysis. We will see in particu-
lar in the case of GW151012, where the low signal-to-noise ratio (SNR) of the incoming
wave allow the noise correlations to be comparable with the ones generated by genuine
gravitational waves effects, that the first peak of maximum correlation found can be
discarded due to the low significance difference of the correlations before after the sub-
traction. We detail the statistical compatibility of the residuals with the instrumental
noise in Section sec. {3.3.3}.

In the top panel of fig. 3.1 after the merging time, there are still some slight dif-
ferences between the original data correlation (in blue) and the residuals correlation
(in orange). Since the model waveform is zero after the ringdown, one might expect
there should be no difference between the correlations of the original data of fig. 3.1
and the residual data. However, the process of whitening applied both to the original
data and the model waveform, introduces a small difference in both of the considered
data (see the variation after the ringdown part of the model waveform in the bottom
panel), that once integrated over the window w to estimate the correlations will result
in the small mismatching observable among the two. This feature of the analysis, is
present in all of the reported figs. 3.1-3.4.

The analogous plots for the event GW151012 are presented in fig. 3.2. GW151012
is the event with the lowest SNR among the ones we investigate. The figure shows that
we still obtain relatively high values of |C|, although not as high as for GW150914. As
we will see later in this section, the significance of these values is also not as high as
the ones for GW150914. This is qualitatively consistent with the interpretation of a
lower amplitude signal due to a smaller mass system at a greater distance.

At 0.05s St —tg < 0.075s the data correlation occasionally becomes positive,
even though we expect that the effects of the incoming gravitational waves should result
in an anticorrelation among the detectors. It has to be emphasized though, that the
correlations of residuals and reconstructed waveforms are not linearly additive, hence
this effect arises for this event due to the low amplitude of the gravitational wave sig-
nal in the detectors, compared to the noise, at times away from the coalescence. At
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Figure 3.1. Top panel shows the correlations between Hanford and Livingston detector
strain data for 200 ms of data around GW150914. The bottom panel shows the whitened
model waveforms that are subtracted from the data to produce the residuals, where the time
interval highlighted in yellow represents the part of the waveforms that was integrated in the
estimation of the correlation at the time of maximum correlation ¢,. The Livingston waveform
is shifted in time relative to the Hanford waveform in order to highlight the anti-correlation
between the two strains.

t —ty < 0.010s the signal dominates the noise in the detectors. Hence, even though
the correlation of the residuals flips sign, the correlation in the data before the signal
subtraction remains negative until it lines up with the residual strain after the coa-
lescence time. Eventually, after the signal waveform fades out, no sizeable correlation
remains.’

Furthermore, at t — to < 0.010s a first maximum of strain correlation appears,
however, as discussed previously this peak can be neglected because most of its anti-
correlation is given by a statistical fluctuation of the noise. This fact may be further
elucidated by observing the bottom panel of fig. 3.2, which clearly shows that in re-
lation to the first peak we are not even including the merging part of the waveform
in the correlation data. This event is the only one for which the correlations in the
residual data are positive around the time of the signal merger, that is, in one forth of
our events the residual exhibits a positive correlation, which seems statistically unre-
markable to us.

>Our results do not confirm the late-time correlation found in ref. [190]. However our results are
restricted to time lags 7 consistent with the main event and are thus blind to correlations at other
time lags, that could be interpreted as originating from other parts of the sky.
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Figure 3.2. As fig. 3.1, but for the GW151012 event.
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Figure 3.3. As fig. 3.1, but for the GW151226 event.

Concerning GW151226 and GW170104 (see figs. 3.3 and 3.4), the ¢ dependence
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Figure 3.4. As fig. 3.1, but for the GW170104 event.

of C' essentially presents no key qualitative features not already noted above for
GW150914 and GW151012. The signal in GW151226 has a reconstructed total mass
much smaller than the other three. The signal thus exhibits the largest gravitational
wave frequency at the coalescence time, about 447 Hz [205], and the smallest relative
strain around the coalescence time. The maximum of C'is then the smallest in absolute
value. The amplitude of the signal in GW170104 is instead much higher. Its source
involves two highly massive black holes (of approximately 30 and 20 solar masses) and
is the next to farthest among the four considered sources.

For binaries with masses inferred for GW170104 at the reconstructed luminosity
distance, theory predicts that the gravitational wave signal has a peak strain amplitude
at a frequency around 190 Hz, where the noise of the detectors is quite low. Thus the

correlation of the data around this event peaks at a rather high value, almost as high
as the one in GW150914.

The straight comparison between the values of the C' peak in different events can
be misleading. For instance, let us consider the case of GW150914 and GW170104.
As just observed, C' peaks at similar values in these two events. It is however known
that the matched-filter SNR in GW150914 is almost twice as high as the matched-
filter SNR in GW170104 [114], so it may seem that this observation is not compatible
with the similar values of the correlation peaks. However, correlation values in and
of themselves are not directly comparable without considering the different bandpass
frequency ranges and length of data for which the correlations are calculated. We
further investigate this aspect in sec. {3.3.3}.
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For the four considered binary merger events, if one knows the time lag 7 + A7
and has an indicative time data segment where to look in, C'(7, AT, w, t) reaches large
values in the proximity of the time frame where the inferred signal strength becomes
high. In addition, running C' on the residuals constitutes a valuable check of the signal
model. In the case of our four events, if one subtracts the signal reconstructed as-
suming the theory of General Relativity, the correlation maximum (in absolute value)
moves away from the time interval where C peaks. This is not yet a complete test of
the model but it is certainly encouraging. We come back to this point after performing
the consistency checks on the values of 7 we have just adopted.

3.3.2 Cross-correlation: 7 consistency check

We have determined ¢, by assuming 7 = 7, and AT = Ar7,, with 7, and A7, taken
from previous studies [197, |. Here we present the consistency checks. We test that
|C(7,0,t,,w)| < |C(1, ATy, t,,w)| for 7 € [-10ms, 7, — A7) U [7, + AT, 10ms], that
is, no higher cross-correlations are found at ¢ = ¢, for a time lag 7 away from the strip
T, £ AT,

Figure 3.5 shows C(1, A7, t,,w) as a function of 7, for A7, and w as in table [3.1].
The time is fixed at the values of ¢, obtained from the ¢ dependence analysis of C' and
reported in table [3.2]. Each panel corresponds to one of the four events we analyse.
The grey band spans the time lag 7, £ A7,. The figure highlights two remarkable
facts. First of all, had we determined 7 and A7 independently of the previous results
in the literature, this would have been estimated as the peak of correlations and its
approximate width arising in the strain data before the signal subtraction (blue line).
Such peaks turn out to be within the gray bands, which proves that the values of 7
used in the previous section are consistent with the data treatment of our analysis.
Secondly, the correlation in the residuals (pink line), obtained after the subtraction of
the model waveform from the original data, does not necessarily peak in the grey zone.
(In some cases the global peak for the residuals is close, but not inside, the grey zone.
In some cases the global peak for the residuals is a positive correlation rather than a
negative correlation.) This feature, together with the observation that the data and
residual correlation peaks are well separated in figs. 3.1-3.4, sheds light on the precision
of the subtracted waveform: If there was a sizeable discrepancy between signal and
subtracted waveform during the merging phase, the cross-correlation in the residuals
would have likely peaked within the grey band where the signal strain amplitude is
larger.® A peaking of the residuals’ correlation within the grey band is however not
sufficient for there to be a problem with the subtracted waveforms. It can also happen
by pure chance.
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Figure 3.5. The cross-correlations as a function of 7 at the time ¢t = ¢,. The gray bands
correspond to the strips 7, & A7, previously used to determine ¢,.

3.3.3 Background cross-correlations and statistical interpretation

In order to determine the statistical significance of our computed cross-correlations, we
run the C' estimator over the aforementioned data sets of background, and count how
often a given value of |C| arises in pure noise data (preprocessed in the same way we
preprocess the LIGO events that we analyze). From this we estimate the probability,
in terms of a p-value, that a value at least as large as our observed cross-correlation
value, would occur as a statistical fluctuation in pure noise.

Figure 3.6 reports the statistical significance of the cross-correlations arising in
the four LIGO event data sets before and after subtracting the reconstructed signal
waveform (dashed vertical lines in blue and pink, respectively).” The black and crimson
curves show the p-value deduced from cross-correlations found in the off-source LIGO
data sets and the simulated Gaussian noise data sets, respectively. The usage of these
two different curves is complementary. The simulated Gaussian noise is guaranteed to
be free of truly correlated signals while the off-source detector data more closely fol-
lows the noise distribution of the actual detectors. The close agreement of these curves
however indicates that the true noise of the detectors is statistically indistinguishable
from pure Gaussian noise at the level of this test for all the bandpass frequency ranges

6More details on this reasoning can be found in refs. [197, |.

"To reduce the computational time, the code evaluates R(7,,t,w) instead of C(7,, A7,,t,w). The
latter reproduces the former in the limit A7 — 0 (cf. egs. (3.2.1) and (3.2.2)). This leads to slightly
overestimate the significance of the cross-correlations C(7,, A7, t,,w) obtained in Section {3.3.1}.
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Figure 3.6. Comparison between the actual correlation values obtained for the events, and
the frequency of occurrence of similar correlation values in the background of detector time
away from events (black lines) and in simulated Gaussian noise (crimson lines). Here the same
background values are used for the events GW151012 and GW170104, as the same frequency
bandpass range was employed for these two events.

used in our analyses.

Although this procedure of estimating significance is different in several respects
from that employed by the LVC, there is still qualitative agreement in the significance
ranking of the four events. From fig. 3.6 the most significant event, in agreement with
the LIGO results, is GW150914, with a p-value of approximately 10~°. Moreover,
the subtraction of the maximum likelihood waveform in the GW150914 data, makes
C(1p, ATy, t,w) drop down four orders of magnitude. The GW151226 and GW170104
data before subtraction are the next most significant events of the four analyzed, with a
p-values around 1073 and 10~ respectively. This similarity is unsurprising considering
that both these events have a matched-filter SNR around 13 [111]. However, after the
subtraction of the numerical waveform, the p-value of the residuals’ cross-correlation
for GW151226 is approximately 0.2, while for GW170104 it is around 0.08. This feature
is a consequence of the fact that detector noise exists at all frequencies. With a bigger
frequency range considered, a larger amount of noise is included in the data, making
it harder to identify potential signals with a limited bandwidth. On the other hand,
once the background is bandpassed and whitened, the dependence on the frequency
range of the correlations is taken into account, hence the significance obtained for the
various events, can be more easily compared between events. Lastly, in agreement with
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Event Max corr. Max corr. var. | C(7,, AT, t,,w) | C(7,, ATy, t,,w)

Name time ¢, (s) time ¢, (s) before subtr. | in residuals
GW150914 | 1126259462.39 | 0.0069 = 0.0005 -0.97 -0.53
GW151012 | 1128678900.42 | -0.0006 = 0.0006 -0.84 -0.10
GW151226 | 1135136350.62 | 0.0011 & 0.0003 -0.78 -0.32
GW170104 | 1167559936.57 | -0.003 &= 0.0005 -0.94 -0.70

Table 3.2. Time of maximum correlation and obtained correlation values at that time for
the four analysed events. Correlation values are rounded up to the second decimal value and
denote the maximum magnitude of correlation found in the assumed time-lag intervals, both
for the original data and after subtraction of a maximum likelihood waveform. To check the
full precision results see ref. [209)].

LVC results, GW151012% is the least significant event among the four. The p-value
of its data before and after waveform subtraction is only around 1072 and 1, show-
ing that the maximum likelihood waveform still efficiently reduces the cross-correlation.

In general, fig. 3.6 shows that the cross-correlation method, combined with the
present statistical interpretation, is a valid tool for complementary searches of signals
and tests of their modelling.

3.4 Conclusions

Sensitivity to the unexpected is one of the main challenges of the modern experiments.
Marvelous sensitivities often come at the expense of intricate data analysis techniques
required to dig out weak signals from data largely contaminated by instrumental noise.
Unfortunately, such techniques tend to rely on hidden or manifest assumptions, with
the risk of overlooking signatures of new physics in the data. It is then worth develop-
ing alternative techniques to analyze data with a range of different assumptions and
generality. In the present paper we have investigated one of these approaches, the so
called Pearson cross-correlation method. Specifically, we have employed (a variation
of) it to analyse the data of the four gravitational wave events GW150914, GW151012,
GW151226 and GW170104, and scrutinize some claims made about them. The study
has led to the following conclusions:

e Although the Pearson cross-correlation method is less sensitive than a matched-
filter analysis, it is still able to recover the events at relatively low p-values,
relative to both off-source detector data and simulated Gaussian noise.

e No significant cross-correlation arises at about 0.1 s after the end of each event if
the Hanford and Livingston detector data are analysed with time lags consistent
with the original events. No evidence of events such as echoes is then found with
this method.

8There was a typo on the name of the event in the original article that is now corrected on this
version.
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e In all of the four events, the cross-correlations in the data after subtracting maxi-
mum likelihood general-relativity waveforms, is consistent with noise fluctuations.
Specifically, such cross-correlations have p-values larger than 0.05. This is con-
sistent with the residual analysis results of the LVC [21], and amply compatible
with GR.

e The maximum peaks in the residual correlations do not typically occur at detec-
tor time lags consistent with the original events. This seems statistically natural
in the case that the subtracted waveforms well fit the signal in the merging stage,
which is the phase at which the binary signal strain is the largest and the Pearson
cross-correlation method consequently reaches its highest sensitivity.

Several aspects however remain to be explored in more depth. With more com-
putational resources dedicated to the study, it would be interesting to systematically
investigate the performances of the Pearson cross-correlation method in the whole cat-
alogue of LIGO events, and excise these data with a multivariational approach of the
Pearson cross-correlation estimator (here we have run it by varying either the GPS
detector time or the time lag). This is especially true of much lower mass systems
such as the binary neutron star merger GW170817. While analysis of this event is
beyond the scope of the present work, we see no fundamental reasons why the current
techniques could not be applied there. The same method could also be adopted to test
the quality of the multi-source fitting necessary to solve the “enchilada” problem in
LISA data [210]. We plan to deal with some of these aspects in future investigations.
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3.6 Appendix A : Maximum likelihood IMR waveform param-
eters

In this appendix, we report the values of the General Relativity model templates that
we subtract from the detectors data for the four analyzed events. These values corre-
spond to the maximum likelihood values reported in ref. [207]. They are constructed us-
ing the phenomenological inspiral-merger-ringdown waveform family IMRPhenomPv2
[211] which is freely available as part of LALSuite [212].
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Parameter Description GW150914 | GW151012 | GW151226 | GW170104
my Mass of the larger black hole (M¢) 39 23 19 39
me Mass of the smaller black hole (Mg) 32 19 7 21
ay Dimensionless spin of the larger BH 0.977 0.299 0.607 0.550
0¢ Azth. angle of the larger BH spin (rad) 3.6 1.0 2.5 3.49
o7 Polar angle of the larger BH spin (rad) 1.6 2.30 1.2 2.39
as Dimensionless spin of the smaller BH 0.189 0.067 0.938 0.553
05 Azth. angle of the smaller BH spin (rad) 3.44 5.48 5.32 0.06
65 Polar angle of the smaller BH spin (rad) 2.49 0.40 1.05 0.59
dy, Luminosity distance (M Pc) 480 750 380 530
a Right ascension (rad) 1.57 0.65 1.85 0.89
) Declination (rad) —1.27 0.07 0.99 —0.80
P Polarization (rad) 5.99 5.64 2.76 5.69
fo Starting frequency of the waveform (Hz) 10 10 10 10
fref Reference frequency (Hz) 20 20 20 20

i Inclination of the binary at f,.; (rad) 2.91 2.32 0.66 1.09
[0 Reference phase at fr.r 0.69 4.44 0 0
A Waveform’s phase with respect to ¢, —0.92 —0.91 —0.10 —1.80

Table 3.3. Table of the maximum likelihood parameters for the waveforms of the four
events considered here. Values are rounded up to an arbitrary precision. The value of ¢,
for GW151226 and GW170104 is not reported as it is not part of the maximum likelihood

parameters reported by |
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Chapter 4
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Abstract. We use the latest constraints on the population of stellar origin binary
black holes (SOBBH) from LIGO/Virgo/KAGRA (LVK) observations, to estimate
the stochastic gravitational wave background (SGWB) they generate in the frequency
band of LISA. In order to account for the faint and distant binaries, which contribute
the most to the SGWB, we extend the merger rate at high redshift assuming that it
tracks the star formation rate. We adopt different methods to compute the SGWB
signal: we perform an analytical evaluation, we use Monte Carlo sums over the SOBBH
population realisations, and we account for the role of the detector by simulating
LISA data and iteratively removing the resolvable signals until only the confusion
noise is left. The last method allows the extraction of both the expected SGWB and
the number of resolvable SOBBHs. Since the latter are few for signal-to-noise ratio
thresholds larger than five, we confirm that the spectral shape of the SGWB in the
LISA band agrees with the analytical prediction of a single power law. We infer the
probability distribution of the SGWB amplitude from the LVK GWTC-3 posterior
of the binary population model: at the reference frequency of 0.003 Hz it has an
interquartile range of h*Qaw(f = 3x 1073 Hz) € [5.65, 11.5] x 10~ '3, in agreement with
most previous estimates. We then perform a MC analysis to assess LISA’s capability
to detect and characterise this signal. Accounting for both the instrumental noise
and the galactic binaries foreground, with four years of data, LISA will be able to
detect the SOBBH SGWB with percent accuracy, narrowing down the uncertainty
on the amplitude by one order of magnitude with respect to the range of possible
amplitudes inferred from the population model. A measurement of this signal by LISA
will help to break the degeneracy among some of the population parameters, and
provide interesting constraints, in particular on the redshift evolution of the SOBBH
merger rate.
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4.1 Introduction

Stellar-origin binary black holes (SOBBHSs) are among the targets of the Laser Inter-
ferometer Space Antenna (LISA) [213]. The emission of gravitational waves from these
binaries crosses the mHz frequency band, probed by LISA, while they are still far from
coalescence. Given the recent constraints from the LIGO/Virgo/KAGRA (LVK) col-
laboration after three observation runs, we expect a large population of such systems
contributing to the LISA data stream [15]. At least a few of these binaries will be indi-
vidually detected [211-219], while the bulk of them will form a Stochastic Gravitational
Wave Background, as they are too faint /distant and /or because they produce long-lived
overlapping time-domain signals. The characterization of both resolved and unresolved
SOBBH sources is compelling since they are a source of confusion for other detectable
sources in the LISA band. For example, the SOBBH SGWB contribution will act as
a foreground for the detection of a possible signal of cosmological origin [220], see
e.g. refs. [221-221] for prospects about the detectability of a cosmological SGWB in
the presence of an SGWB of astrophysical origin.

Previous papers have estimated the expected level of the SOBBH background.
This can be achieved via direct extrapolation of the LVK observed merger rate, sup-
plemented by a simple modelling of the black-hole (BH) population and of the time

delay between the binary formation and the merger taken from refs. [225-227], as done
e.g. in refs. |21, , , 229]. In particular, refs. [221, | use the LVK observed
event rate from the Gravitational Wave Transient Catalog 2 (GWTC-2) [230]. Al-

ternatively, one can input more refined scenarios of BH formation from the evolution
of different populations of stars, accounting for the cosmic chemical evolution, opti-
cal depth to reionisation, and metallicity of the interstellar medium, to evaluate the
mass distribution of merging SOBBH and in turn the expected SGWB, as done e.g. in
refs. [07, 231-235]. An estimate of the number of resolvable SOBBH in LISA using the
GWTC-2 rate has been done e.g. in ref. [217].

In this paper, we employ several methods to estimate the SGWB in the LISA
band, using the most recent population constraints from the Gravitational Wave Tran-
sient Catalog 3 (GWTC-3) [15]. We evaluate the impact, on the SGWB amplitude, of
the observational uncertainty on the population parameters, taken from the posterior
parameter sample of GWTC-3: we find that the SGWB amplitude can vary by as much
as a factor of five. When considered independently, we show that the parameter whose
marginalised 20 error influences the most the SGWB level is the power-law index of
the redshift dependence of the merger rate. We also assess LISA’s capability to de-
tect and characterise the predicted SOBBH SGWB via a Monte Carlo (MC) analysis of
simulated data, including the SGWB, the galactic binary (GB) foreground component,
and the instrumental noise. The maximal marginalised error on the SGWB amplitude
by LISA is ~ 5%, i.e. much smaller than the variation due to the present (GWTC-3)
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observational uncertainty on the population parameters: this hints to the conclusion
that LISA will have a role to play in constraining SOBBH population parameters via
the SGWB measurement. Though future Earth-based GW detectors observations will
improve on the GWTC-3 constraints by the time LISA flies, we expect that LISA will
maintain an impactful constraining power, since the SGWB amplitude in the LISA
band is influenced by the high-redshift behaviour of the merger rate, complementary
to what will be accessible to ground-based detectors in the near future.

The paper is organised as follows. In sec. {4.2} we describe the population model
that we use, and the assumptions we consider, to construct the SOBBH catalogues.
In particular, we disregard eccentricity in the waveform, as well as any redshift de-
pendence of the population parameters, and we adopt a uniform distribution for the
time-to-coalescence in the detector frame (see sec. {4.2.1}). Faint and distant SOBBH
contribute to the SGWB signal: we, therefore, need to complete the GWTC-3 merger
rate, limited to low redshift, with a model for the star formation and evolution at higher
redshift. As explained in sec. {4.2.2}, we assume that the merger rate tracks the cosmic
star formation rate up to high redshift [130]. We evaluate the impact of a time-delay
between the binary star formation and the BBH merger on the SGWB amplitude in
sec. {4.4.2}. In sec. {4.2.3} we describe the other population parameters: for the mass
distribution we adopt the POWER LAW + PEAK model, and for the spin amplitudes
a positive-exponents Beta distribution [230]; as for the remaining parameters, some of
them are randomly generated (i.e. time-to-coalescence, initial phase, position in the
sky, inclination, and polarization), whereas others are derived analytically (e.g. the
initial frequency of the generated events, their distance...). We have also produced
ten SOBBH catalogues at a benchmark fixed point in the population parameter space,
that we use for consistency studies; their characteristics are presented in sec. {4.2.4}.

In sec. {4.3} we present the four methods we have used to compute the expected
SOBBH background signal. In order of sophistication: (i) the first procedure is based
on an analytic evaluation of the characteristic strain as an integral over the number
density of inspirals, as first proposed by ref. [236] (sec. {4.3.1}); (ii) we then substitute
the integral over the number density by an MC sum over a realisation of a population,
(ila) first as a time-to-coalescence-averaged sum, (iib) and then taking into account
the time-to-coalescence of individual events and binning them according to their corre-
sponding emission frequencies (see sec. {4.3.2}); (iii) finally, in order to account for the
actual detection process of the SOBBHs by LISA, we apply the iterative-subtraction
method developed in ref. [237], for which at each step we compare the signal-to-noise
ratio (SNR) of each source ¢ (p;) to an SNR threshold (pg), and if p; > py, the source
is classified as resolvable and is subtracted from the data. The iterative subtraction
is performed on realistic LISA data-streams produced by injecting the time domain,
spinning wave-form signals of the events, one by one. The latter procedure, despite
being computationally expensive, yields a very accurate representation of the LISA
data and allows for the evaluation of both the residual SGWB level and the subtracted
sources (which we analyse in a companion paper [235]).
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In sec. {4.4} we present our results. We first check that the four methods give
comparable SGWB levels (see sec. {4.4.1}): since the number of subtracted sources is
small [233, |, there is overall very good agreement. Method (i), i.e. the analytic
integration of the background, while not capturing some detailed features of the signal,
can safely be used to estimate the expected SGWB in the LISA band, for all points
in the posterior parameter sample of the fiducial FIDLVK model: the results are
given in sec. {4.4.2}. In sec. {4.4.3} we present the results of the MC analysis of
simulated LISA data including the SOBBH SGWB, the galactic binary foreground,
and the instrumental noise. We show that, also in presence of the GB foreground,
with four years of data, LISA will be able to detect the SOBBH signal and reconstruct
its amplitude and spectral index. Then, accounting for the estimated SOBBH signal
and the GB foreground as extra noise contributions, in sec. {4.4.4} we build the LISA
power-law sensitivity (PLS) [221, 239-211]. Finally, in sec. {4.4.5}, we analyse how
the precise measurement of the SOBBH SGWB by LISA would impact the inference
on population parameters, as put forward in refs. [212, |. We find that the effect is
most promising for the merger rate parameters, i.e. amplitude, and power-law index.
We conclude in sec. {4.5}.

4.2 SOBBH population model and use of GWTC-3 results

4.2.1 SOBBH population model

LISA is sensitive to the GW emission by SOBBHs in the inspiral phase. Within the
timescale of the mission, which we assume of 4 years (i.e. 4.5 years with 89% duty cy-
cle), the GW frequency emitted by most SOBBHs will slowly increase within the LISA
frequency band, f € [107*,0.1] Hz. A minority of SOBBHs will chirp (i.e. their GW
emission will rapidly increase in frequency) and move throughout the band. Among
the chirping SOBBHs, a fraction will be close to coalescence, so that the frequency of
their GW emission will exit the LISA band and, shortly after, enter the ground-based
detectors band, where they will merge. This opens up the possibility of multi-band
observations and /or of archival analyses (e.g. refs. [211, 241-216]). On the other hand,
no SOBBH entering the LISA band during the lifetime of the mission is statistically
expected, as SOBBH with frequencies of the order of 10~* Hz are practically monochro-
matic during the lifetime of the experiment.

We aim at estimating the SGWB due to unresolved SOBBHs in LISA, account-
ing for the most recent population constraints from GWTC-3 [15]. For this aim, we
generate catalogues of SOBBHs emitting in the LISA band, making some simplifying

ITo give an example, by integrating the Newtonian relation d fqw /dt = 96/578/3(GM /c)%/3 féb{,g
one obtains that it takes about 10® years to shift the GW emission of an SOBBH with chirp mass
M = 50M, from 2-107° Hz to 10~* Hz, where it will still be about 10 years away from the merger;
while the same binary will shift from 0.1 Hz to 1 Hz (where it will be about 16 minutes away from
the merger) in about 5 days.
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assumptions.

First of all, for simplicity, we neglect eccentricity in our analysis. LVK measure-
ments poorly constrain the SOBBH eccentricities, but the eccentricity in the LISA
band could be significant depending on the binary formation [247, |. In addition,
we neglect a possible dependence on redshift of the population parameters, since there
are no strong constraints on how the SOBBH parameter distributions should vary with
redshift, and state-of-the-art studies based on observations have not found conclusive
evidence on the presence of any redshift dependence |16, , 249] (this possibility has
been explored e.g. in ref. [250]). Our methodology can incorporate a redshift depen-
dence into the catalogue generation (albeit at a higher computational cost), if this will
be constrained by future data.

Furthermore, we assume that the residual time to coalescence 7. (i.e. the amount
of time that an observer in the source frame must wait in order to see the binary merge)
is statistically uniformly distributed across the SOBBH population. This amounts to
assuming that the formation, and therefore the coalescence rates, are in a steady state.
Indeed, any change in the demographics of the binaries happens on a cosmic time-scale
of O(10%) yrs, i.e. much longer than the LISA observation time, which is the typical
time over which our catalogues are representative. Furthermore, the maximal 7. that
we consider in this analysis (c.f. sec. {4.2.3}) is 784~ O(10%) yrs in the detector
frame, also much smaller than the timescale over which the cosmic coalescence rate
varies. We also neglect the possibility that the SOBBHs form on such a tight orbit that
their GW emission at formation is already within the LISA band; this would indeed
also break the uniform distribution hypothesis for 7.

The above assumptions allow us to model the SOBBH population as follows.
We consider the binaries emitting in the LISA band and observed by the detector
at a given instant t, ¢.e. the time at which LISA switches on. Note that for the
sake of the argument, we take this time in the source frame. Among the intrinsic
parameters (masses, spins, phase, polarisation...) and extrinsic ones (sky position,
inclination...) of each SOBBH, we single out the time-to-coalescence 7. = t. — ¢
in the source frame (where ¢, denotes the time of coalescence of a given SOBBH)
and the redshift of the source z, while 5 represents the remaining parameters. The
population model parameterized in terms of some hyper-parameters ] provides the
statistical distributions p(£]6) of € (for simplicity we omit the vector symbol on ¢ and
0 from now on). The number of SOBBHs with given z, 7., &, whose signals reach the
interferometer at time ¢, is

&N (z,7.,6,0) v,
dédzdr, R(z ) {dz (Zﬂ p(&l0), (4.2.1)
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where V, is the universe’s comoving volume,? and

d’N
dv.dr,

R(z,7.) = (4.2.2)
Within our assumptions, all values of 7. are equiprobable at any z: the rate density
satisfies therefore R(z,7.) = R(z,7. = 0), i.e. the one of merging SOBBHs. More-
over, in our population, the number of SOBBHs with given 2z and ¢ that are received
by the interferometer at the times ¢ and t + dt, are precisely N(z,7. = 0,§) and
N(z,7. = 0+dt, &), so one can equivalently interchange dr. <> dt in eq. (4.2.2). All to-
gether, it follows R(z,7.) = d*N(z,7. = 0,£,60)/(dV. dt), which is precisely the merger
rate density in the form that LVK is constraining [106]. Hereafter, we drop the .
dependence in R(z,7.) as irrelevant.

Given our assumption that the merger rate R(z) is in a steady state, we can
readily apply LVK findings to it. In the next section, we explain how we use eq. (4.2.1)
to generate SOBBH catalogues compatible with the latest population constraints from
LVK GWTC-3. However, the merger-events-based LVK constraints on R(z) are limited
to small redshift, while we need to model sources also at high redshift, since they have
a significant contribution to the SGWB. In order to simulate the high-redshift part
of the SOBBH population, we therefore need to incorporate knowledge of the star
formation and evolution at high redshift, as we will see below.

4.2.2 Implementing GWTC-3 posterior for the SOBBH population pa-

rameters
The SOBBH population model is determined by the merger rate R(z) and the dis-
tribution function p(£|f) in eq. (4.2.1). In ref. [16], the LVK collaboration has anal-

ysed a series of population models and produced inference on their parameters, find-
ing that the most promising one to explain the SOBBH events gathered in GWTC-3
[15] is characterised by (a) a power-law dependence of the merger rate with redshift,
R(z) = R(0)(1 + 2)"; (b) a population mass model, known as POWER LAW + PEAK
mass model, combining an inverse power-law dependence on the largest BH mass, with
a Gaussian peak at approximately 30-40 M, and a power-law distribution for the
mass ratio of the binary; (c) a population spin model in which the amplitudes are
independent and follow positive-exponent Beta distributions favouring intermediate-
valued spins, and whose tilt distribution is a mixture of an isotropic distribution and
a truncated Gaussian. The distributions for masses and spins are explained in more
detail in app. {4.6.2}.

For the sake of convenience, we will call this combination FIDLVK, and we will
use it as the fiducial model in our analysis. We provide population-averaged predic-
tions of the SGWB, based on the publicly-available population parameter posterior

2The redshift derivative of the comoving volume in eq. (4.2.1) accounts for the fact that spherical
shells further from us enclose increasing amounts of volume and thus larger numbers of events for a
given R(z).
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distribution |251] for the FIDLVK model conditioned to the SOBBH of GWTC-3 [16]
(excluding low-mass-secondary GW190814 and likely-NSBHB GW190917, as per the
fiducial approach by LVK). The parameters 6 of the mass and spin distribution p(£|0)
are imported directly from the LVK results. On the other hand, the parameters of
the merger rate R(z) require a different treatment. Because of the interferometers
frequency band, LVK probe the SOBBH population only at relatively low redshift, so
the redshift dependence of the merger rate in LVK analyses is modelled as a power-
law. Indeed, the GWTC-3 inferred merger rate posterior constrains the pivot rate
R(0) and the power-law exponent  only for z < 0.5 [16]. In order to produce, from
this posterior, SOBBH SGWB estimates valid in the LISA band, we need to extend
the merger rate model towards higher redshift, since high redshift SOBBHs contribute
significantly to the background.

For this purpose, we adopt a phenomenological approach and assume that the
merger rate tracks the Madau-Fragos SFR [130], neglecting the presence of a time
delay between the binary formation and merger. While in sec. {4.4.2} we discuss the
impact on the SGWB amplitude of including time delays, in the rest of the paper we
parameterize the merger rate as

(1+2)"
K+r )
14+ 5 (i)

T 1+chak

R(Z) = R()C

(4.2.3)

where C ensures Ry = R(z = 0). The analysis of ref. [130] finds the following best fit
values for the SFR parameters: x = 2.6, 7 = 3.6 and zpeax = 2.04 (note the difference
in the definition of zpec With respect to ref. [243]). At redshift z < 1, this behaves
similarly to the R(z) = Ro(1 + z)" power law constrained by LVK, which finds a best
fit k = 2.7. Motivated by this agreement, we incorporate the LVK GWTC-3 poste-
rior into eq. (4.6.1) by matching Ry and & for each point in the population parameter
sample with the fixed fiducial values r = 3.6 and 2zpeax = 2.04 from ref. [130]. The
resulting posterior for the merger rate is by construction fully compatible with that
of the low-redshift merger rate of LVK (see app. {4.6.1} for further discussion and in
particular fig. 4.14).3

Finally, in order to keep consistency with LVK [16], we adopt the ACDM cosmo-
logical model with parameters fixed accordingly to the “Planck 2015 + external” data
combination [252].% These correspond to Hy = h x 100km/(s Mpc), with h = 0.678

3In ref. [243], the LVK Collaboration also considers a similar high-redshift extension and finds mild
constraints on r and zpeax (using a different definition of the latter, see app. {4.6.1}) by combining
the population parameters inferred from GWTC-2 resolved mergers with the upper limits imposed
by the non-detection of the SGWB. We verify a posteriori the compatibility of our results with the
upper limits on the SGWB amplitude presented in ref. [243].

“Note that the ACDM parameter values used in ref. [16] correspond to the incomplete Planck
2015 data combination PLIKHM TE (high-/ TxE spectrum data only) instead of the fiducial
PpLIKHM TTTEEE+LOWTEB, which includes temperature-only and polarized data for the whole
Planck multipole range. The difference is anyway negligible for the purposes of this paper.
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being its dimensionless value, for the local Hubble rate, and €2,, ~ 0.3 and 24 =~ 0.7 for
the matter and cosmological-constant energy densities. The cosmological model enters
in the differential comoving volume per unit redshift, dV.(z)/dz, of eq. (4.2.1), and in
the computation of the cosmological distances needed for the integration in sec. {4.3}.

4.2.3 SOBBH population synthesis

In sec. {4.3} we propose four different methods to compute the SGWB due to unre-
solved SOBBHs. The first method consists of an integration of the number density in
eq. (4.2.1) [236]. The other three are based on the superposition of the GW signals
from SOBBHs populations, with different levels of sophistication. The latter methods
provide a more refined evaluation of the SGWB and of its spectral shape and are also
important to assess the size of statistical effects (e.g. the uncertainty due to the pop-
ulation realisation) and the consequences of other choices inherent to the catalogue

(det)

. . . . t
simulation, such as the value of the maximal time-to-coalescence 7¢max, see below.

We thus need fast and reliable SOBBH population synthesis. We have writ-
ten two independent population synthesis codes, which can be found in the following
repositories: [253] and [254]. These have been also compared with ref. [25]. In these
implementations, the masses and spins are drawn from the LVK GWTC-3 distribu-
tions, briefly revised in app. {4.6.2}.

The redshift of the binaries is generated independently as an inhomogeneous
Poisson point process, according to the z-dependent terms in eq. (4.2.1), between
Zmin = 107° (= 45 kpc of comoving distance, in order to exclude binaries within the
Milky Way), and zp.x = 5, which is sufficient for an accurate SGWB computation, as
we demonstrate in sec. {4.3.1}. Note that we will limit 2., = 1 in the analyses based
on catalogues whenever using a larger z,., would prove too costly from the computa-
tional point of view, c.f. sec. {4.3.3}.

The rest of the individual SOBBH parameters are generated from the priors pre-
sented in table [4.1], based on physical considerations: isotropy for the sky position,
inclination, and polarization; and uniform time-to-coalescence in the detector frame,
as discussed in sec. {4.2.1}. From the randomly-sampled parameters, we compute the
derived quantities necessary for the problem at hand, such as the frequency at the start
of the LISA runtime, the LISA in-band time, cosmological distances, and so on.

The upper limit for the population synthesis time-to-coalescence Téi";;)x needs to
be high enough to give a faithful representation of the SOBBH SGWB signal in the
LISA band (at least where it is the dominant contribution to the astrophysical-origin

SGWBs), and at the same time it is conditioned by computational limitations. As

discussed in app. {4.6.3}, Tc((fﬁ;l( = 10*yrs provides a good balance between these

requirements.
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Parameter Prior

Time-to-coalescence (source frame) U0, Tc((riﬁz)x (14 2)] yrs

Ecliptic Longitude U[0, 27| rad

Ecliptic Latitude arcsin (U[—1, 1]) rad
Inclination arccos (U[—1,1]) rad
Polarization U10,27] rad
Initial Phase U[0, 27| rad

Table 4.1. Priors for the parameters of individual SOBBHs. The uniform prior for the
time-to-coalescence, which is source-dependent, is justified in sec. {4.2.1}. The priors on
the ecliptic coordinates and the inclination impose statistical isotropy in the positions and
orientation of the binaries.

4.2.4 Benchmark fixed-point catalogues for consistency studies

In addition to probabilistic GWTC-3-posterior forecasts, we also single out a fixed
point in the population parameter space, which we use as a benchmark to compare
different SGWB computation methods and assess the size of statistical and numerical
effects. For this fixed point, we use values close to the median of the GWTC-3 FIDLVK
model posterior, indicated in table [4.2], with an important modification.

Rate of events R(z) | Mass distribution | Spin distribution
Ryo = 28.1 Gpe3yrs™! ([Smmiri?gaﬁ € [2.5,100] Mo E[a] =0.25
k=27 ami:“ " © Var[a] = 0.03
Zpeak = 2.04 \ _ 0.039 C = 0.66
r=3.06 peak = oy =15

L = 34 Mg

Om — 5.1 M@

B, =11

Table 4.2. Population parameter values for the benchmark fixed-point. The other parameters
in the population are set to their GWTC-3 posterior median values, given in apps. {4.6.1}
and {4.6.2}. The mass range and mass smoothing parameter i, have been modified to
accommodate for the possibility of more extreme events in future data.

The determination of the mass range population parameters mp;, and M., in
the LVK study [10] is sensitive to whether certain events from GWTC-3 (the extreme
mass ratio binary GW190814 and the likely-NSBHB binary GW190917) are considered
as outliers and excluded from the analysis. The inclusion of GW190814 suffices to push
the lower mass bound down to mpy;, ~ 2.5 M.

Motivated by the possibility that such outliers may appear in future data, we
enlarge the mass range for the benchmark fixed-point catalogues to [2.5,100] M, also
raising the upper bound up to the original prior boundary of the m,.x population pa-
rameter, previous to GTWC-3 constraints. The modification in particular of the lower
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mass boundary necessitates a further increase in the width of the low-mass smoothing
function (see app. {4.6.2}), in order not to deviate strongly from the mean GWTC-3
mass probability density at masses m > my;,. This is achieved by increasing the
value of the d,,;, population parameter (nevertheless, we have found that the SGWB
calculation is not very sensitive to this choice).

Though this fixed point in the population parameter space does not pertain to
the GWTC-3 posterior, due to the modifications to the mass distribution, it leads to
an SGWB in the LISA band which is compatible with our posterior-based evaluations.
It is therefore useful as a benchmark to gauge the sensitivity of the SGWB predictions
to different assumptions on the population model.

We have generated a sample of 10 catalogues with parameters set to this bench-
mark fixed-point. Since they will be used only to compare and validate population-
based SGWB computation methods, we have limited their redshift range to 2.« = 1,
to reduce computational cost. As stated before, we limit the time-to-coalescence in

these catalogues to Tc( Iﬁ;)x = 10* yrs. For the purposes of testing the sensitivity to dif-

ferent 7.ty values (see sec. {4.3.3}), we have generated one catalogue with 73t =
1.5 x 10* yrs, and from it we have produced two sub-catalogues with Tc(,ma)x =1.0 x 10*
and 5 x 103yrs. Setting oot = 10%yrs produces approximately 60 million binaries
with 1nsp1ra1hng frequency within the LISA band. The number of events scales linearly

et
with 7. ma)x

4.3 Computation of the SOBBH signal in the LISA band

We adopt four different methods to evaluate the SOBBH SGWB which allow us, by
their different nature, to capture different features of the signal. In the following
sections, we describe them.

4.3.1 Method (i): analytical evaluation

In this section we provide a brief description of the formalism employed for the analytic
evaluation of the SOBBH SGWB, following ref. [236]. The normalised SGWB energy
density spectrum per logarithmic unit of frequency Qgw/(f) can be defined from the
total GW energy density present in the Universe and emitted by the whole SOBBH
population, expressed in the detector frame. Recalling eq. (4.2.1) this reads

(tot) 3N (event)
Pow df / / / d’N(z,7.,€,0) p
— = Q d dV, 4.3.1

(event) — 400

where p. = 3HZc*/(87G) is the Universe’s critical energy density and piyy
denotes the energy density associated to a single SOBBH event, at the detector Using
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ref. [31], one can derive

ey i) _ 452
Pe 167Gp. (14 2)* 3.
¢ 3272 (m\ 43 (GM 1073 10 1+ cos? ¢\ 2
= : (Y v

167Gpe(1 + 2)* a?r? <c> ( 2 ) fs(7e) 5 + cos | ,

where all quantities are at the source: M is the SOBBH chirp mass, a-r its physical
distance in the local wave zone, ¢ its orientation with respect to the detector, and
ws = mfs its orbital frequency. The second equality in eq. (4.3.2) has been obtained
under the approximation of quasi circular motion for the binary f, < /2, and we have
averaged over the waveform phase. Substituting eq. (4.3.2) in eq. (4.3.1), expressing
the differential comovmg volume as dV, = c¢d2,/H(z)dQdz where dy = agr is the
proper distance, H(z) = Hoy/Qun(1+2)3 +Qa, and Q is the solid angle [275], and
noting that ar* = d%,/(1 + z)?, one gets, after integration over the solid angle (giving
a factor 167/5),

(tot)
p o 32 ol GM 10/3 R(z)p(€]0) 1
% = 0/3 /d{/dz/dﬂ; ) EEDE S fo(m)'?, (4.3.3)

where we have also used definition eq. (4.2.1). One can change the integration variable
from 7, to f, using the relation df,/dr, = 96/57/3(GM /333 f1'/3 | valid for quasi-
circular binaries in the Newtonian approximation, then change to the frequency at the
detector f = fs/(1+ z), and equate the integrands in eq. (4.3.1), to obtain the SGWB
energy density power spectrum:

)33 .
Q) = gn/* 49 / de / GJQ\;F Hi()dpfﬁl/g_ (4.3.4)

Among the set of binary parameters &, only the chirp mass is relevant within the
Newtonian approximation. One can therefore express the SOBBH SGWB today as

2/3
*Qaw (f) = P*Qaw(f.) <fi> : (4.3.5)

with f, an arbitrary pivot frequency, and

5/3
%/dmldfrmp(ml,mg) (M(my, ma)[M])>/?

y /Zmax 1 R (Z) f*2/3
z
0 (1 -+ 2)4/3H(2) (1.32413 x 1018 HZ)2 ’

R Qaw(fe) =
(4.3.6)

where we have used (Hy/h)/+/875/3/9 = 1.32413x 107!8 Hz. For the numerical evalua-
tion of eq. (4.3.6), we have set GM, = 1.327 x 10%° m?®/s? and ¢ = 2.9979246 x 10°® m/s.
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Figure 4.1. Amplitude h?Qqw(f+) of the SOBBH SGWB at the pivot frequency f. =
frisa = 0.003 Hz, varying each parameter of the FIDLVK population model within the 5-95
percentile range of the GWTC-3 posterior, while maintaining all other parameters fixed to
their central values. Dotted (dashed) lines represent the value of h?Qgw (f«) evaluated at
the 5 (95) percentile for a given parameter, whereas the horizontal solid line represents the
amplitude of the signal when all parameters are fixed to the values in table [4.2]. The red
arrow in « indicates that the amplitude of the signal for fmax (F2Qaw(fs) ~ 2.8 x 10712) is
beyond the range of the plot. The signal amplitude grows with decreasing my;n, contrary to
all other parameters.

In fig. 4.1 we plot the amplitude of the expected background at the reference
frequency f. = 0.003Hz, close to LISA’s peak sensitivity [250], evaluated from the
integral in eq. (4.3.6). For the merger rate R(z), we adopt the phenomenological pa-
rameterization described in sec. {4.2.2}. While in fig. 4.1 we consider z,,.x = 30, as we
do not expect active sources at higher redshifts, in fig. 4.2, in contrast, we analyse the
relative difference of considering smaller values for z,,.x. The only other population pa-
rameters that enter the analytic evaluation are the masses my, msy of the two compact
objects, expressed in terms of the chirp mass: as previously stated, for their proba-
bility distribution p (mq, my), we adopt the POWER LAW + PEAK model. Naturally,
the amplitude of the background depends on the choice of the parameters in R(z) and
p(my, mg): respectively, (Rop2 = R(z = 0.2), k), and (&, dmin, Mmin, Mmax, Apeaks I, T, 3),
defined in apps. {4.6.1} and {4.6.2}. Following sec. {4.2.4}, we plot as a horizontal
solid line the SGWB amplitude for the values indicated in table [4.2] for each of the
population parameters ; we also show the range of SGWB amplitudes (grey bars)
obtained when each of the parameters is varied within its 5-95 percentile range ac-
cording to the GWTC-3 posterior (see apps. {4.6.1} and {4.6.2}), while the rest of
the parameters stay fixed to their values of table [4.2]. This shows how the differ-
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ent parameters in the model influence the SGWB amplitude when varied individually.
Larger ranges for the SGWB amplitude translate into stronger constraining power from
the measurement of the individual parameter; however, since this approach neglects
degeneracies, large ranges for multiple parameters do not mean that these can be simul-
taneously constrained (the issue of SGWB-derived population parameter constraints
will be further discussed in sec. {4.4.5}). Note that the signal amplitude grows with
decreasing m,i,, contrary to its response to all other parameters. The population pa-
rameter with the largest impact on the SGWB amplitude is the power-law index of the
merger rate k, since its value controls the merger rate growth at intermediate redshift
1 < 2 < Zpeak, Which strongly influences the outcome of the redshift integration in
eq. (4.3.6). The red arrow in fig. 4.1 indicates that the SGWB amplitude obtained for
Kmax, M?Qaw(f+) =~ 2.8 x 10712, is beyond the range of the plot.

In fig. 4.2 we plot the relative percentage change of the SGWB amplitude when
varying Zmax in eq. (4.3.6). Since the merger rate in eq. (4.6.1) decays at high red-
shift, the SGWB grows asymptotically towards a constant amplitude as we integrate
over larger and larger redshift ranges. Taking z,.. = 30 as a reference, we plot
AQew[%] = 100 x (1 — Qaw (fo) | sma /QLaw (fe) | 2max=30) for different values of zpax.
The figure indicates that integrating up to zp.x = 5 already allows to obtain ~ 1%
accuracy in the calculation of the SGWB amplitude. This is sufficient for the scope
of this paper given that, as presented in sec. {4.4.3}, the typical error on the SGWB
measurement by LISA is larger than that. The SGWB amplitude in fig. 4.2 has been
evaluated adopting the parameter values corresponding to the benchmark fixed-point
described in sec. {4.2.4}; the convergence trend is very similar when using the mini-
mum or maximum values of a given parameter, keeping the others fixed to their central
values.

4.3.2 Methods (iia) and (iib): Monte Carlo sum

An alternative method to compute the SGWB is to sum the GW signals, emitted by
individual SOBBHs, over a realisation of the population drawn from the distribution
represented by the number density. The simplest implementation consists in factoring
out from eq. (4.3.4) the population number density of eq. (4.2.1), averaged over time-
to-coalescence and sky-position, to obtain

or2/3 (5/3 1 5/3 23
Qawlf) ™ =5~ Fpg @ (Z B (Lt )P 2 (437)

Te,max i€pop

where f is the observed frequency, and M;, z; and d,;; are the chirp mass in the
source frame, redshift and proper distance of the individual GW sources. The fac-
tor 1/7emax = (14 2)/ 789e0). comes from the time-averaging of the number density of
eq. (4.2.1).

The SGWB amplitude resulting from the sum over a realisation of the SOBBH
population is obviously realisation-dependent. We can assess its concordance, within
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Figure 4.2. Relative percentage change of the signal amplitude Qgw (f«) evaluated at f, =
0.003 Hz with respect to Qaw (f«)|zmax=30, When varying zmax in eq. (4.3.6).

the variance due to the population draws, with the analytical computation of eq. (4.3.6)
by evaluating eq. (4.3.7) for a large number of realisations. The result is shown in
fig. 4.3, assuming population parameters fixed to the benchmark values described in
sec. {4.2.4}, and setting z.x = 5. The population variance in terms of the ratio of the
interquartile range to the mean of the realisations’ amplitudes amounts to 0.2% only.?
The difference between the SGWB amplitude obtained by averaging the realisations,
and the one obtained by the numerical integration of eq. (4.3.6), is much smaller than
the population variance, highlighting the equivalence between the two methods. Fur-
thermore, the population variance uncertainty is much smaller than both the expected
integration error due to fixing z,.,. = 5, and the forecasted precision of the LISA mea-
surement (see sec. {4.4.3}).

A more refined approach to evaluating the SGWB can be obtained by summing
the contribution of each SOBBH in the population, accounting for the actual frequency
of emission of each source (while in eq. (4.3.7) only the chirp mass and the distance -
equivalently redshift - pertain to the individual events). In order to do this, we rewrite
the SGWB energy density starting from eq. (4.3.1), but re-expressing the number
density as the number of events per unit of emission frequency f, using the relation
dfs/dr. for quasi-circular Newtonian binaries, then changing the integration variable
to the observed frequency, and equating the integrands in eq. (4.3.1) to single out the

5If one naively computes the realisation variance as that of the underlying Poisson point process
(i.e. equal to the mean of the process, here the expected number of events), one would overestimate
the realisation uncertainty by a very large factor since not all events contribute equally to the SGWB.
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Figure 4.3. Comparison between the distribution of MC sums of eq. (4.3.7) over 1000
realisations sharing the same population parameters (see sec. {4.2.4}), and the numerical
integration of eq. (4.3.6). The two methods are equivalent within the range of the population
variance (~ 0.2%), which is in turn much smaller than the integration error due to the
Zmax = D cut (~ 1%, see fig. 4.2). Such small effects will not be observable by LISA (see

sec. {4.4.3}).

SGWB power spectrum:

BN (z,6,6) gg;m
Qew(f /df/ TrrT f /dQ . (4.3.8)

We can now express the integral in the above equation as an MC sum, as done previ-
ously in eq. (4.3.7), but this time computing the sum of the GW energy density emitted
by every SOBBH per (detector-frame) frequency bin, where the latter is defined using
some frequency sampling 07 as [(j — 1)dy, jd¢], N; being the subset of a population
with emission frequencies (in detector frame) in bin j

p(event)(zi,Mi,fi)

1 1
Qaw(f) ~ 5 Zfiﬂ/dﬂ Gw -
iENj

64713 G103 1~ (1 + 2,)*/°
15 CgHg 5f ieN; d?\/],z

(4.3.9)

M30/3fi13/3 7

where the different powers of the per-source quantities with respect to eq. (4.3.7) can
be explained by the frequency dependence of the number of sources in each bin.
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This assumes monochromatic sources, ignoring frequency drifting during the life of
the mission.® The largest contribution to the background is produced by sources with
f € (1073,1072), whose frequency drifting is small; we can therefore choose e.g. the
frequency with which they enter the LISA band (see sec. {4.6.3}). We will show the
result of both MC integrations, eqs. (4.3.7) and (4.3.9), in sec. {4.4.1}.

4.3.3 Method (iii): iterative subtraction

The methods presented above are based on summing the signals of the SOBBH in
the population, without accounting for the actual detection process, apart from re-
stricting the maximal time-to-coalescence Tc(?re& to a computationally manageable and
detector-compatible value (for methods (iia) and (iib) of sec. {4.3.2}). However, we
are ultimately interested in the SGWB signal in LISA, and the detector sensitivity
can influence the SGWB spectral shape/amplitude. In order to consider such aspects,
we also evaluate the SGWB following the methodology developed in ref. [237], using
ideas first presented in refs. [258-260]. The procedure is based on generating LISA
data-streams, by computing the waveform signals of all the events within the simu-
lated population. Depending on the adopted waveform model, this can yield a very
accurate representation of the LISA data, as far as SOBBHs are concerned. However,
simulating millions of sources is computationally expensive, thus one has to allocate a
considerable amount of computational resources to this task.

The procedure begins by fixing the mission duration 7}, here set to 4 years, and
generating the signal to be measured by LISA. We compute the h, and hy waveforms
for each source of the simulated catalogue, and then we project them onto the LISA

arms. We use the IMRPhenomHM model [261], which describes spinning, non-precessing
binaries. It is based on the IMRPhenomD [262, 263| model, but it includes higher order
modes. We use the lisabeta software [204, | for our computations. When gen-

erating each waveform, we also compute its SNR in isolation, pi*°, with respect to the
instrumental noise only, which will be used to reduce the computational requirements

of the procedure, as explained below.

Next, we estimate the total power spectral density (PSD), S, k, summing all the
GW sources plus the instrumental noise. The index k refers to the iterative step. Since
this PSD is very noisy, we compute its running median to produce a smoother version
of it. We then evaluate the SNR p; of each source 7 using the smoothed S, x as the
total “noise” PSD. Note that, to speed up the computation, this is performed only on
the subset of sources with sizable pre-computed SNR in isolation pi*° (see ref. [237]).
The SNR p; are then compared to a threshold SNR pg: if p; > pg, the source is clas-
sified as resolvable, and is subtracted from the data. The smoothed residual PSD
Sh, k+1 is then re-evaluated after re-iterating through the catalogue of sources and sub-
tracting the loud ones, and the procedure is repeated until the algorithm converges.

Convergence is reached when all the sources are subtracted given the py threshold, or

6We could easily extend this formula to account for drifting by summing each event over different
bins with some weight proportional to the time spent emitting at the frequency of the bin [257].
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Figure 4.4. Left : Tests of the iterative-subtraction method: the SOBBH SGWB is shown in
comparison with the analytical evaluation obtained integrating eq. (4.3.6) (red dashed line)
for the benchmark population parameters described in sec. {4.2.4}, simulated, and integrated,
up to zmax = 1: the 10 realisations of the simulated population with equal parameters, set
to the benchmark described in sec. {4.2.4}, yield the same level of stochastic signal; Right :
the effect of different choices for the SNR, threshold py on the resulting stochastic signal: the
smaller pg, the more sources are classified as resolvable, generating a “dip” in the stochastic
signal at high frequencies. The shape of this dip depends on both the astrophysical catalogue,
and on the shape of the instrumental noise PSD.

if Sp k41 and Sy, k are practically identical at all frequencies considered. At the end
of the procedure, we compute the final SNR of the recovered sources, with respect to
the final estimate of S, k,..,- Thus, as final products, we get both the SGWB due to
the sources signal confusion, as well as the properties of the recovered sources (their
number, waveform parameters, and final SNR).

Different realisations of the same population (with the same number density pa-
rameters) should yield different, though statistically compatible, sets of subtracted
events, but a similar SGWB after smoothing. We have verified this statement by eval-
uating the SGWB from the 10 benchmark catalogues presented in sec. {4.2.4}; the
result is shown in fig. 4.4.

The crucial parameter of the iterative method is pg, the minimum SNR above
which events are considered resolvable and thus subtracted from the total signal. We
consider py = 8 an appropriate choice [260, |, assuming that stochastic methods
to sample the sources parameter space, more efficient than grid-based methods [268],
can be used to analyse the LISA data streams. Archival searches will allow to further

reduce the SNR threshold down to py = 5 [210, |. As can be appreciated from
fig. 4.4, as long as pg = 5, the number of detectable sources is too small to alter the

shape and amplitude of the residual SGWB spectrum [2141, 233] (see also ref. [238]).
Our prediction for the SGWB level is therefore robust with respect to our choice of
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setting po = 8. On the other hand, if values of pg < 4 will be justified in the context
of future improvements in data analysis methods, or of archival searches using future
ground-based detector data [269], the residual SGWB spectral shape must be adapted:
as can be seen in fig. 4.4, it no longer follows the analytical estimation of sec. {4.3.1},
which does not account the presence of the detector, but a dip on its amplitude appears
at high frequencies.

Note that we have assumed uninterrupted measurement over the time frame Ty,
and the instrumental noise, taken from ref. [250, |, is assumed to be ideal, i.e. Gaus-
sian and stationary. We also subtract each resolvable source from the data at its injec-
tion parameters, meaning that we generate “perfect residuals”, or in other words, we
neglect the uncertainty on the source parameters, which inevitably arises within the
parameter estimation procedure. We, therefore, simulate an optimal case of the global
fit scheme for the LISA SOBBHs. The above assumptions, while not totally realistic,
allow us to simplify the analysis.

4.4 Results

4.4.1 Comparison between SGWB computation methods in the LISA band

In this section we show the effect of fixing a maximal time-to-coalescence for the sim-
ulated populations on the SGWB spectral shape, and compare the SGWB signals
resulting from the four methods described in Sections sec. {4.3.1} to sec. {4.3.3}. As
a benchmark, we use one of the fixed-point catalogues presented in sec. {4.2.4}. The
redshift range is limited to z € [0, 1] (comoving distance up to ~ 3 GPc) to guarantee
the computational feasibility of the iterative-subtraction method. The amplitude of
the SGWB signals shown in this section is therefore reduced (cf. sec. {4.4.2}), but this
plays no role in the purpose of the tests performed here.

As discussed in Sections sec. {4.2.3} and sec. {4.2.4}, in order to limit computa-
tional costs, synthetic populations are generated including events up to a maximum
time-to-coalescence, that we fix to Té?ﬁ;)x = 10* yrs in the detector frame. In order to
investigate the effect of this assumption, one of the catalogues among the benchmark

ones has been generated with Tc(‘i;i;)x = 1.5 x 10*yrs, and from it we have produced

two sub-catalogues with 7.5 = 1.0 x 10* and 5 x 103 yrs. The SGWBs inferred from
these catalogues via the iterative-subtraction method are shown in fig. 4.5: excluding
all sources beyond a given Tc(‘i‘ﬁl;L (appropriately redshifted in the source frame), results
in a non-physical bending of the SGWB at low frequencies, depending on the maximal
time-to-coalescence (in agreement with ref. [237], see also app. {4.6.3}). It is there-
fore important to pick a value for Té?ﬁ?x ensuring a minimal loss of information while
keeping the computational cost of generating the SGWB manageable: as discussed in

app. {4.6.3}, we consider 74 — 10 to be a good compromise.

In fig. 4.6 we show the SGWBs computed using the three methods based on pop-
ulation synthesis, presented in Sections sec. {4.3.2} and sec. {4.3.3}. The results are in
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Figure 4.5. The effect of adopting different Té?ﬁ?x values on the resulting stochastic signal,

computed using the iterative subtraction (method (iii)). The red dashed line represents the
analytical result (method (i)). Imposing a maximum time-to-coalescence in generating the
synthetic populations suppresses early-phase inspirals, producing a cutoff in the SGWB at
low frequencies. This is not a physical effect, but a limitation of the population synthesis:
the spectrum tends towards the expected power law as the upper limit in time-to-coalescence
grows.

very good agreement, for both the SGWB amplitude and spectral shape. In particular,
those of the frequency-binned MC sum (method (iib)) and of the iterative subtraction
(method (iii)) also follow the single power-law behaviour /3 predicted by the analyt-
ical evaluation (eq. (4.3.4)), and taken over by the averaged power-law-like MC sum
(eq. (4.3.7)). As far as the frequency-binned MC sum is concerned, this shows that
our population catalogues are complete. As far as the iterative-subtraction method is
concerned, instead, this is a consequence of the simulated detection process: the in-
strument sensitivity is such that the number of resolvable sources is too small, even at
high frequencies, to alter the SGWB spectral shape, as already pointed out in ref. [233]
(see also ref. [238]).

The signals from the frequency-binned MC sum and from the iterative subtraction
share some features, especially at low frequencies, despite the fact that the former uses
simplified waveform and does not account for frequency drifts. Both approaches also
follow closely the averaged power-law-like MC sum, which is distributed around the
analytical calculation of the background, from eq. (4.3.6) (see fig. 4.3).
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Figure 4.6. Comparison between the population synthesis-based methods presented in Sec-
tions sec. {4.3.2} and sec. {4.3.3}. The dark orange line shows the SGWB evaluated with
the averaged MC sum (iia), and the light orange one the frequency-binned sum (iib). The
blue curves show the SGWB evaluated with the iterative subtraction (iii), as explained in
sec. {4.3.3}, for two different data smoothing methods: in sl (light blue) we have performed
a running median over the PSD data using a rolling window of 1000 points, whereas in s2
(dark blue) we apply an additional Gaussian filter. The signals from the frequency-binned
MC sum and from the iterative subtraction share some features, especially at low frequencies,
where the differences due to neglecting the drifting and using simplified waveforms are less
important. Both follow closely the SGWB of the averaged, power-law-like MC sum.

4.4.2 Expected SOBBH signal in the LISA band from GWTC-3

Having established the consistency of the four methods, we turn to the actual com-
putation of the expected SGWB in the LISA band, based on the present knowledge
about the SOBBH population. To this purpose, we rely on eq. (4.3.5) and evaluate
the SGWB amplitude by integrating eq. (4.3.6) for all points in the LVK posterior
parameter sample that is publicly available [251]| for the FIDLVK model [16], fol-
lowing the prescriptions described in sec. {4.2.2}. The distribution of the SGWB
amplitude at the reference frequency f = 3 x 1073 Hz is shown in fig. 4.7 (blue solid
line). On a logarithmic scale, it follows a lightly-right-skewed distribution with me-
dian W?*Qaw(f = 3 x 1073 Hz) = 7.87 x 107!, and has an interquartile range of
h*Qaw(f =3 x 1073 Hz) € [5.65, 11.5] x 10713

The computation of the SGWB amplitude has been performed under the assump-
tion that the merger rate inherits the functional redshift dependence of the SFR, as in
eq. (4.6.1). As discussed in sec. {4.2.1} and app. {4.6.1}, the agreement between the
values of the merger rate parameters inferred from GW observations [16] with those of
the SFR inferred from electromagnetic observations [130] supports this assumption at
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Figure 4.7. Posterior distribution of the SOBBH SGWB log-amplitude in the LISA band,
from GWTC-3 (blue solid line). The coloured lines represent the percentiles 5, 25, 50, 75,
and 95 (left to right) of the posterior, and their surrounding vertical bands represent the 68%
(dark shading) and 95% (light shading) uncertainties on the corresponding SGWB amplitudes,
forecasted from a LISA measurement (the uncertainties quoted in the legend correspond to
the 68% error): as derived in sec. {4.4.3}, LISA will measure the SOBBH SGWB with an
uncertainty on the amplitude one order of magnitude smaller than the present GWTC-3
prediction.

low redshift z < 1.5. However, the merger rate remains untested at higher redshifts,
and it is therefore important to investigate how much this assumption influences the
final SGWB result. We do so by analysing one example of a more refined model for
the merger rate, introducing a time delay ¢4 between the formation of star binaries and
their evolution into BBH systems. The merger rate is then given by the convolution
of the SFR with the probability distribution of the time delay [120, , , |:

R(z) = / T Ren (1(2) 4 1) plta) . (4.4.1)

td,min

where Rgpr now denotes the rate of eq. (4.6.1) (with parameter values specified below
that equation), and the probability distribution of the time delay is usually modelled
as p(tq) o< 1/t4. As a consequence, the minimum expected delay ¢4 min plays the main
role in determining the merger rate dependence on redshift. This parameter is ex-
pected to lay in the range 50 Myr—1 Gyr [231]: we therefore pick four values in this
range, and compute the corresponding merger rates from eq. (4.4.1), further imposing
that at z = 0.2 they are equal to the median value of the GWTC-3 constrain for the
FIDLVK model, Ry, = 28.3 Gpc yrs™! (see fig. 4.8) [16]. Looking at eq. (4.3.6), we
see that (for redshift-independent mass models) the redshift-dependent contribution
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Figure 4.8. Blue: probability distribution (median, 25-75 and 5-95 percentile ranges) of
the merger rate under the low-z power-law approximation R(z) o (1 + 2)", according to
the probability density obtained in ref. [230] for the FIDLVK model. Orange: its extension
to high-z according to eq. (4.6.1), with fiducial values zpeax = 2.04, 7 = 3.6. Gray lines:
the SOBBH merger rate obtained by convolving the SFR with a time delay, for different
values of the minimum time delay (see eq. (4.4.1)). For each case in the legend, f represents
the fraction of the corresponding SGWB amplitude with respect to the median fiducial case
(obtained using eq. (4.6.1) rather than eq. (4.4.1)).

to the background amplitude can be factored out. We can thus easily compute, for a
given mass model, the ratio f between a time delayed model and our fiducial SRF case.
For ¢4 min = 50 to 500 Myr, we find that they agree within 40%: accounting for the time
delay, therefore, provides SGWB amplitudes close to the P5 percentile of the median
fiducial (SFR-extended) case (see fig. 4.7). The level of agreement drops to 36% for
tamin = 1 Gyr; however, from fig. 4.8, we can appreciate that the corresponding merger
rate is rather in tension with LVK constraints.

Our results, in terms of translating the GWTC-3 population constraints into a
forecast for the SOBBH SGWB in the LISA band, appear to be robust within one
order of magnitude: the highest contribution to the background comes in fact from the
SOBBH population at z < 1.5, for which the merger rate is well constrained by LVK
GWTC-3. Note that all derived SGWB amplitudes fall well within LISA’s detection
capabilities (see sec. {4.4.3}). A more thorough study of the dependency of the SGWB
amplitude on physically-motivated models for the merger rate and mass distribution
can be found in ref. [272].

Our results are also compatible with the latest constraints on the SGWB am-
plitude by LVK [243]. The upper bound on a power-law SGWB with spectral index
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Figure 4.9. Comparison between the SGWB amplitude posterior from this work (blue
shaded area, also shown in fig. 4.7), with the median SGWB value evaluated accounting for
time-delays (blue crosses, left-to-right in decreasing value of ¢4 i, cf. fig. 4.8), and with
other recent results from the literature (black lines and crosses). The grey band to the right
represents the LVK upper bound, derived in ref. [243] for a power-law SGWB with index
a=2/3.

2/3 at f = 25Hz is, at 95% credible level, 3.4 x 1079(1.2 x 107%), when using a log-
uniform (uniform) prior, which becomes in the LISA band h*Qqw(f = 3 x 1073 Hz) <
3.8x 10712 (1.3 x 107!1). This upper bound applies to the total background, which con-
tains other contributions together with the SOBBH confusion signal (for example the
one from neutron star binaries). The actual limit on the SOBBH SGWB is therefore
expected to be smaller. Nevertheless, the SGWB amplitude that we forecast remains
compatible, being smaller than the LVK upper limit at 99% probability, with median
amplitude being smaller by a factor of five (see fig. 4.7).

We also compare our results to a few other predictions for the SOBBH SGWB
in the LISA band given in the literature, see fig. 4.9. In ref. [273], taking into ac-
count early LVK constraints (from the first 6 events) for the merger rate, a time delay
distribution p(ty4) o< 1/tg with t4mim = 50 Myr, and a different fiducial model for the
mass distribution from the one used here, it was found that h?*Qqw(f = 3x 1073 Hz) =
1.25753x 107'2 (90% credible level), which lies in the upper-half of our distribution (see
fig. 4.7). In ref. [234], the authors compute both the isotropic SOBBH SGWB compo-
nent and its anisotropy, and find a lower prediction than in our analysis: h*Qaqw(f =
3 x 1073 Hz) € [1.0,1.9] x 10713, for a number of astrophysics-motivated models for
the merger rate, adjusted to LVK GWTC-1 constraints. The latest LVK forecast
[213], using the merger rate and the mass distribution inferred from GWTC-2, and
the usual time-delay distribution, results in h2Qqw (f = 3 x 1073 Hz) = 5.67]2 x 10713
(90% credible level), which is consistent with our results both when including and
not including time delays. The analysis of ref. [221], also based on the LVK GWTC-
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2 population model, uses power-law mass functions and the conventional time-delay
distribution, and obtains h?Qqw(f = 3 x 1073 Hz) = 2.9%7 x 1073 (approx 95%
credible level): this prediction is compatible with our results, but towards the low
side of the distribution in fig. 4.7. In ref. [233], the authors use the population code
Star-Track to model the binary formation, treating separately the contributions from
population I/II and population III stars. The SGWB amplitude from SOBBHs formed
by population I/IT star is h*Qqw(f = 3 x 1073 Hz) = 1.2 x 1072, which lays in
the upper part of our probability distribution. Population III stars contribute an
additional 2%, h?*Qaew(f = 3 x 1073 Hz) = 2.25 x 107'3: since this is significantly
larger than the expected uncertainty in LISA’s measurement of the background (see
sec. {4.4.3}), the presence of population III stars could be discriminated, provided
that the population is known with sufficient certainty. Finally, in ref. [274] it is found
that the contribution of SOBBH to the SGWB is even lower than what found in
ref. [234], and subdominant in the LISA band with respect to the one from PBHs:
h,2QGV\](f =3x1073 HZ) ~ 4.5 x 107,

4.4.3 SGWB Parameter Estimation

In this section we assess LISA’s capability to detect and characterise the SOBBH
SGWB. We perform an MC analysis of simulated data containing the instrumental
noise, the stochastic foreground from binaries in the Galaxy, and different levels of the
SOBBH SGWB, corresponding to the percentiles presented in fig. 4.7. The SOBBH
SGWB is modelled following eq. (4.3.5), but both the amplitude and the spectral tilt
are left as free parameters in the analysis:

W2 Qaw (f) = 10108100 2aw)(f) <i : (4.4.2)
Je
We apply a pre-processing procedure similar to the one employed in refs. [241, |,

which we briefly summarize here: assuming a mission duration of 4 years, we chunk the
data stream into N, segments of 11.5 days each (corresponding to a frequency resolution
Af ~107% Hz); we generate data in the frequency domain for each segment, including
the instrumental noise, the GB foreground, and the SOBBH SGWB, and we average
over these segments to get the simulated measured spectrum. Using the noise as an
estimate for the variance, we define a likelihood consisting of a sum of Gaussian and log-
normal components (the latter accounting for the skewness of the exact likelihood),
as discussed in ref. [2411]. For the sake of speed and without loss of precision, this
likelihood is applied to a coarse-grained version of the spectrum obtained by inverse
variance weighting, the final data in frequency space being defined as

DI (fE) = h*Qaw(fE, 05) + B2Qu(fE,0,) (4.4.3)
where 2-’} and ij are respectively the coarse-grained frequency corresponding to bin k,

and the data at that bin, for the combination of TDI channels 7 and j. Qgw represents
both the SOBBH component, with spectral shape defined by eq. (4.4.2), and the GB

- 103 —



foreground component, based on the model from ref. [237]. 0_; is the vector of param-
eters of the signal: amplitude and spectral tilt of the SOBBH SGWB, while we recon-
struct only the amplitude h%?Qga of the GB foreground. €, is the instrumental noise
in omega units. We adopt a two-parameter noise model as typically done for LISA: the
noise is characterized at low frequency by the acceleration component, parameterised
by A, and at high frequency by displacements in the interferometry metrology system P
[275]. The two noise parameters form the vector 0;7 and vary freely in our analysis. We
sample over the joint (;,6,) = (log;o[h?Qaw (f = 3 x 1073 Hz)], v, log,[h2Qcall, A, P)
parameter space using the Nested Sampler Polychord [270, | via its interface with
Cobaya [278].

In fig. 4.10 we show the MC contours (2-0 contours) on the SOBBH signal pa-
rameters (log;o(h*Qaw(f+)), @), together with the parameters of the GB foreground
and the noise (log;(h*Qgal), A, P), obtained by injecting each of the SOBBH SGWB
posterior percentiles shown in fig. 4.7. For all the injected SGWB amplitudes, the
reconstruction of both the signals and the noise is accurate, with all parameters con-
sistent with the injected values at 2-o. In particular, the simultaneous reconstruction
of the GB and SOBBH SGWB is achievable even when the amplitude of the latter is
small, due to their different spectral shapes.

The uncertainty on the SOBBH SGWB amplitude from the LISA measurement
is practically constant: Ah?*Qaw(f =3 x 1072 Hz) ~ 4 x 107 (68% CI), with relative
uncertainties ranging from 5% for Ps, to 1% for Py5. Consequently, the < 1% compu-
tation error on the SGWB prediction due to limiting 2z,.« = 5 is acceptable for this
study (cf. fig. 4.2). Moreover, LISA is insensitive to the ~ 0.2% population sample
variance on the amplitude (cf. fig. 4.3).

Rather than sampling over the tilt a, as we did in the present background-
detection study, in a realistic data analysis pipeline searching for the SOBBH SGWB,
the tilt would be fixed to a@ = 2/3. Thus, LISA’s determination of the background
amplitude could reveal more accurate, with respect to the tilt-marginalised errors pre-
sented here. On the other hand, realistic data would contain the contribution from all
the other GW sources in the LISA band, which need to be extracted simultaneously
to the SGWBs signals, possibly affecting the error on the SGWB amplitude compared
to the simple MC evaluation performed here (e.g. ref. [279]).

As a sanity check, for the lowest value of the background amplitude, we have
also performed a Fisher parameter estimation. In fig. 4.11 we present the comparison
between the Fisher analysis and the corresponding MC result, showing that the two
procedures are consistent in the reconstruction accuracy of the signal and noise pa-
rameters.

The results of this section show that LISA will be able to narrow down by one or-
der of magnitude the current uncertainty on the SGWB amplitude due to the SOBBH
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Figure 4.10. 2-0 MC contours on the SOBBH SGWB parameters (h?Qaw(f = 3 x

1073 Hz), a), GB parameter h?Qg,;, and instrumental noise parameters (A, P) for the five
percentile levels of the SOBBH SGWB plotted in fig. 4.7.

population uncertainty inferred from GWTC-3 (see fig. 4.7). Moreover, we demon-
strated that a clear detection of the SGWB is guaranteed, if the true signal falls
within this uncertainty range. On the other hand, the lack of detection, or the detec-
tion of an SGWB outside the posterior prediction (likely lower), would indicate either
that the population model needs to be changed, for example modifying the merger
rate behaviour at high redshift, as discussed in sec. {4.4.2}, or possibly introducing a
redshift-dependence in the mass probability density function; or, it could indicate that
the nature of the SOBBHs is different from what assumed in this work, for example,
they could have highly eccentric orbits. By the time LISA will perform the SGWB
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Figure 4.11. 1 and 2-0 contours from the Fisher analysis, compared with the MC ones,
assuming the lowest value of the SGWB amplitude among the five percentile levels plotted

in fig. 4.7.

measurement (or constraint), the SGWB amplitude posterior predicted from ground-
based observations will probably have narrowed, if not a detection be made by either
2G or (more likely) 3G detectors. Nevertheless, the LISA measurement will provide
further insight into the population of inspiralling SOBBH, by probing the population
properties at high redshift and with low masses, and by testing the SGWB signal in a

different frequency window.
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Figure 4.12. Effective, i.e., averaged over all TDI channels, LISA PLS for 4 years of obser-
vations (with 100% efficiency), including (in dashed purple) and excluding (solid purple) the
GBs and SOBBHs SGWB components. The black line shows the sensitivity of the AA TDI
channel, and the dashed grey line shows the amplitude of the SGWB due to unresolved GBs.
The median value for the SOBBH SGWB estimated in this work from GWTC-3 constraints
on the SOBBH population (with 25-75 and 5-95 uncertainty ranges) is shown in blue.

4.4.4 Impact on the Power-Law Sensitivity

The PLS represents the standard tool to estimate the observability of a given power-
law SGWB. The PLS is normally defined assuming that the only stochastic component
affecting the SGWB measurement is the instrumental noise [239-211]. In fig. 4.12 we
present an improved version of the LISA PLS including the confusion noises generated
by GBs and by SOBBHs. For the GBs we adopt the analytical template of ref. [237]
with all the parameters taken at their reference value; the SOBBH amplitude on the
other hand is fixed to the median value evaluated in this analysis, see sec. {4.4.2}, and
the tilt to 2/3.

The GB contribution mainly affects the low-frequency range, while the SOBBH
contribution is relevant at higher frequencies: this effect is reflected in the PLS. The
inclusion of the GB confusion noise slightly modifies the PLS at low frequencies, while
the impact of the SOBBHs is nearly negligible. Note that fig. 4.12 corresponds to figure
2 of ref. [221], while figure 3 in the same reference is relative to a different treatment,
meant to account for the effect of the SGWB amplitude uncertainty, evaluated from
the GWTC-2 uncertainty on the merger rate at z = 0.
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Figure 4.13. Impact, on the population parameters posterior inferred from GWTC-3, of the
measurement, by LISA of a SGWB with amplitude corresponding to the median value Psg of
the amplitude distribution given in 4.7. The points coloured from blue to yellow represent the
GWTC-3 posterior, and the color scale represents the corresponding SGWB amplitude. The
points highlighted in yellow (red) represent the parameter values providing SGWB amplitudes
within the 1-0 (2-0) confidence region of the LISA measurement. Left panel: the initial merger
rate Ry versus its tilt x. Right panel: the tilts («, 8) of the power-law distributions of m; and
g = mgy/my respectively. A measurement of the SOBBH SGWB would break the degeneracy
coming from constraints based on individual mergers, and the credible intervals would shrink
correspondingly, especially for the merger rate parameters. Had we not fixed the high-redshift
behaviour of the merger rate, but treated it probabilistically, the improvement with respect
to the GWTC-3 constraints would be smaller, but still significant.

4.4.5 SGWRB detection and the SOBBH population parameters

Intuitively, one might expect the constraining power of a measurement of the SGWB
on the SOBBH population model to be very limited, regardless of its precision, since
it would reduce the dimensionality of the population parameter space at most by one,
leading to a highly-degenerate posterior. On the other hand, this can still have an
important impact if the degeneracy associated with the SGWB measurement does not
align with the correlations in the population parameter posterior associated with the
detection of individual events, the misalignment being due to the fact that the popula-
tion parameters influence the SGWB amplitude differently from how they influence the
characteristics of the population of individually resolvable events. Indeed, it has been
demonstrated that a SGWB measurement (or even upper limit) by LVK, in combina-
tion with resolved merger events, can constrain the redshift evolution of their merger
rate [212, 243] and possibly their mass distribution [230].

The high precision with which LISA is expected to measure the SOBBH back-
ground, as shown in sec. {4.4.3}, should render LISA especially suited to this task. In
order to illustrate its potential constraining power, in fig. 4.13 we plot the GWTC-3
population parameters posterior sample as a scatter plot, highlighting the points com-
patible with a SGWB amplitude within the LISA 1- and 2-0 credible intervals, relative
to a detection by LISA of a SGWB with amplitude corresponding to the median pre-
dicted SGWB level Ps (see fig. 4.10). One can appreciate that the two-dimensional
posterior shrinks significantly, depending on the combination of population parameters.
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In the left panel of fig. 4.13 we show the local merger rate Ry versus its low-redshift
tilt k: the GWTC-3 posterior (points coloured in blue to yellow (for increasing SOBBH
SGWB amplitude) presents a degeneracy due to the merger rate being best determined
around z ~ 0.2. Since the value of the low-redshift tilt x has a strong impact on the
SGWB amplitude, the latter varies considerably along this degeneracy (colour scale
from blue to yellow). Thus, a precise SGWB measurement, as performed by LISA,
would break this degeneracy by leading to a posterior, in the (Ry, k) parameter plane,
almost perpendicular to the one inferred from the detection of individual SOBBH
merger events by ground-based observatories.

The posterior distribution of the mass tilts («, ), shown in the right panel, would
also be significantly reduced.” Note that this could be further exploited by a measure-
ment of the anisotropic component of the SOBBH background [2581], since the relative
amplitude of the anisotropic to the isotropic components appears to be correlated with
the tilt of the mass distribution and with the maximal allowed mass [280].

The above results are valid within the assumptions of our analysis, in particular,
that the merger rate at high redshift is fixed to the SFR as given in eq. (4.6.1), and
that the LISA uncertainty on the SGWB amplitude is inferred from the MC analysis
of a simulated data set containing exclusively the SOBBH SGWB, the GBs, and the
instrumental noise. Allowing for variations in the high-redshift model of the merger
rate, and/or performing a more realistic data analysis procedure accounting for the
overlap of several categories of LISA sources, would likely reduce the potential of the
SGWB measurement to shrink the population parameter posterior. However, these
effects are not expected to alter the misalignment of the correlations in the poste-
rior parameter space inferred from the measurements of individual events and from
the measurement of the SGWB. Consequently, the latter will anyway retain, to some
degree, its constraining power.

4.5 Conclusions

We have evaluated the SGWB expected in the LISA frequency band from SOBBHSs,
incorporating the most recent information on their mass function, spin distribution,
and merger rate coming from LVK observations, in particular from the GWTC-3 pos-
terior on the population parameters of the FIDLVK model.

"Figure 4.1 seemed to indicate that the effect on the SGWB amplitude of the parameters of the
peak in the POWER Law + PEAK m; distribution, (A, o), was larger than the effect of the tilts of
the power laws in m; and ¢ = mg/my, i.e. (a, ). In this section we observe instead (see the right
panel of fig. 4.13) that the latter would be more strongly constrained by a background amplitude
measurement than the former, leading to an apparent contradiction. However one should notice that
the analysis in sec. {4.3.1}, illustrated by fig. 4.1, does not take into account parameter degeneracies
in the GTWC-3 posterior, overestimating the importance of some individual parameters, in particular

(A, 0).
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The LVK observations only probe the SOBBH population at low redshift, while
faint and distant SOBBHs contribute the most to the background signal. In order
to properly evaluate the SGWB, we have therefore extended the GWTC-3 power-law
merger rate by assuming that it follows the SFR [130], since the low-redshift expansion
of the latter is coherent with the GWTC-3 constraints. With the aim of assessing the
impact that this assumption has on the SGWB amplitude, we have also added a time
delay in the SOBBHs formation and found that (under a simple model for the time
delay distribution, and reasonable values for the minimal time delay) this reduces the
SGWB amplitude by at most 40%, remaining within the uncertainty inherent to the
GWTC-3 posterior. Though the current precision of the model is not sufficient, future
ground-based observations of individual merger events, together with a detection of
the SGWB by LISA, will allow to constrain the merger rate and possibly time delays
in the future.

We have used four methods to estimate the SGWB. The first method is based on
analytic considerations and consists of the integration, over the number density of bi-
naries, of their GW emission in the quasi-circular Newtonian approximation, resulting
in a power-law SGWB with slope f2/3 [236]. The analytical approach has been used
to evaluate the impact of each population parameter on the amplitude of the SOBBH
background, accounting for its marginalized 95% confidence levels from the GWTC-3
posterior. The power-law index k of the low-redshift expansion of the merger rate is
the parameter influencing the most the SGWB amplitude. We have then calculated the
relative percentage change induced in the latter by varying the redshift upper cutoft:
we found that integrating up to zma, = 5 is sufficient to obtain ~ 1% accuracy in the
evaluation of the background amplitude, also well within the uncertainty induced by
the GWTC-3 posterior.

The other three methods employed for the SGWB estimation, gradually increasing
in complexity and accuracy, rely on synthetic SOBBH populations, which we have con-
structed following the GWTC-3 FIDLVK posterior distribution. The second method
consists in replacing the integration of the analytical method with a MC sum over the
masses and redshift of the SOBBHs in the synthetic population realisation, averaging
over the time-to-coalescence and the sky-position; while in the third method, the MC
sum is performed accounting for the time-to-coalescence of individual events and bin-
ning them according to their corresponding emission frequency. These methods allow
establishing that the impact of the population variance over the SGWB amplitude is of
the order of 0.2%, negligible with respect to the effect of the maximal redshift choice,
which is in turn smaller than the uncertainty due to the GWTC-3 posterior.

The fourth method incorporates the actual LISA detection process and consists
in simulating LISA data-streams containing the waveforms of all the SOBBHs within
the simulated population, and iteratively subtracting the loudest ones until only the
confusion noise remains [237]. The threshold SNR used to single out the resolvable
GW sources is set to pg = 8, but we find that the saturation threshold, above which the
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SOBBH signal is less sensitive to the choice of the threshold itself, is situated at pg ~ 5.

We have checked that the four methods provide consistent results for the SGWB
amplitude: this is indeed the case at frequencies higher than about 2 mHz, this thresh-
old being exclusively due to the computational limitation of our synthetic populations.
The SNR threshold choice results in fact in a limited number of resolvable events, so
that the SGWB in the LISA frequency band does not deviate from the analytical power
law prediction, which is reproduced also by the three methods based on population
synthesis. However, if sources with SNR lower than five will be resolvable in the fu-
ture, thanks to improvements in data analysis techniques, or to archival searches using
future ground-based detector observations, it will be necessary to take into account
that the shape of the SGWB in the LISA band deviates from the power law behaviour.
This clearly stresses the importance of a precise identification of the resolved sources
and of their subtraction, which we present in a follow-up paper [235].

The distribution of the SGWB amplitude at the reference frequency of 3 mHz is
evaluated using the analytical method, for all points in the GWTC-3 posterior param-
eter sample. The interquartile range of the distribution is h*Qaw(f = 3 x 1073 Hz) €
[5.65, 11.5] x 1073, Our findings are in broad agreement with previous evaluations
of the SOBBH stochastic signal and appear therefore to be robust with respect to
assumptions such as the high-redshift behaviour of the merger rate and the mass dis-
tribution.

We have then performed a MC analysis of simulated LISA data to infer the pa-
rameters (i.e., amplitude and spectral tilt) of the SOBBH SGWB in the presence of
instrumental noise and of the stochastic signal from GBs. We have found that, with
four years of data, the template-based reconstruction of the parameters of both signals
and of the noise is accurate to the percent level, with all parameters consistent with
their injected values at 2-0. In this simplified setting where no other GW source is
present, and the GB background is static, the SOBBH SGWB can therefore be dis-
tinguished from the GB one, despite their overlap at low frequency. We have also
compared the MC analysis with a Fisher Information Matrix analysis, finding good
agreement, and derived the PLS accounting for the SOBBH and GB backgrounds.

The precision with which LISA will measure the amplitude of the SOBBH SGWB
goes from at best 1% (at 1-0), for the amplitude value corresponding to the 95th per-
centile of its posterior distribution, up to 5% for the fifth percentile. LISA will therefore
reduce by one order of magnitude the current uncertainty on the SGWB amplitude
predicted from the GWTC-3 population model. The accuracy of this measurement
opens interesting perspectives. We have shown that LISA has the potential to break
the degeneracy between some population parameters, since the correlations in the pos-
terior parameter space inferred from the measurements of individual events and of the
SGWB, are almost orthogonal. In particular, we forecast an important impact on the
merger rate parameters, since the SGWB detection by LISA probes the population
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of inspiralling SOBBHs at high redshift, fully complementary to actual ground-based
observations of low-redshift mergers.

Several extensions of our work are possible, tackling some of its underlying as-
sumptions. First of all, including eccentricity and precession in the waveforms might
have an important effect on the SGWB [282, |. While we have shown the effect of
introducing a time delay between the star formation and the BHs mergers, the impact
of the metallicity on the BH mass function has been neglected, see e.g. refs. [120, ,

, | for recent studies. A further layer of complexity can be added including the
possibility of a redshift dependence of the mass function [16]. The LISA error on the
SGWB parameters should be forecasted including other types of sources in the data
stream, both resolved and of stochastic nature. Extra-galactic neutron star binaries,
for example, generate a collective signal that, although lower in amplitude, is similar to
the background from SOBBHs, and likely not negligible. Extreme mass ratio inspirals
[284] also produce a background at mHz frequencies, although its amplitude is currently
poorly constrained and its frequency dependence might not follow a simple power-law
in the LISA band [257]. Finally, the effect of the SGWB measurement by LISA on the
SOBBH population parameters demonstrated in this work should be properly evalu-
ated via a joint analysis of simulated data from LISA and ground-based observatories,

possibly 3G detectors which might be operative by the time LISA flies [285]. Such a
joint analysis may also reveal deviations from the expected SOBBH SGWB spectrum,
which could point towards a different origin for the BBHs (see e.g. ref. [280]).
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4.6 Appendix A : Further information on the SOBBH popula-
tion model

In this Appendix, we provide more detail on the SOBBH population model: we describe
the characteristics of the probability distributions inferred from GWTC-3 observations
[16], and justify some of our choices for the catalogues generation, in particular regard-
ing the merger rate behaviour with redshift and the maximal time-to-coalescence.

4.6.1 Appendix A.1 : Redshift-dependent SOBBH rate

As discussed in sec. {4.2.2}, the GWTC-3 constraints on the SOBBH merger rate
variation with redshift, assumed to be a power law R(z) = R(0)(1 + 2)", are weak at
z 2 0.5. Therefore, in order to produce accurate SGWB estimates, we need an Ansatz

that extends the power law assumption towards higher redshift. We require R(z) to
follow the redshift profile of the Madau-Fragos SFR |130]:

(1+2)"
K+r ?
1+ﬁ( 1+2 )

r 1+2peak

(4.6.1)

with 7,k > 0 and Ry = R(z = 0), implying C = 1+ (r/r) (1 + zpeak)f(””. Thus,
along the evolution of the Universe, from high to low redshift, the SOBBH merger
rate initially rises as z~" as more stars are available, and eventually decreases as 2"
after the peak of stellar formation. Different from previous studies, e.g. ref. [243], we
introduce the extra factor x/r in the denominator of eq. (4.6.1) to guarantee that the
function peaks precisely at redshift zeax; otherwise, the actual peak of the function
would deviate from the value of the nominal 2, parameter whenever x/r # 1. Fol-
lowing this notation, the updated best fit values found in ref. [130] are k = 2.6, r = 3.6,
and zpeax = 2.04.

In order for the merger rate R(z) of eq. (4.6.1) to work as a reasonable high-redshift
extension of the GWTC-3 low-redshift constraints, we require it to reproduce the profile
that LVK obtains for the FIDLVK fiducial model fitting the GWTC-3 data [10]. In
that study, inference is performed on a low-redshift power law R(z) o (1+2)", resulting
in® k = 2.777% and a pivot rate of Ry = 17.374% Gpc?yrs™! at z = 0, or alternatively
Roo = 28.37329 Gpc?yrs™ at z = 0.2. These constraints are represented by the blue-
shaded region in fig. 4.14. At low redshift, the median value for the spectral index
coincides with that of the SFR [130]: in order to extend R(z) at high redshift, we can
therefore match the LVK posterior values for Ry, x with some values for r, zpeax. The
latter could e.g. be drawn from some prior distribution; for the purposes of this paper
(comparing LISA’s sensitivity to SOBBH SGWB amplitudes approximately compatible
with the GWTC-3 population inference), it is enough to fix 7, zpeax to the SFR best
fit values mentioned above [130]. The resulting, GWTC-3-compatible, high-redshift
merger rate is displayed in fig. 4.14 in orange shading.

8All parameter ranges are given as median + its respective differences with the percentiles 5 and
95, taken from the public population posterior sample of GTWC-3 for the fiducial FIDLVK model.
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Figure 4.14. Distribution (median, 25-75 and 5-95 percentile ranges, with different levels
of opacity) of the power-law merger rate R(z) o< (1 + 2)" (blue) according to the probability
density obtained in ref. [10] for the FIDLVK model; and its extension to high-z beyond
the low-redshift power-law behaviour, according to eq. (4.6.1) (orange), with fiducial values
Zpeak = 2.04, r = 3.6. By construction, the two distributions are very similar in the redshift
range probed by LVK, i.e. z < 0.5. The crosses (gray) represent a sample of positions of the
ill-defined peak of R(z), had we ignored the x/r factor in eq. (4.6.1).

4.6.2 Appendix A.2 : Masses and spins density distributions

The probability distribution p(£|f) of eq. (4.2.1) is taken from refs. [230, 287]. In the
fiducial FIDLVK model, p(£]#) is a separable probability density function, which can be
split into a joint density function for the masses m;—; » of the binary, and independent
density functions for the spin amplitudes a; and tilts ¢;:

p(ﬂe) = p(mla m2|mmin7 Mmax; 6min> «, )\peakv Hmy Om, Bq)

X play |, Ba) X plas|ag, Ba) x p(cos(ty), cos(te)|ot, C) . (4.6.2)

The separability of this distribution facilitates population synthesis since the param-
eters in the different components can be simulated independently (e.g. using inverse
transform sampling in the single-parameter cases).’”

The mass density function is usually given in terms of the mass of the heaviest

9The data in GWTC-3 suggest some correlations that would break this separability, such as that
between high spin and mass asymmetry. For the level of the analysis in this paper, it is safe to ignore
this finding.
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binary, by convention my, and the mass ratio ¢ = my/my < 1:

p(my, m2) = w1 (M1 Mumin, Mmax, Omin, Qs Apeaks Him s Om) X m2(glma, Mupin, 5min75q),
(4.6.3)

where 7 is a mixture density function, times a low-mass smoothing:

m (ml |mmin7 Mmax, 5mina a, )‘peakv Hons Um)

= Cl [(1 - )\Peak) m[mmin,mmax} (m1| - O{7 mmiI‘U mmax) + )\peakG[mminymmax] (ml |/"Lm’ O-m)i|
X S<m1|mmin7 5min) .

(4.6.4)

Here Py, i mmax] 15 @ truncated power-law distribution with negative spectral index
—a, normalized within the [Mmin, Mmax] range, G, mma. 1S @ similarly-truncated
Gaussian density function representing a possible mass pile-up of BBHs before the SN
pair-instability gap [288], C} is an overall normalization factor (made necessary by the
presence of the smoothing function), and S is a smooth cutoff for low masses that
interpolates between 0 and 1 in the interval [Mmuyin, Mmin + Omin] as

0 it m < mupin
S(m|Mumin, Omin) = < [F (M — Muin, Omin) + 1] if m € [Mumin, Mumin + Omin) ,  (4.6.5)
1 if m > Mupin + Omin
with
F(m — Mugin, Omin) = exp ( Duin + min ) : (4.6.6)
M = Mmpin M — Myin — Omin

The probability density function 7y for the mass ratio ¢ in eq. (5.6.3) is

71'2(Q|7nla Mmin, 5min7 Bq) = quﬁqs(qmﬂmmina 6min) ) (467)

where Cy (M1, Munin, Omin, ;) is a normalization factor. The fact that C, depends on my,
in particular, makes the distribution in eq. (5.6.3) non-separable. It can be computed
as

1 m
C’q_l(ml) = — / dms qﬁq S(gma|mmin, Omin) - (4.6.8)

ml Mmin
The LVK analysis with the latest GWTC-3 data constrains the boundaries of the mass
range as Mpyy, = 5.11“1):2 Mo, Mpax = 86.921,.144 M. The parameters of the larger-

mass distribution are inferred as o = 3.407035, Apeax = 0.03970 058, ftm = 33.7158 Mo,

Om = 3.675% My, the spectral index of the mass ratio as 3, = 1.177%, and the single
parameter of the smoothing function as d,,;, = 4.8f§:§ M.

The probability distribution of each of the spin amplitudes a; in eq. (4.6.2) is a

concave Beta distribution function in the amplitude interval (in natural units) [0, 1],
with parameters (ay, 8q) [289]:

plai|aa; Ba) = Beta(ailaa, Ba) - (4.6.9)
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As in the LVK analysis, the subscript a stands for “amplitude” and «, should not be
confused with the parameter a of the mass distribution p(m;,my). The arguments
ag > 1 and B, > 1 of the Beta distribution are linked to the expected value and
variance of the inferred amplitudes (i.e. all the inferred a; and ay joined into a single
data set) via the relationships

Ela] = ;20 ,  Varlo] = g0 g - (4.6.10)

which the LVK analysis estimates to be E[a] = 0.257002 and Var[a] = 0.037007.

Lastly, the distribution for the spin tilts ¢; are given by independent mixtures
of an isotropic component and a truncated Gaussian component centered at perfect
alignment [285]:

p (cos(tr), cos(ts) 1, ¢) = (1— C) (1) Oy (cos(t)[1,00) Gra(cos(ta) 1, ay)

2
(4.6.11)
For the values of this distribution, GWTC-3 infers ¢ = 0.66752) and o, = 1.572%.

4.6.3 Appendix A.3 : Time-to-coalescence and frequency of emission

Here we discuss the role of the residual time to coalescence for the population synthesis
and the SGWB computation.

A correct prediction of the SOBBH SGWB in the LISA band implies catalogs
that are complete enough to adequately simulate the signal. On the other hand, the
only observational knowledge we have on these sources comes from LVK observations,
which probe the population of merging SOBBHs. In sec. {4.2.1} we have shown that,
under the hypothesis that the binaries formation, and therefore their coalescence rates,
is in a steady state, the binary rate R(z,7.) in eq. (4.2.1) is indeed equivalent to the one
of the merging binaries, constrained by LVK observations. This allows us to construct
the catalogs and consequently, the SGWB estimation based on the LVK GWTC-3 pos-
terior.

The hypothesis that the binary formation is in a steady state implies that we
samg)le the time-to-coalescence of the binaries in the catalogs uniformly in the range
TC(dEt € [O,TC(fiﬁ‘;L]. We have imposed Tc((isg)x = 10* yrs, much smaller than the typical
time over which the SOBBH population is expected to change, O(10°) yrs. However, is
this good enough to account for all the binaries emitting in the LISA band for the entire
mission duration? In other words, are the simulated catalogs representative enough of
the SOBBH population relevant for LISA? In what follows we demonstrate that, while
not complete, our catalogs do indeed provide all the information necessary for a good
characterization of the SOBBH SGWB, as far as our choices on the time-to-coalescence
are concerned.
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Figure 4.15. Left panel: Evolution of the frequency during the inspiral phase as a function
of the time-to-coalescence for light, mid, and large mass SOBBHs. Pink and green bands
represent the LISA and LIGO frequency bands. Right panel: The frequency distribution
emerging in one of the benchmark catalogs, constructed with a flat 7. prior.

The time interval over which we need to integrate the merger rate in order to
obtain the appropriate number of observed events is

ﬂot - Tobs + TmaxBand: (4612)

where T,;,s denotes the total detector observation time, while T}, Band is the maximum,
over all the binaries in the Universe, of the portion of each binary’s lifetime (i.e. of 7..)
which is spent in the detector frequency range. While in the case of LVK T},.xBanq is less
than seconds, so that Tiy; ~ T,us, LISA probes the SOBBH population at a different
stage when they are still far from merging. Inserting the minimal LISA frequency
2-107° Hz and the minimal mass in the catalogs muy, = 2.5 My (see sec. {4.2.4}) in
the Newtonian relation for circular orbits (here expressed at the detector, so that M,
is the redshifted chirp mass) [265]

-3/8
11 /am.\>?
=51z < > ) 7idet) , (4.6.13)
one obtains the maximal time-to-coalescence 7% ~ 2. 1010 yrs in the worst case

scenario of an equal mass binary at the minimal catalog redshift z,;, = 107> (see
sec. {4.2.3}). Therefore, in the case of LISA, Tiot ™~ TinaxBand, and setting Té?ﬁ?x = 10*
yrs appears inappropriate by as much as 6 orders of magnitude.

In reality, Tc((iﬁg)x = 10* yrs is a suitable choice that, while preserving computational
feasibility, still provides all the relevant information for the SGWB evaluation. By
cutting the time-to-coalescence sampling at ré?ﬁgl( = 5(10)[15] x 10 yrs, given the cat-

alogues mass range 2.5 My < ma < my < 100 My, (see sec. {4.2.4}) and their redshift
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range 107° < z < 5 (see sec. {4.2.3}), according to eq. (4.6.13) one is disregarding some
binaries with f < 5.9(4.5)[3.9) mHz and all binaries with f < 0.19(0.15)[0.13] mHz, as
illustrated in fig. 4.15. Figure 4.5 shows the aggregated effect of this suppression in the
SGWB (note that this figure is produced setting zyax = 1, as explained in sec. {4.2.4}):
it is clear from this figure that the relevant spectral property of the SGWB signal, i.e.
the power-law behavior in frequency, is still well captured by the signal produced via
the simulated catalogs. The bending at low frequency is nonphysical and therefore
irrelevant: the SGWB is expected to simply continue with the same power-law behav-
ior at low frequencies for synthetic populations with much higher 7, ax. Furthermore,
in fig. 4.12, we can see that the GB foreground overcomes the SOBBH SGWB below
2-3mHz. It is thus unlikely that an increase beyond 7. = 10* yrs would produce
a noticeable effect in any realistic study. Given the growing computational cost of

generating (and computing the SGWB of) synthetic populations with larger 7, max, we

conclude that Tc((liﬁta)x = 10* yrs is a good compromise for the purposes of this study.
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Chapter 5

Article: Probing primordial black
holes at high redshift with future
gravitational wave detectors
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Abstract. We analyze the detection prospects for potential Primordial Black Hole
Binary (PBHB) populations buried in the Stellar-Origin Black Hole Binary (SOBHB)
population inferred by the LVK collaboration. We consider different PBHB population
scenarios and several future Gravitational Wave (GW) detectors. To separate the
PBHB component from the SOBHB one, we exploit the prediction that the PBHB
merger rate does not decline as fast as the SOBHB one at high redshift. However, only
a tiny fraction of PBHB events may be resolved individually, and the sub-threshold
events may yield an undetectable Stochastic GW Background (SGWB). For this reason,
we determine the statistical significance of the PBHB contributions in the number of
resolvable events seen in future Earth-based detectors and the SGWB measured at
LISA. We find that the synergy between these probes will consistently help assess
whether or not a sizeable PBHB population is present.
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5.1 Introduction

LIGO’s first Gravitational Wave detection labeled GW150914 |11, | opened the
gates to the world of GW astronomy. Since that detection, the sensitivity of LIGO de-
tectors has increased considerably, and the Virgo [201] and KAGRA [292] experiments

have also joined the network. At present, the LVK network has identified over ninety
GW events involving Black Holes and Neutron Stars [15] and has started constraining
the statistical properties of the Stellar Mass Black Hole Binaries (SMBHB) popula-
tion, although some bounds remain loose. Primarily, these limitations arise from the
current detector sensitivity, which only leads to a low number of events measured with
high precision. The determination of the merger rate distribution at high redshift
(z 2 1) is a striking example of these limitations. As a matter of fact, the properties
of the population at z = 1 are, currently, only guessed by using phenomenological
models following the Star Formation Rate [56, 57, |, leaving open space for the
presence of both long time delays in the Black Hole Binary (BHB) formation [293] and
a variety of subpopulations with different redshift behaviours [52, , | (see also
refs. [182, , , , 297]). While this might be a reasonable assumption if all the
events observed by current detectors are BHBs of Stellar Origin (SOBHBs), at least
in principle, different scenarios are possible, leading to different high redshift behaviors.

An intriguing alternative for BH formation is the possibility for BHs to form
due to some cosmological processes occurring in the early Universe. These objects
are typically dubbed Primordial Black Holes to differentiate from BHs produced in
some late-time astrophysical processes. PBHs might form when strong scalar pertur-
bations, e.g., generated by some inflationary model violating slow-roll, re-enter the
Universe horizon, leading to the collapse of some regions of space [130, , |.
Such a mechanism would make PBHs, and in particular PBH Binaries (. PBHBs ), com-
pletely independent of star formation processes. Different inflationary mechanisms and
early-Universe histories can result, e.g., in vastly different PBH abundances and mass
distributions (see, e.g., [16, 19, , , , | for reviews of PBH formation and
constraints). Interestingly, depending on the formation scenario, PBHs can account for
a substantial portion of the observed Dark Matter (DM) abundance |16, 133, 118, 301].
Furthermore, at least one of the two BHs in some SMBHBs might be of primordial ori-
gin, and, more in general, a PBHB population might contribute! to the events currently
observed by LVK detector [302, —307]. In such a case, some statistical properties
and observable signatures might radically differ from those arising when all SMBHBs
are SOBHBs.

Despite their radically different origin and phenomenology, PBHs are elusive at
current GW detectors. The challenge is partly rooted in the lack of unquestionable,

Notice, however, that LVK observations put tight constraints on the fraction of DM in PBHs for
BHs in the stellar mass range [52, , 303].
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discriminating predictions at low redshift (see ref. [308] for a systematic procedure to
assess the origin of BBHs). The predictions on PBHs and SOBHBs at low redshift are
indeed loose due to the plethora of viable inflationary mechanisms and the numerous
unknowns on the stellar-origin formation channels. On the contrary, a robust model-
independent discrimination criterion exists at high redshift: at distances larger than
the SFR peak (z ~ 2), the SOBHB merger rate must fast decline, whereas the PBHB

merger rate can keep growing [274, , , , , |. Remarkably, while the
SFR peak is beyond the reach of the present LVK interferometers, it will be in the
range® of future Earth-based detectors [55, 58, , —317]. In addition, the Laser
Interferometer Space Antenna (LISA) [59], might look for imprints of PBHs in the
milliHertz band from individual events [10, 318, 319] and the Stochastic Gravitational
Wave Bacground |16, , —322]. Moreover, LISA will be sensitive to the SGWB

due to the incoherent superposition of the weak signals from the SMBHB population,
which, including the contribution of binaries at high-redshift, brings information on
the behavior of the population above the SFR peak [182, , , , , |-

In the present paper, we discuss the detection prospects for the PBHB population
using its high-redshift behavior [310, ) , |. Specifically, we study how future
detectors might be able to identify PBHB populations beyond a certain Fiducial Pop-
ulation of SOBHB (based on ref. [182]), which is broadly compatible with the current
LVK observations |15, |. For this purpose, we consider some well-established PBHB
population models [274, 309] and we show how different detectors will complementar-
ily probe their parameter spaces. In general, we expect our qualitative results to be
independent of our fiducial population and PBHB models. However, the quantitative
outcomes are contingent upon our population selections, so it will be worth repeating
our analysis when the statistical properties of the SMBHB subpopulations become less
uncertain than they are today.

The paper is structured as follows: In sec. {5.2}, we describe the PBHB subpop-
ulation models, and in sec. {5.3}, we describe the methodology that we adopt. Our
results are presented in sec. {5.4}, where we show how different PBHB subpopulations
will be detectable with future Earth- and space-borne GW detectors. In particular,
we demonstrate that the SGWB detection will give important complementary infor-
mation on the presence of deviations from the fiducial model. We devote sec. {5.5} to
our final remarks and conclusions, while we describe some technicalities of our analysis

in apps. {5.6}, {5.7}, {5.8}, {5.9} and {5.10}.
5.2 Population models

In this section, we present the population models that we analyze in this work. Follow-
ing refs. [182, |, for a given population the number of expected sources in a given

2Tt is worth stressing, however, that while detecting high-redshift events will be possible with future
detectors, accurately inferring their distances will not be trivial [311].
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interval of redshift and parameter space is given by

d’N(z,0,§) dVe. Tows
dgdz k() [E(Z)] I+2

p(0lg) (5.2.1)

where Ty is the detector observation time, dV./dz(z) is the differential comoving
volume, R(z) is the merger rate, and p(0|¢) is the Probability Distribution Function
(PDF) for the source to have some specific values for the binary parameters (collectively
denoted with €) given some population hyperparameters (collectively denoted with
£)3. Notice that since p(6|€) is normalized, the number of events in a redshift interval
[2m, 2a] 18 given by

M AN (z) M R(z) [dV.
AN, .= [ 254, = T . 5.2.2
o / d T / e | (5:2.2)
More in detail, the PDF term p(6|£) can be expressed as
p<f|9) == p(mla lefMass) X p(QAngles|§Angles) X p(eSpins|§Spins) ; (523)

where my and my are the two masses, p(mq, mz|{mass) is the mass function depending
on some hyperparameters Enass, P(Oangles|Eangles) 15 the angle PDF, and p(6spins|Espins)
is the spin PDF. The sources are assumed to be isotropic in the sky, with inclination
and polarization uniformly distributed in their considered prior. Eccentricity in the
orbit is neglected throughout this work. The spin PDF is further expanded as

P(Ospins|Espins) = P(@1, a2|Espin Amplitude) X P(cOs(t1), cos(t2)|EspinTit) 5 (5.2.4)

where p(a1, a2|€spin Amplitude) and p(cos(t1), cos(t2)|EspinTit) are the spin amplitude and
spin tilt PDFs, with a; and ¢; (with ¢ = 1,2) denoting the normalized spin amplitude
and the angle between the binary angular momentum and the spin of the body ¢, re-
spectively.

In our analysis, the SMBHB population consists of the sum of the SOBHB and
PBHB subpopulations. We model each subpopulation using the framework outlined
in eq. (5.2.1) and neglect binaries with mixed origins. For the SOBHB population, we
consider a fiducial population model, utilizing Probability Density Functions (PDFs)
derived from the most recent LVK studies. We set their hyperparameters to the best-fit
values as determined by these studies [296]. We remind that the LVK data, which we
refer to as GWTC-3, provide no direct constraint at z 2 1. To extend our analysis to
the redshift range 1 < z < 10, we assume that the SOBHB merger rate Rsopup tracks
the SFR and that the PDFs remain redshift-independent. Specifically, we employ a
phenomenological merger rate that closely follows the Madau-Dickinson SFR [56] with
negligible time delay (see [225, , 325]). Appendix {5.6} provides further details

3Consistently with the most recent LVK analyses [230, |, we are assuming the PDF to be
separable. In particular, we assume all other parameters not to depend on the redshift.
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about our approach.

Due to their early-universe origin, PBHBs have different statistical properties than
SOBHBES, and, in particular, the PBHB merger rate is not expected to track the SFR.
While several possibilities exist in the literature (see,e.g., ref. [309]), for the PBHB
merger rate we adopt [306, 310]

#(2) —34/37
R =eRy | —= 5.2.5
peHB(2) = €l [t(z — O)} ( )
which corresponds to a power law in cosmic time ¢(z) [274, 294], normalized so that in

z = (it is e-times smaller than the fiducial SOBBH merger rate Ry at the same redshift.
Figure 5.1 shows the fiducial SOBHB merger rate and the PBHB merger rate for some
values of €. As far as ¢ < 1, within the LVK horizon (2 < 1) the PBHB population
is subdominant and (up to a few outliers) the whole SMBHB population of GWTC-
3 exhibits the SOBHB properties. On the other hand, most PBHB subpopulations
become relevant after the peak of the SFR. This is particularly evident from the dashed
lines in the right panel of fig. 5.1, which shows Nf °P number of events redshift z
predicted by population Pop, which is given by

. ANPop
NPor = = (5.2.6)

where AN; P 1s defined in eq. (5.2.2) with the additional superscript specifying the
considered population. By normalizing with Az = z); — z,,, we ensure that, for suf-
ficiently small bin sizes, N Pop js independent of the specific binning scheme used in
the analysis. The total PBH energy density normalized to the critical density Qppy is
typically rescaled by the DM energy density parameter, Qpy, to get the fraction of DM

in PBHs, fpguy = Qppn/QpMm. For techniques to relate the merger rate in eq. (5.2.5)
to fpen see app. {5.7}.

For the PBHB mass distribution, we assume each of the two masses in the binary
to be drawn from the same PDF*, i.e., P(m1) = P(ms), which we set to be a Log-
Normal (LN)

1 1D2(”1/MLN)]
Bn(m) = ———— exp |- HHIN) | 5.2.7
() = e | 527

where pupn and opn are the hyperparameters setting the position and width of the
peak.

Finally, we comment on the choices for the PDFs of the other variables. Since
the PBHB spin PDF is still an argument of debate [327-329], we assume the PBHB

4This simplifying assumption doesn’t include the effect of suppression terms in the mass func-
tion [55, , , , |- In the formalism of this paper, these effects are hidden in the definition
of €. For details see app. {5.7}.
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Figure 5.1. Left panel: Merger rate as a function of redshift for different populations (solid
curves). The dashed, vertical lines mark the maximal horizon distances of LVK (dotted blue
line) and LIGO A* (dash-dotted green line). Right panel: number of events per year within
a redshift volume (solid lines) and number of events per year per redshift bin normalized by
the bin width (dashed lines) as functions of redshift for different populations. In both panels,
the quantities of the fiducial SOBHB population are marked in black, and those of the PBH
population with varying ¢ are marked in red (dark to light for decreasing ¢).

spin distribution to be the same as the SOBHB one (see app. {5.6} and, in particular,
table [5.4]). Similarly, we assume all the angular variables (including the phase of the
binary) to follow the same distribution of SOBHBs.

5.3 Methodology

This section describes our methodology to identify a PBHB population component on
top of the fiducial population consistent with GWTC-3. Our analysis studies the de-
tectability of individual sources and SGWB with future GW detectors. Specifically, we
consider LIGO A" and ET, with either 1 or 10 years of observations, for the measure-
ment of individual sources, and LISA, assuming either 4 or 10 years of observations,
for the SGWB detection and characterization. While our analysis concerns the PBHB
population models presented in sec. {5.2}, a similar methodology could be applied to
other PBH scenarios and GW detectors. For details on the detector characteristics
and our numerical codes, see app. {5.9} and the repository [330], respectively.

5.3.1 Resolvable sources analysis

Our analysis of individually resolvable sources relies on measurements performed with
Earth-based detectors. In particular, we check whether the presence of the PBHB
subpopulation increases the expected number of detectable sources by more than 3 o
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beyond the number predicted by the fiducial population. For this purpose, hereafter
we define an event as “detectable” when its Signal-to-Noise Ratio (SNR) (see definition
in eq. (5.3.3)) is larger than some threshold value SNRy,,, which we set to 8.

Let us start by briefly reviewing the methods to evaluate the SNR associated with

a GW signal. The signal, h, measured by any GW detector is expressed as
h = Fjhi+ Fh; (5.3.1)
where h; and h;; denote the two GW polarization modes, while F}; and Fj; are the
detector pattern functions (for details, see e.g., ref. [331]). The two GW modes can
be further expanded as a combination of polarization tensors e;;, efj, and a waveform
depending on the source parameters. In our study, we employ the IMRPhenomXHM
waveform |173], a phenomenological waveform from the IMRPhenom family [171, ,
|, offering a good compromise between quality and computation speed. With

this choice, the signal depends on the parameters

m17m27dL7¢077—0797¢7L7w7X17X2 ) (532)

where my and msy are the masses of the two BHs in the detector frame, dj is the
luminosity distance, ¢q is the binary’s initial phase, 7. is the coalescence time, # and
¢ are the binary’s latitude and longitude, ¢ is the angle between the binary’s angular
momentum and the line of sight, v is the orientation, and y; and y, are the two
(dimensionless) spin amplitudes projected on the orbital plane. Finally, the SNR for

a given source and a given detector is defined as [335]
M Re[h*h]
SNR? = 4/ df, 5.3.3

where S,,(f) is the detector strain sensitivity (see sec. {5.9}), while f,, and fy are the
minimal and maximal detector frequencies. Notice that in this equation, h depends
on all the parameters listed in eq. (5.3.2) but, for a large sample of sources, only their
average values matter in our analyses, at least at the leading order. This is why in
several evaluations, e.g., the analytical estimates, we can average over both the spins
(X1, x2) and angular (0, ¢, ¢,v) variables; we dub this approximated SNR as SNR,y,.
However, as a check of robustness, in a few cases, we test our averaged-based results
with those obtained without the average approximation, and we indicate the result of
this precise evaluation simply as SNR (i.e., without any subscript).

As a first step, to fast probe the PBHB detectability in a broad part of their
parameter space, we perform a semi-analytical analysis. For this purpose, we modify
eq. (5.2.6) by including a selection effect. Specifically, we define the expected number
of resolvable sources at redshift z for the population Pop as
ANRes,Pop B TObs /ZM RPop(Z) {dVC

NRes,Pop = EmoEM
i Az Az 1+2z |dz

<z>} [reieio tonn (e,
(5.3.4)

- 125 —



where, for any given detector, the selection function fsyr,,, (§) is a Heaviside © function
filtering the sources with SNR,, larger than SNRy,, = 8. The integrals in eq. (5.3.4)
are carried out numerically. Notice that due to the presence of the selection function,
the integration over the ¢ variables has to be computed explicitly.

We use eq. (5.3.4) to set our (analytic) criterion for the identification of the
PBHB component via resolvable sources at Earth-based detectors. We define the PBH
contribution to be visible if, in a given bin in z, it satisfies the condition

NEeS,PBHB > 3AZReS,Fid =3 /N?es,Fid . (535)

In other words, the PBHB component can be separated from the fiducial SOBBH
component if there exists a bin in z, in which the number of resolvable sources,

NRes:PBHB " oxceeds the number of resolvable SOBHB sources, NResSOBHB by 345 1n
our case, the error comes from a Poissonian distribution, and this is why we have

Res,Fid __ (rRes,Fid
Az es,Fid _ ,/NZ )

The semi-analytic analysis is fast but disregards two effects: the populations’ re-
alization dependence and the impact of the angular and spin variables on the SNR. We
quantify these effects by running a more sophisticated analysis on some PBHB popu-
lation benchmarks. Specifically, we use the code in ref. [253] to sample over the PDF
in eq. (5.2.1) and generate n, = 100 catalogs of the SOBBH fiducial population and
one catalog per PBHB benchmark population. Then, for every merger event predicted
in the catalogs, we compute SNR,,, and the exact SNR. We define as AN ZP}:,SZ’I\IZOP the

number of events with SNRays > SNRy,, in a given redshift interval z,, < 2z < 2y for
the catalogue 7 of the population Pop. Similarly, we define as A./\_/iijsziof) the analogous

quantity obtained with the detectability condition SNR > SNRy,,. For convenience,
we also introduce

Njfs,Pop = ANRes,Pop/AZ ’ NReS,POp — A./T[Res,Pop/Az ' (536)

Zm,2M 8 2,0 2m ,2M ¢

The mismatches between /\A/'ZP:Z.GS’POp and NResPor highlight the effect of the real-
ization dependence that our semi-analytic results neglect. However, we expect the
mismatch to be statistically within the Poisson deviation from the mean, i.e.,

./\A/-;{ies,Pop i Iui{es,Pop < 30.50133‘35 at 95% C.L. , (537)
where “Res,P
~Res,P n es,op
[}JRes,Pop = ’LLZIE?ZMOP = l M/’Zﬂ (5 3 8)
z Az n AV o
2

~rRes,Pop ~Res,Pop

~ Pop,Res 1 - [ANZ""ZM’i B AMZDMZM i|
grovies | L3 - , (5.3.9)

i=1
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Here the index ¢ runs over n, the number of realizations of each population sce-
nario. Since we produce multiple realizations only of our fiducial population (namely
n = n, = 100), we focus on the realizations of this population to test eq. (5.3.7). This
allows us to prove giesPoP ~ AResPop and in turn, to use ARSPP a5 a proxy of the
realization dependences in our PBHB benchmarks.

The quantities N/ ZRjS;fs are useful to investigate the impact of the approximation
SNR,vg, in which the SNR is computed by averaging over the angles and spin. For
this purpose, we calculate the quantities 72°>F°P and GL°PRe | given as in egs. (5.3.8)
and (5.3.9) but with the hat symbol replaced by the bar one. In the parameter regions
where the approximation is satisfactory, gXeFoP and pRe>FoP are expected to be prac-
tically equal®.

All these quantities can be computed for different values of Tqys and several
detector sensitivities. For concreteness, we consider LIGO A' and ET, assuming
Tons = 1,10yr of data. Moreover, to simplify the notation, hereafter we drop all
the z subscripts in all these quantities and refer to the quantity, say ¢, as gReFop.

Let us comment on the assumptions of our analysis. The most relevant assump-
tion resides in the procedure to evaluate the right-hand side of eq. (5.3.5). In particular,
while a consistent analysis should account for both the realization error and the un-
certainty in the model parameters, we evaluate eq. (5.3.5) using the central values for
all the fiducial population parameters without including their uncertainties. There are
three main reasons behind this choice:

1. The main message of this work is to stress the synergy between Earth-based and
space-based GW detectors for what concerns assessing the presence of popula-
tions of high-redshift SMBBHs beyond our fiducial population. Thus, including
further uncertainties in the analysis will quantitatively affect our results, but it
will not change the message of the present work.

2. Current GW detections have only probed the Universe at z < 1 so that the
peak in the SOBHB population directly descends from imposing the population
to follow the SFR at high redshift. Moreover, we have no information on the
possible presence of time delays, which might shift the SOBHB peak position.

All these uncertainties should also be included to perform a consistent analysis.

3. With more measurements to come in the next few years (with improved sensi-
tivity and possibly with more detectors joining the existing network), the de-
termination of the model parameters will improve significantly. Currently, we

5In principle, it is possible to replace the whole semi-analytic approach with the much more time-
consuming method based on realizations and precise SNR evaluation. In this case, the detection

—Res,Benchmark e .
> 35 4Res jngtead of eq. (5.3.5).

criterion for a PBH population realization would be NV,
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have no reliable information on the errors in the measured values of the fiducial
6

population parameters at the end of the next LVK runs®.
For these reasons, we restrict ourselves to the case where the main uncertainty on
NResPop comes from the Poissonian error and postpone the more accurate, though
more involved analyses, to future studies.

5.3.2 SGWRB analysis

The SGWB from to the fiducial population, and its variation due to the PBHB sub-
populations, is evaluated using the analytical approach introduced in ref. [236] (for
details, see app. {5.10}). In this framework, the SGWB due to each population is
parametrized as a simple power-law:

hQQPOP (f) = 1(0%Pop (i)ﬁ (5 3 10)
GW 1. ’ s

where [ is the tilt of the GW power spectrum and ap,y, is the (log;, of) the amplitude
at a reference (irrelevant) pivot frequency f,. This parameterization assumes each fre-
quency bin to be highly populated by the GW signals due to binaries in circular orbits,
with negligible environmental effects, and emitting GWs only. If all these assumptions
are satisfied, the template in eq. (5.3.10) can be further simplified by imposing 5 = 2/3
[235, , , |. Dropping any of these assumptions might induce modifications
in this behavior”. Since in the following, we are interested in evaluating the SGWB at
LISA scales, with frequencies in the range f € {3 x 107°,0.5} Hz, we set f, = 0.01 Hz.
To compute the amplitude of the SOBHB component, we integrate the SOBHB popu-
lation up to z & 10, which provides an estimate that is accurate to within 1% error in
the SGWB amplitude [182]. With these assumptions, we have agopup = —12.0246 at
f« = 0.01Hz. We follow the same procedure to compute apgy predicted by a PBH pop-
ulation with a given set of hyperparameter values. However, the (unresolved) PBHB
signals do not die off as fast as the SOBHB ones. For this contribution, we set the
cut-off at 2 = 100 corresponding to a ~ 10% accuracy in the SGWB evaluation®.

To assess the significance of the PBHB subpopulation in the SMBHB SGWB
signal at LISA, we perform an analysis based on the Fisher Information Matrix (FIM)
formalism. Given some data d(f), containing signal $(f) and noise n(f), which we

6Data for the O4 run, which has both longer acquisition time and better sensitivity compared
to 03, will be released in the next couple of years [336, |, leading to significant improvement in
the determination of all the population parameters. The parameter determination will improve even
further with O5.

"Also the eccentricity of the orbit, astrophysical uncertainties, or individual source subtraction
might affect the shape of the SGWB generated by a population of compact objects [182, , ,

: |-

8To achieve the 1% accuracy level in the computation of appp, one would have to integrate
much higher values of z. Given the theoretical uncertainties on the distribution of PBHB at such
high redshifts, we choose a cut-off that reasonably compromises between numerical and theoretical
uncertainties [16].
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)

assume to be Gaussian, with zero means, and characterized only by their variances
the (log-)likelihood can be written as

~log £(d)0) T/fm {m [D(1,6)] + M} df (5.3.11)

fmin

where fui, and fuac are the minimal and maximal frequencies measured by the detec-

tor, T is the total observation time, and D(f, 5) is the model for the variance of the
data, depending on some (signal and noise) parameters #. The best-fit parameters 6,

are defined to maximize log L:

S S0 —0, (5.3.12)

=00

dlogL| /fwalnmf@ [1_ I(f)d f)]
1

min

which is clearly solved by D(f,6y) = d(f)d*(f). Then, the FIM F,p is given by

_ PlogL
00065

Faﬁ =

e o dr (5.3.13)

min

B T/fma" dlog D(f, 5) dlog D(f, 5)
6=0, f

By definition, the FIM F,3 is the inverse of the covariance matrix C,3. As a conse-
quence, estimates of the errors on the model parameters 6 are obtained by computing

diag(Cap) = y/diag(F,y).

Notice that these forecasts match the real measurement errors only in the limit
where the (log-)likelihood is sufficiently Gaussian around the best fit. When this
condition is violated, the errors estimated with the FIM formalism might deviate sig-
nificantly from the real errors. As a final comment on the procedure to compute our
forecast, we stress that LISA will measure three data streams. Under some simplifying
assumptions, these data streams can assumed to be independent in the AET TDI basis
(see app. {5.9}), and the total Fisher matrix is given by
Figt = Fi + Fap + Fof =2F0 + Ff (5.3.14)

«Q

For what concerns the observation time we assume 100% efficiency and impose T55A =

4yrs, and for reference, we show how results improve if the mission lifetime is extended
to 10yrs.

Let us assume that the data are expressed in () units, and we have factored the

detector response out (for details, see app. {5.9}), then, the variance D(f,#) can be
expanded as

D(f,0) = B*Qew(f, 0,) + h*Qu(f,0,) , (5.3.15)

9In reality, the resolution Af is finite and given by 1/7. As long as this frequency is much smaller
than fiin, we can effectively replace the discrete sums with integrals.
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where Qaw/(f, 9_;) is the model for the signal, as a function of the frequency and some
signal parameters 9;, and Q,(f, §n) is the noise model, depending on the noise pa-
rameters (971 For what concerns the noise, we use the analytical two-parameter model
commonly used in the literature (for details, see app. {5.9}). On the other hand, for
the signal, we assume the model to consist of the sum of two contributions, one for
the Fiducial population, and one for the PBHB subpopulation, each described by the
template in eq. (5.3.10). Given the complete degeneracy between these two compo-
nents, we will not attempt to measure them independently, but, rather, we will only
forecast the precision on the determination of the overall amplitude, which in the pivot
frequency is simply given by g, = log,o(10%Fid 4 10%PBH). To assess the significance
of the PBHB contribution, for each PBHB subpopulation, we will check whether the
value of apiq, with its error band, is not compatible at some o-level (from 1 to 3) with
Qo 1.€.°

QTot — N 0a,Tot > QFid + N Oq,Fid (5.3.16)

where 04 Tot, Oaria are the FIM errors on oo, apiq, respectively and n € {1,2,3}.
For reference, we report that for apyq = asopus = —12.0246 at f, = 0.01Hz, we have
afgéi 4~ 8.44x107% and Ui%fd ~ 5.34x 1073 at 68% confidence level after marginalizing
over the error on /.

As in the previous section, we conclude by discussing the limitations of our anal-
ysis. Analogously to Earth-based detectors and following similar lines of reasoning,
we did not include the uncertainties in the population parameters in our analyses'C.
Beyond that, the main assumption in our analyses is that the FIM formalism gives
accurate estimates for the uncertainties in determining the model parameters. This
approximation holds in the limit where the log-likelihood for the model parameters is
sufficiently Gaussian around «%, which should be quite accurate for the specific injec-

tions considered in this work [182].

5.4 Results and discussion

Parameter Range
Ry fraction e € [1073,1]
Mass PDF central parameter piN € [0, 100]
Mass PDF standard deviation orn = [0.1,0.5,1,2.5]
Integrated mass range m € [0, 150]
Earth-based integrated redshift range z €10, 10]
SGWB integrated redshift range z € 0,107

Table 5.1. The range of parameter values used for the LN PDF in the semi-analytic analysis.

10A detailed study on how these uncertainties would affect the SGWB signal at LISA, can be found
in ref. [182].
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In this section, we present the results obtained by applying the methodology presented
in sec. {5.3}. We start by discussing, in sec. {5.4.1}, the results we obtain with the
LIGO A™* detector. In particular, we will show results for 1 and 10 years of continuous
observations compared with the constraints obtained with 4 and 10 years of measure-
ments with LISA. The range of values considered both for the merger rate and LN
mass function are summarized in table [5.1]. The same analysis for the ET detector
is presented in sec. {5.4.2}. Given these results, we choose a set of benchmark points
to assess the robustness of the analysis upon the inclusion of spin and sky localization
parameters. Moreover, by explicitly generating some realizations of the populations,
we test the impact of low statistics on the results of secs. {5.4.1} and {5.4.2}. This
analysis is presented in sec. {5.4.3}.

5.4.1 Detectability of PBHB subpopulations using LISA and LIGO A*

Let us discuss the results obtained with the LIGO A™ detector, which are shown in
fig. 5.2 when assuming either Tops = 1, 10yrs of data (top and bottom subfigure, re-
spectively). Each panel of these subfigures corresponds to a different value for opx
introduced in eq. (5.2.7). On the other hand, the x axes of these plots span different
values for pp N, and the y axes correspond to different values of ¢ defined in eq. (5.2.5).
For each point in the parameter space, we compute the integral in eq. (5.3.4) and look
for the smallest value of z, say Zz, such that the condition in eq. (5.3.5) is satisfied.
The value of Z sets the color in all these plots. Colorless areas correspond to injections
that do not satisfy the condition in eq. (5.3.5) for any value of z. The magenta and
light brown lines are defined by evaluation of the condition in eq. (5.3.16), for different
values of Tons and n € {1,2,3}. The gray area, typically appearing in the top right
corner of some of these plots, represents the upper bound on the SGWB amplitude
set by LVK detectors [243]. Finally, the numbered points are benchmarks that will be
considered for the analysis in sec. {5.4.3}.

First of all, by analyzing the results in fig. 5.2, we observe that LIGO A™' will
only be able to observe events from the PBHB subpopulations up z < 2. This is both
a consequence of the averaging over the spin and angular variables and the detector’s
sensitivity (which only allows for detecting events up to z < 3, see the horizon dis-
tance plots in fig. 5.13). Thus, LIGO A* will not be able to resolve events in the range
where the PBHB subpopulation naturally dominates over the fiducial population, i.e.,
at redshift higher than the peak of the SFR. As a consequence, either the fraction e
of the PBHB subpopulation is relatively high at low redshift, or LIGO A* will not
be able to detect its presence. The additional information provided by the SGWB
amplitude measured by LISA SGWB might provide an invaluable tool to break the
degeneracy among different population models. In particular, the SGWB proves to be
quite effective for probing models predicting very narrow peaks at low masses or very
broad peaks with small values of ¢.
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Figure 5.2. Analysis of the parameter spaces of PBHB subpopulations with LN mass func-
tion using either 1 (top subfigure) or 10 (bottom subfigure) years of LIGO AT observations.
Each sub-plot corresponds to a different value of o, and it spans over values of € and urN.
The black lines correspond to different values of fppy. For all the points in the region above
the magenta (light brown) dotted (dash-dotted/solid) line, the variation in the SGWB am-
plitude w.r.t the fiducial model as measured by LISA with 4 (10) years of observations would
be detectable at 1(2/3) o level. The color map is set by the minimal value of z such that
the condition in eq. (5.3.5) is satisfied. Crosses indicate the benchmark points used in the
following subsections.
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We also notice that, in general, for sufficiently large values of ur, subpopulations
with narrow mass distributions are more easily detectable with Earth-based detectors.
The motivation is that the SNR decreases for increasing mass ratio (¢ = my/ms). For
narrow mass distributions, the two PBHs are more likely to have similar masses, which,
on average, increases the typical event SNR. Notice that subpopulations with extremely
narrow mass distributions, located at either too small or too large masses, will not be
detectable since they generate too feeble signals (the GW amplitude grows with the
mass of the binary) or signals outside the detector’s frequency band (higher masses
generally coalesce at lower frequencies). Examples of these effects are visible, e.g., in
the two top panels in the top subfigure in fig. 5.2. Indeed, the presence of a minimum
at pupn ~ 7T0Mg in the colorful area in the top left panel of said figure originates from
the interplay between these two effects. Notice also that the structure in the colored
region before such minimum tracks the behavior of the fiducial mass function, which,
as discussed in app. {5.6}, is assumed to be a power-law + peak model |296]. All these
effects get smoothed out by increasing the spread of the PBH mass function. We notice
also that for peaked PBH mass functions, centered around masses that maximize the
SNR, values of € of the order of 1073 are within reach of LIGO A™. While this quickly
degrades as the PBH mass function broadens, we stress that this behavior is not as
marked for the prospect of SGWB detection with LISA. As a consequence, parts of
the parameter space that might be hardly probed with Earth-based detectors might
still be accessed with LISA.

We conclude this section by comparing the results obtained when To,s = 1 year
(top subfigure) with the results obtained with Tops = 10 years (bottom subfigure),
which are shown in fig. 5.2. Firstly, we notice that, for Earth-based detectors and LISA,
increasing the effective observation time will generally move the detectable regions at
smaller values of € but will not significantly affect the qualitative behavior of the results.
Indeed, for Earth-based detectors, increasing the observation time does not affect the
detections of the single events, but rather, it only increases their number, improving
the overall statistic. Similarly, for LISA, increasing the observation time will not affect
the overall SGWB amplitude!'?, but rather, the accuracy of its measurement.

5.4.2 Detectability of PBHB subpopulations using LISA and ET

We proceed by discussing the results using the ET detector. As in sec. {5.4.1}, we
assume either Tops = 1yr or Tops = 10yrs. The results for the LN mass distributions
are presented in the top and bottom subfigure in fig. 5.3, respectively. For reference,
in fig. 5.3 we also show the benchmark points identified in the previous section to
highlight their detectability with ET.

ET will resolve events up to z = 10, i.e., well beyond the SFR peak, where the
SOBHB population quickly drops. As a consequence, ET has way better prospects

11 Ag already mentioned in the footnote 7, this might not be true, as by increasing the observation
time, and with archival searches, the individual source subtraction will improve, leading to changes
both in the amplitude and shape of the SGWB.
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Figure 5.3. Analysis of the parameter spaces of PBHB subpopulations with LN mass distri-
bution using either 1 (top subfigure) or 10 (bottom subfigure) years of ET observations. Plot
structure as in fig. 5.2.

of identifying PBHB subpopulations beyond the LVK fiducial model. Moreover, by
looking at fig. 5.3, we notice less dependency, compared to LIGO AT, of the results
on the position of the mass peak. This effect originates from the improved sensitivity,
which, for the mass and redshift ranges considered in the present work, leads to less
pronounced selection effects in ET compared to LIGO A*. Indeed, all figures in this
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LN Point N. 1 2 3 4

(iox [Mo)] 95.0 | 95.0 | 25.0 | 50.0
€ 0.01 0.05 0.05 | 0.04

LIGO A (Lyr) | ND. | z~1 | N.D. | N.D.
ET (1 yr) 2~6 | 22 | 2~2 ] 23
LISA (4 yrs) ~lo | >>30 | S20 | 2 1o

Table 5.2. Description of the benchmark LN PBHB subpopulations. The acronym N.D.
stands for non-detectable for a particular benchmark/detector combination.

subsection show that selection effects due to the mass of the binary only affect the
very low end of the mass range. We can thus conclude that, as long as the PBHB
subpopulation will produce a sufficiently large number of events (i.e., larger than the
Poissonian 30 expected for the fiducial population) at high redshift, ET will measure a
significant excess in the number of events. Despite the great increase in the detection
ability of ET compared to LIGO A*, the SGWB measured by LISA will still bring
additional information. The main motivation for this claim is that events with very
large masses (which are cut in our plots) would merge at too low frequencies to be
detected with ET, but would still contribute to the SGWB amplitude. However, a
similar argument could also hold for different redshift distributions predicting a few
events at low redshift and many more events at very high redshift. Hence, we stress,
once again, the synergy between individual events and SGWB for constraining popu-
lation models.

While, beyond the improvements discussed in the previous paragraphs, most of
the discussion of the previous section remains valid for ET, we remark that following
the methodology introduced in sec. {5.3.1}, there are some regions where the PBHB
subpopulation might be detectable with smaller values of € in LIGO A" compared to
ET, which might seem counter-intuitive, given that ET has better sensitivity. Indeed,
this is an artifact of our choice for the detectability criterion, introduced in eq. (5.3.5)
and of the selection function for the different GW detectors. With our approach, if the
fiducial population produces fewer resolvable events at a given redshift, fewer events
are required from the PBHB subpopulation to satisfy eq. (5.3.5). In particular, since
LIGO A™ selects very few events from the fiducial population, it might be easier for
a PBHB subpopulation with suitable properties (i.e., with a narrow mass function
centered at the right value to optimize the SNR at LIGO A™) to satisfy eq. (5.3.5).
However, a proper population analysis, similar to ref. [52], keeping track of both the
redshift and mass distribution would reveal this feature.

5.4.3 Analysis of the subpopulation benchmark points

In this section, we perform a more accurate analysis of the resolvable sources with
LIGO A" and ET using the benchmark points shown in figs. 5.2 and 5.3. Part of this
analysis will include all the waveform parameters we have averaged over in the previous
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sections. Let us start by commenting on the choice of our benchmark points. While
details are summarized in table [5.2], qualitatively these points are chosen such that:

e Given Point 2, Points 1 and 3 have the same ¢ but smaller ppy, and the same
prn but smaller e, respectively. While Point 2 leads to signatures in LISA, LIGO
AT, and ET, Points 1 and 3, being marginally detectable with LISA and LIGO
AT, are testable with ET only.

e Given the large value of o, Point 4 is almost a flat mass function in the range
of interest. This point is visible for ET, barely visible for LISA, but not visible
by LIGO A*.

The results obtained on these benchmark points using LIGO A* and ET are shown
in fig. 5.4. The left columns of these figures analyze benchmark points for the LN
subpopulations on the LIGO A" detector, while the right columns refer to the results
on the ET detector. The three rows correspond to three different techniques (with
increasing levels of accuracy) for the evaluation of the (expected) number of resolvable
sources for a given population. The lines in the top row are computed using the
method described in sec. {5.3}, and, in particular, by evaluating eq. (5.2.6). The error
bands are estimated from these numbers assuming Poisson distribution. Since this
procedure matches the one used to generate the maps in fig. 5.2 (and the predicted
PBHB distributions of fig. 5.5), the results agree perfectly. For reference, in fig. 5.5, we
show the analytical predictions (and the corresponding Poissonian uncertainties) for the
distribution of resolvable sources at the LIGO A* and ET detectors for the 4 benchmark
points compared with AReFid (at 1 and 3 o-level) for the fiducial population. The
central row uses the generated catalogs, but the SNR for each source is evaluated
using the sky and spin-averaged expression. This is the same prescription we use to
get the top-row results, by comparing the top and middle-row figures we can assess
the impact of realization dependence on our results. As expected, we find consistency
in regions with a large number of resolvable sources (small z) and deviations in the
low-statistics regime (large z). Finally, the bottom row shows the results obtained
using the catalogs and the complete expression for the SNR, consistently including all
waveform variables. Deviations between top and bottom-row results manifest at higher
redshift. This behavior is expected since small differences in the source parameters can
move borderline sources inside or outside the detection threshold. Thus, including all
parameters in the SNR evaluation makes results more dependent on the realization
effects in the low-statistics regime. The figures show clearly that this effect is more
pronounced for LIGO A%, which has less resolvable sources, than for ET. Despite this
effect, generically, we observe good agreement between numerical and semi-analytical
results.

We conclude this section by showing, in fig. 5.6, the relative differences between
the semi-analytical estimates of the number of resolvable sources NReFid (and its

standard deviation V' N Res,Fid) ‘and its value estimated using the generated catalogs
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Figure 5.4. Comparison between the analytical predictions of sec. {5.3} (top row) and SNR
evaluations on the generated catalog with (middle row) and without (bottom row) sky and
spin-averaging. Each panel shows the number of events in the fiducial population (red line),
with 1 (orange band) and 30 (yellow band) compared with the number of events for the
fiducial population plus one of the subpopulations (fixed by the benchmark points). All the

results shown in this plot are obtained assuming 1 year of either LIGO A™ (left panels) or
ET (right panels) measurements.

pRestFid and (and its standard deviation o®e¥id) defined as

/NFld Res ’
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Figure 5.5. Analytical predictions for the benchmark points of sec. {5.3} compared with
the analytical estimate for the Poissonian error on the fiducial population. The dashed lines
delimit the 3AXesTomti region for the i-th benchmark point. The LIGO At (ET) results for
1yr of observations are shown in the left (right) panel.

LIGO A+. T()h, = lyr 100 ET. TOhs = lyr

Relative difference
Relative difference

Figure 5.6. Plots of p, (solid lines) and p, (dashed lines) as defined in eq. (5.4.1), for LIGO
AT (left panel) and ET (right panel). The blue (red) curves use the sky and spin-averaged
(full) expression for the SNR.

Res,Fid Res,Fid

The blue curves in fig. 5.6 use the value of /i and o computed assuming
the sky and spin-averaged version of the SNR. We see that before reaching the low-
statistics regime these curves are always smaller than 10% for both LIGO At and
ET. This proves a quite good agreement between the semi-analytical approach and the
generated catalogs. On the other hand, the red curves use the value of zR*Fid and
ghesFid eyaluated using the full expression for the SNR. While we notice some level of
degradation with respect to the blue curves (the relative difference is up to ~ 30/40%),
we still find quite good agreement between the results.
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5.5 Conclusions

In this paper, we have discussed the prospects of detecting potential PBHB subpop-
ulations with future GW detectors. For this purpose, we have assumed a fiducial
population in agreement with the GWTC-3 results and added PBHB subpopulations
with different merger rates and mass distributions to test whether these would lead to
observable signatures in LIGO A™, ET, or LISA. Using Earth-based detectors, we have
checked how the number of resolvable events changes in the presence of PBHB subpop-
ulations. In particular, we have evaluated this analytically and tested our results by
simulating event catalogs to assess the impact of low statistics on the analytic results.
We have generally found good agreement between our semi-analytical and numerical
results. Beyond that, we have evaluated the increase in the amplitude of the SGWB
arising from the PBH contribution and tested its detectability with LISA using a FIM
approach. We found that the information LISA will bring might be significant to test
whether the SGWB is due to SOBHBs only.

For all models considered in this work, we have found sizable regions of the pa-
rameter spaces where the PBHB subpopulations will lead to significant variations in
the number of detectable events in LIGO A' and ET (with ET performing better in
most cases) with respect to SOBHB expectations. However, it is worth stressing that
detecting events at high redshift does not imply that it will always be possible to infer
their redshift accurately [311]. Moreover, we have found that for all models considered
in this work, there are sizable parts of the parameter spaces leading to an increase
in the SGWB amplitude that would be detectable with LISA. Interestingly, since the
SGWB integrates over all masses, the SGWB measurement can also test subpopu-
lations with very low and very large masses, generating signals beyond the reach of
future Earth-based detectors. Indeed, different GW detectors probe complementarily
distinct parts of the parameter space. In particular, our results highlight three different
regimes:

e Signatures in Earth-based detectors and LISA: This can happen if the
PBH population becomes abundant (but still statistically marginal in present
LVK observations) around (or after) the SFR peak so that the number of indi-
vidual events does not decline at z ~ 2. Simultaneously, the SGWB at LISA
exceeds the SOBHB prediction.

e Signatures in Earth-based detectors only: The PBH population grows very
slowly with z and becomes sizable only at high redshifts. In this case, the signals
from unresolved sources are faint, and their contribution to the SGWB at LISA
is not sufficiently strong to modify the SOBHB prediction significantly. While
deviations in the merger rate might be appreciated, their statistical significance
might not be sufficient to pin down the presence of a secondary population unless
some additional features are found in, e.g., the mass distribution of the observed
population.
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e Signatures in LISA only: The PBH population has very small or very large
masses, and the signals are not detectable with Earth-based detectors. LISA
observes an SGWB amplitude incompatible with the value predicted using the
SOBHB population measured by Earth-based detectors.

Overall, we conclude that the considered measurements from Earth-based detec-
tors and LISA will generally be complementary, and our understanding of the BH
population that we observe in our Universe will improve if we use their synergy. This
conclusion comes with no surprise, knowing the underlying differences between the
properties of the signals these detectors will probe. Furthermore, we generally observe
that the dependency of the LISA SGWB on the subpopulation parameters scales differ-
ently than the distribution of resolvable sources that Earth-based interferometers will
detect. This fact implies that, in general, SGWB measurements will help Earth-based
detectors improve the constraints on the BH population parameters that we observe
in our Universe.

As discussed in sec. {5.3}, our analysis does not include errors on the fiducial pop-
ulation parameter, which are currently quite broad on some of the most influencing
parameters and would impact our results significantly if extrapolated to the volume
that LIGO AT and ET detector will probe. However, the open codes presented in
our GitHub repository [330] can be readily updated when the new results of future
inference papers, e.g., by the LVK collaboration, come out. With improvements in the
LVK network, we expect more (and more accurate) detections, which will reduce the
uncertainties on the population parameters, making the analysis much more reliable.

The present study assumes that the two populations do not interact with one
another, i.e., mergers only involve BHs drawn from the same population. This as-
sumption impacts both the number of mergers and their properties. By dropping this
assumption and assuming the two populations to have sufficiently different mass ranges,
it would be possible to enhance the number of Extreme Mass Ratio Inspirals (EMRIs)
2 in the LISA band significantly [313, —350]. Thus, determining the abundance
of these objects can also be used to further constrain the eventual presence of PBHB
subpopulations on GW detectors with LISA-like frequency range. Moreover, keep-
ing track of the number of resolvable sources in different frequency bands (e.g., BHs
with masses higher than the ones considered in the present work would merge in the
LISA frequency band) could also provide a possible tracer for the presence of PBHB
subpopulation. Finally, even the analysis of the SGWB on the Earth-based detectors
frequency range can further improve the results presented in this study. On one hand,
detecting the SGWB at different frequency bands will decrease the uncertainties on
its amplitude, hence improving our chance to detect variations in the expected value.
On the other hand, if the PBH mass distribution is narrow, and peaked in the stellar-
mass BH range, it could result in deviations of the SGWB shape from the standard
power-law behavior in the LVK/ET frequency range, which could be used as a further

12For SGWB predictions and cosmological constraints with EMRIS, see, e.g., [343-347].
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constraint on the PBH sub-population properties [54, , , |.

We conclude by commenting on alternative methods to assess the detectability of
PBHB subpopulations beyond the ones considered in this work for both Earth-based
and Space-based detectors. It would be possible, in principle, to adopt other criteria,
similar to the one we have introduced. For example, since we expect PBHBs to become
relevant at high redshift, variations on the cumulative number of resolvable sources
predicted after a given redshift could provide a viable alternative. While maintaining
less information on the source distribution, this approach would be less sensitive to the
error in the inference of the source distance [311]. Finally, a fully consistent population
analysis based on hierarchical Bayesian modeling would provide a robust and more
accurate alternative to the criteria discussed here. Thus, we deem it worth exploring
these (and possibly other) methodologies in future works.

Acknowledgments

We thank Gabriele Franciolini for several useful comments on a draft of this work.
MP acknowledges the hospitality of Imperial College London, which provided office
space during some parts of this project. PM acknowledges the Cost action CA16104
for financing the STSM to London that led to the start of this work. GN is partly
supported by the grant Project. No. 302640 funded by the Research Council of Norway.

5.6 Appendix A : The SOBHB fiducial population

In this appendix, we detail the fiducial SOBHB population model we adopt through-
out the analysis. In most aspects, we follow the approach of ref. [182| and rely on the
master equation in eq. (5.2.1). We proceed by clarifying the functional forms of the
quantities appearing in such an equation.

As already discussed in the main text, the current LVK data put tight bounds on
the SMBHB population properties up to z ~ 0.5 [15]. Few events have been detected
at redshift 0.5 < z < 1, but they are too rare and/or poorly reconstructed to impose
strong constraints [352, |. Despite these caveats, current data are compatible with
a population of SOBHBs with a merger rate behaving as

R(z) = Ro(1 + 2)" (5.6.1)

for z < 0.5, with R(z = 0.2) = 28.373%°Gpc®yr~ and v = 2.9717 [45, 354]. At
higher redshift, R(z) has to keep track of the stellar-formation origin of the binaries
and, to some degree, resemble the SFR. Thus, consistently with [182], we choose the
Madau-Dickinson phenomenological profile |56, 57] with a negligible time delay'®. Such

130ther choices [225, , , , , , | are possible and might qualitatively change the
results, but not the rationale, of our analysis.
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a choice leads to
(14 2)~

14+ (14 2)/2.9)+297

where Ry is set so that R(z = 0.2) matches the measured value.

Rsopns(z) = Ro (5.6.2)

For what concerns the mass distribution, we adopt the power law + peak sce-
nario [15, 354]

p(mh m2|mm7 mpy, ¢, ﬁq7 Hmy Om, 5m7 /\peak) -

5.6.3
Crnass 71-1('77@1‘057,1/67117Jmﬂnma7nM7§m7)\peak) WQ(Q‘qumlammyém) 5 ( )

with Cpass being a normalization constant and ¢ being the mass ratio ¢ = my/m,. The
functions m and m, read as

T (ml‘au Moy Omys T, AT, 6m7 )\peak) =

[(1 — )\peak)m<m1‘ — Q, mM) +)\peak®(ml|ﬂm, O—m)] 6(m1|mm, 5m) (564)

and

mo(q|Bgs 1y M, 0) = Cy(my) ¢’ S(m2|my,, O0m) , (5.6.5)

where C,(my) is a normalization function, & is a smoothing function for the low mass
cutoff, and 3 and & are respectively a normalized power law and a normalized Gaussian
distribution

B =Cpm ™, (5.6.6)

Cnm 1 /m— 2
6= ——
\/2mo2, exp[ 2 ( Om >
with « being the spectral index of the power law, p,, and ¢, being the mean and width

of the Gaussian, and Cp;, and C,, being normalization. The smoothing function &
imposes a smooth cutoff for low masses, rising from 0 to 1 in the interval [m,,, m,, +d,,]

, (5.6.7)

0, it m < m,,
S =< [f(m—mp,0n) + 171, if m € [Mup, My + 0 (5.6.8)
1, if m>my, + o,
with
f(m',6,) = exp (6—m + 5—m> (5.6.9)
’ m m =0,

so that, by construction, we have m > m,,. The high end of the mass range doesn’t
have an explicit cutoff but large masses are statistically suppressed. In practice, we set
myr = 100M,, which is slightly higher than the values used in the LVK analysis [290],
to take into account possible higher mass events of astrophysical origin'4. All the

hyperparameters entering the mass distribution eq. (5.6.3) are fixed at the central
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My [Mo] | mar [Mo] | 6m [Mo] | Apeax o B fim Tm
50597 | 100 [ 4.9735 [0.038%505 | 3.570%86 | 1.17577% | 34750 [ 5.69733)

Table 5.3. Fiducial values (with 1o C.L.) for the mass function hyperparameters [290].

Coeficients | apy Elad] Var|a] ¢ o1 oD
Value 1 10267559 10.0275%2 10.76752 | 0.877 L% | 0.877 .8

Table 5.4. Fiducial values (with 1o C.L.) for the spin amplitude and spin tilt hyperparam-
eters [296].

values of the LVK analysis outcome reported in table [5.3].

The spin distribution is a product of two different PDFs, one for the spin ampli-
tudes and one for the spin tilts. The former reads as [15, 354]:

agq—1 /Ba_l
ai* " (L—a;" )
p(ai|aa7ﬁa) - B(O{ /6 ) )

where B(ag, 3,) is a Beta function that guarantees the appropriate normalization of
the PDF. The «, and (3, are positive constants defined through

(5.6.10)

Ela] = —%o-
a datba | s : (5.6.11)

Var [a] - (aa "Fﬁa;éa(aZ +6a+1)

where Ela] and Var[a] are set in table [5.4]. We stress that the spin amplitudes of the
two black holes are independent of one another. On the other hand, the PDF spin tilt
distribution reads

— 2C exp {—[1 — cos(t;)]* /(202)}
zgz o;erf(v/2/0;) ’

p(cos(ty), cos(ta)|or, 02,() = (5.6.12)

which is a mixture between an isotropic and a truncated Gaussian distribution cen-
tered in cos(t;) ~ 1. The o0;, and ¢ parameters are specified in table [5.4].

Finally, for cosmology we assume the ACDM model where the Hubble parameter is
Hy = h x100km/(s Mpc), with A = 0.678 being its dimensionless value, and 2,, = 0.3
and 2, = 0.7.

5.7 Appendix B : PBH contribution to the Dark Matter relic
abundance

While PBHs behave as cold DM and could, at least in principle constitute a sizable
amount of the presently observed DM, their abundance in the stellar mass range is

14We test that other choices would not practically change our results. For e.g., my; = 150M, no
masses above 100 Mg, appear in our catalog realizations due to the PDF suppression.
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tightly constrained [133, , —143, , , |. We define fppy = Qpu/ouM,
the ratio between today’s PBH and DM energy densities in the Universe. For a given
PBH population model, the parameters ¢ and fpgy can be explicitly related. We
obtain their relationship in the case that our PBH population, which we derive from
phenomenological models, is dominated by binaries that gravitationally decoupled from
the Hubble flow before the matter—radiation equality [16, 55, 294].

In eq. (5.2.5), we modulate the PBHB merger rate Rpgpp(z) through the param-
eter £. An alternative way to write Rppug(z) is [59, ]

32
1.6 x ]_06 53/37 m1 + mo B
RPBHB(Z) :W pB/H Z—O /dml/dmg — n S|,

(5.7.1)

where 7 = mimy/(mi+my)? and S = ®pn(my) Prx(mz)S. The function ®ry is given in
eq. (5.2.7). The function S is a suppression factor accounting for environmental effects
that slow down the binary formation or favor their disruption. It can be approximated

asl5

o (m?) / (m)* o\ 7
Si~1.42 (N(ml,mQ,prH) — ngH> e T, (5.7.2)

with
(m) feBu + oM
2 2
o= ) Toun - (5.7.4)
01%/[ <m> [MU (ﬂ 1 5f§BH>] 1
NG 74727 6oy

Here oy =~ 0.004 represents the rescaled variance of matter density perturbations at
the time the binaries form, I' denotes the Euler gamma function, U(a, b, z) is the con-
fluent hypergeometric function, while (m) and (m?) are the first and second momenta
of the PBH mass PDF.

The comparison of eq. (5.2.5) to eq. (5.7.1) yields

32
1. 6 106 #
o= 0 XA pajan / dmy / dmy (M) nHS (5.7.5)

Figure 5.7 shows the values of fppy that arise in the parameter regions of the PBH
models considered in our analysis.
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Figure 5.7. Conversion maps from ¢ to fppy of the parameter spaces of PBHB subpopula-
tions with LN mass function. Each sub-plot corresponds to a different value of oy, and it
spans over values of € and ppn. Crosses indicate the benchmark points used in the following
subsections.

Parameter Range
Ry fraction e € [1073,1]
Mass PDF central parameter ue € 10, 100]
Mass PDF standard deviation oq = [1,5,10,15]
Integrated mass range m € [0, 150]
Earth-based integrated redshift range z € [0, 10]
SGWB integrated redshift range z € (0,107

Table 5.5. The range of parameter values used for the Gaussian PDF in the semi-analytic
analysis.
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5.8 Appendix C : Results for a Gaussian mass distribution

To further analyze the qualitative results presented in sec. {5.4}, we perform the same
analysis when considering a Gaussian Mass Distribution function as in [359]:
O (m) = —=— exp

Ne —% (m;—G“GY] , (5.8.1)

with pug and og the hyperparameters setting the position and width of the peak. Even
for this study, we will adopt a merger rate in the form of eq. (5.2.5). The range of
parameters considered, for both the merger rate and Gaussian mass function, are sum-
marized in table [5.5].

1

Following the procedure described in app. {5.7} (where we replace the mass dis-
tribution and momenta with the Gaussian ones), we start by presenting the conversion
maps from ¢ to fppy for the considered Gaussian parameter space in fig. 5.8. The
detectability of the considered Gaussian PBHB subpopulations on the LIGO A" and
ET detector is then described in figs. 5.9 and 5.10 respectively. In the aforementioned
figures, we present the results when assuming either To,s = 1yr (top subfigure) or
Tows = 10yrs (bottom subfigure) of data. Each panel of these subfigures corresponds
to a different value for og. On the other hand, the x axes of these plots span different
values for pg, and the y axes correspond to different values of ¢ defined in eq. (5.2.5).
We generally observe that all the discussion of sec. {5.4} holds up even when con-
sidering a Gaussian PDF. In particular, the selection features that appear for narrow
mass functions on the LIGO A* detector discussed in sec. {5.4.1} are even further
highlighted on the top panels of fig. 5.9, thanks to the choice of o¢.

As done in sec. {5.4.3}, we then proceed by performing a more accurate analysis
of the resolvable sources with LIGO A" and ET using the benchmark points shown
in figs. 5.9 and 5.10. While details are summarized in table [5.6], qualitatively these
points are chosen such that:

e Point 5 is chosen to be detectable with LIGO A*, but not detectable with
LISA/ET, according to the methodology assumed in this work.

e Points 6, 7, and 8 are chosen analogously to Points 1, 2, and 3 but with the
Gaussian mass function instead of the LN distribution.

The analytical predictions (together with their Poissonian uncertainties) for the distri-
bution of resolvable sources of the Gaussian benchmark points on the LIGO A+ (left
panel) and ET (right panel) detectors are presented in fig. 5.11. In said figure, for
comparison we also report the expected analytical AR at 15 and 30 level for the
fiducial population. We then synthesize some populations for both the fiducial and

15In general, in S contains an extra suppression factor, which introduces redshift dependence at
small z. Such a term is negligible for fppup ~ 1073 [55, ], which is the region of parameter space
relevant parts for most models considered in this work. As a consequence, we neglect this factor.
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Figure 5.8. Conversion maps from ¢ to fppy of the parameter spaces of PBHB subpopula-
tions with Gaussian mass function. Each sub-plot corresponds to a different value of o, and
it spans over values of € and pug. Crosses indicate the benchmark points chosen for further

analysis.

Gaussian Point N. 5 6 7 8
hG M) 720 | 100 | 750 | 75.0
e 1.0M, | 10.0M, | 10.0My, | 10.0M,,
€ 0.002 0.05 0.05 0.004
LIGO AT (1yr) | z~2 | N.D. z~1 z~2
ET (1 yr) N.D. z~2 z2~2 | 2~10
LISA (4 yrs) N.D. N.D. | >>30 | N.D.

Table 5.6. Description of the benchmark Gaussian PBHB subpopulations. The acronym
N.D. stands for non-detectable for a particular benchmark/detector combination.

PBHB benchmarks, and analyze the numerical results using different levels of com-
plexity, as done in sec. {5.4.3}. Despite the variations arising due to low statistics and
underlying differences among the three different approaches, in general, we observe
good agreement between numerical and semi-analytical results. The only exceptions
we find in this case are for Point 5 and Point 8 which, due to the low value of ¢ ~ 1073,
generate very few sources (< 100/yr by comparing with fig. 5.1) and are hence more
likely to not reach the necessary realization statistic.
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Figure 5.9. Analysis of the parameter spaces of PBHB subpopulations with Gaussian mass
function using either 1 (top subfigure) or 10 (bottom subfigure) years of LIGO A observa-
tions. Plot structure as in fig. 5.2

5.9 Appendix D : Detector characteristics
In this study, we consider LIGO A" and ET as representatives of upcoming and fu-

ture Earth-based interferometers and LISA as a reference for the first generation of
space-based GW detectors. The precise timeline and operational durations of these
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Figure 5.10. Analysis of the parameter spaces of PBHB subpopulations with Gaussian
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instruments are uncertain. Nevertheless, it is reasonable to anticipate that LIGO A™
will operate for several years before the early/mid-2030s when ET and LISA are ex-
pected to commence to acquire data. In the lack of a well-defined progress plan, we
consider a couple of somewhat extreme timeline scenarios, believing that the actual
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Figure 5.11. Analytical predictions for the benchmark points resolvable source distribution
of sec. {5.3} w.r.t. the expected Poissonian error predicted for the analytical fiducial pop-
ulation. The dashed lines delimit the 3ARSPonti region for the i-th benchmark point. We
present the results predicted for benchmarks on the LIGO A™(ET) on the left (right) panels
of the figure. To conclude, all the results shown in this plot are obtained assuming 1 year of
either LIGO AT or ET measurements.

future will likely fall somewhere in between. Concretely, we analyze 1 and 10 years of
data for LIGO A" and ET, and 4 and 10 for LISA. We leave it to the knowledge of
the future reader to estimate which scenario the future will tend to and in which order
each detector and its measurements will arrive.

Earth-based interferomenters The location of the two LIGO AT detectors are set
to be in the Livingston (N 30°330’, W 90°460’) and Hanford (N 46°270’, W 119°240’)
sites. Regarding the sensitivity, we use the curve described in ref. [360], with frequency
range [5,5000] Hz. For ET, we assume the location proposed in the Sos Enattos mine
in the Lula area (N 40°260', E 9°260’) with the ET-D-sum sensitivity in the frequency
range [0.1,10%] Hz [361, 362]. However, our resolvable event analysis is nearly inde-
pendent of the precise detector sites. The expected horizon distance for these detector

configurations, w.r.t the BHB populations considered in this paper, is presented in
fig. 5.13.

LISA LISA will be the first interferometer in space. The detector will consist of three
satellites orbiting around the Lagrange point L5. For our analysis, we assume mission
adoption sensitivity in the frequency range [3 x 107°,0.5] Hz [363]. In the following, we
describe the 2-parameters instrument noise model [59, 364] based on the results of the
LISA Pathfinder mission, as well as the latest laboratory test. In particular, we report
the LISA sensitivity in the Time Delay Interferometry (TDI) channels A and T*6. For

16TDI is a technique designed for LISA to suppress the otherwise dominant (and several orders
of magnitude larger than the required noise levels) primary noises. TDI consists of combining inter-
ferometric measurements performed at different times. It can be shown that for a fully symmetric
LISA configuration, it is possible to introduce an orthogonal (i.e., noise in the different channels is
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Figure 5.12. Comparison between the analytical predictions of sec. {5.3} (top row) and
SNR evaluations on the generated catalog with (middle row) and without (bottom row) sky
and spin-averaging. Each panel shows the number of events in the fiducial population (red
line), with 1 (orange band) and 3o (yellow band) compared with the number of events for
the fiducial population plus one of the subpopulations (fixed by the benchmark points). All

the results shown in this plot are obtained assuming 1 year of either LIGO A* (left panels)
or ET (right panels) measurements.

more details on the noise model and the TDI construction, see e.g., ref. [211, 372].

uncorrelated) TDI basis, typically dubbed AET. See, e.g., refs. [365-371] for details.
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Figure 5.13. Horizon distance for the LIGO A™ (blue) and ET (red) detectors as a function
of the total mass that we consider for the populations of this analysis. The black dashed line
corresponds to the value of the peak of the SFR (when no time delays are not considered)
that we obtain for the fiducial SOBHB population that we assumed in this paper.

The noise in LISA is a combination of two main components: Test Mass (TM)
acceleration noise and Optical Metrology System (OMS) noise. The power spectra

Pry, Pows, for these two components are
2 4 4 2
. 0.4mHz " f 1 ﬁ 7
f SmHz 2r f c
2n f 2
c Y
(5.9.1)

fm?
stHz

Pru(f,A) = A?

2
P p)=p 2
oms(f; P) i

i, (2mHz> 4

f
where c is the light speed and the two noise parameters A and P control the amplitudes
of the TM and OMS components, respectively. The total noise spectral densities in
the TDI A and T channels read

Naa(f, A, P) = 8sin? (QWfL) {4 [1 + cos (27rfL> + cos® <2W5L>] Prvu(f, A)+

C C (5.9.2)
oo (5] ot ).
Ner(f, A, P) = 16sin? <27T5L> {2 {1 — cos (2”;’%” 2 Pru(f, A)+ (5.9.3)

+ [1 — cos <2W5L>} Pows(f, P)} 7
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with L = 2.5 x 10°m is the LISA armlength.

Given the noise power spectra, the strain sensitivity (for a generical channel i)
is defined as

Si(f, A, Py = Nl AP Ny (f, A, P)

Rij(f) 16sin? (202 (224L)° Ro(f)

C

(5.9.4)

where R;;(f) is the (quadratic) response function, mapping incoming GW signals onto
the TDI data stream. The response can be further expanded as a purely geomet-

rical factor, R;;(f), times TDI-dependent terms. While Ry;(f) should be evaluated,
approximate expressions for the A and T channels read

Rualf) = go—— Rt = 2 )
M0y o7 (2L T 2008 0100 4 0.7 (222E)°

. (5.9.5)

Since Rpr is strongly suppressed at low frequencies with respect to Raa, the T channel
is typically assumed to be signal insensitive. It is customary to express the noise in 2
units using

4t f3
3(Ho/h)?
In the analyses presented in this work, we assume the face values for the noise param-
eters to be A =3, P =15 with 20% Gaussian priors.

W2, (f, A, P) = Snij(f, A, P). (5.9.6)

5.10 Appendix E : Analytical derivation of the SGWB from a
population of merging objects

In this last appendix, we are going to present briefly the analytical derivation of the
SGWB. Further details on said derivations, can be found on refs. [230, 373]. The result
presented will be computed in the framework of the LISA detector, for which we know
that the circular orbit approximation works well and the number of resolvable sources
is small enough (~ 10 for SNRyesn = 8) to prevent dampenings in the high-frequency
region of the SGWB signal (see ref. [182] for further details).

Following the approach of refs. [2306, | the characteristic spectral strain of the
SGWRB is hence defined as

he(f) =

4 dn 1 dE
G / Az GW , (5.10.1)

we? f2 dzl—i—zfr

where dn/dz is the comoving number density and the d Egw/df, represents the (red-
shifted) energy each event produced per log frequency interval. By assuming a wave-
form, which in the case of LISA can be approximated using the circular-orbit assump-
tion, we can write the redshifted energy emitted per frequency interval as follows:

dBew _ 7 (GM)5/3
df, 3G (nf,)'3

dfr ‘f ~f(1+2)

: (5.10.2)
r=f(1+2)

- 153 —



with M the Chirp Mass for the considered event.

If we now wish to compute the SGWB for a generical population model, the
comoving number density as a function of the chosen population may be rewritten as

dt,
dz

o] 2 0o
j—:: / Ml dMR(2)P(M(m1, ms)) (5.10.3)
0

dzdM

In the last equation, we defined with R(z) the model merger rate for the considered
BH population, P(M(my,m3)) is the probability of having a Chirp Mass M (my, ms)
given the mass PDF of the population for my, my, and d¢,/dz is a drift term defined

as
dt, 1

Az Ho(1+2)/ (-2 + s
We can finally define the analytical SGWB for a given BH population in 2 units as

follows:
2(mfhe(f))?
3H? ’

(5.10.4)

Qaw(f) = (5.10.5)

where h.(f) is given by

N Mo, o) do
2 4G S R VA
V) = g [, e [ et ) S

(5.10.6)

mm mm
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Chapter 6

Summary of the results and
conclusions

In this document, we have investigated the signal generated by gravitational waves
on present-stage, and next-generation detectors. We started by analyzing the real
detector strain of the first four events observed by the LIGO collaboration, and we
tested the detection claims using a different approach compared to the matched filter-
ing used by LIGO. Even though it is well-known in the literature that matched filtering
is the optimal approach to detect gravitational waves if the noise is Gaussian [185—

|, this method relies on comparing the detector data with a template bank that
contains a class of signals determined in a specified theory. This technique is hence
robust and very sensitive only when the noise can be well approximated with Gaussian
noise, the template bank is complete enough to describe the expected signals on the
detector, and the source waveform is accurately predicted from theory. The discovery
of residual signal on the LIGO detector strain after the subtraction of the waveform

model by refs. [196, , | consequently raised questions about the reliability and
significance of the LIGO detections claims. These questions were partially answered
in ref. [199], which found that the residual signal in the detector strain was due to

discrepancies in the best-fit waveforms that were used by the LIGO collaboration. The
exact size of the statistical significance, however, was still left unanswered and led to
further debate [200, 201]. We hence followed the approach of refs. [199, 200] and used
maximum-likelihood waveforms inferred by refs. [206, 207], to perform a blind search
with a Pearson cross-correlation analysis in correspondence of the first four LIGO
detection claims. In the paper, we demonstrated that even though this approach is
less-sensitive compared to the matched filtering adopted by LIGO, all the detection
claims are able to be reproduced with statistical significance comparable to the latter
even when adopting this highly agnostic approach. We further showed that by using
waveforms obtained through maximum likelihood, the residual noise in the detector
strain after the subtraction of the signal goes back to values that are not statistically
significant. This proved that the residual noise found in the detector strain after the
subtraction was only caused by a non-optimal choice of the waveforms, and is not a
problem caused by the theory in itself. One point of remark of this article is that
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the Pearson cross-correlation, despite not being as sensitive as the matched filtering
when looking for gravitational wave signals, can still be used to easily test non-trivial
theories on detection claims. In particular, the information that is left by the residual
after the subtraction can in principle be used to evaluate the description quality of a
theory over another. The last claim, however, still has to be properly tested and is left
as an open question for further research works.

For our second paper, we moved from single events on real data to multiple events
on simulated data. This was a necessary choice in order to analyze the SGWB on the
LISA detector. We hence used the latest results from the LVK inference paper [16] to
generate a BBH population in our universe, some modifications to these results were
however needed in order to account for intrinsic differences among the two detectors
and analysis. First of all, as the main objective was to study the SGWB on LISA,
we needed to describe clearly also the population of non-resolvable sources that nat-
urally extends to higher values of redshift compared to the LVK observable volume
of universe. We hence adopted a phenomenological merger rate that follows the Star
Formation Rate as done in refs. |56, 130]. This allowed us to extend the validity range
of the LIGO inferred merger rate after the currently detected farthest away events
(z < 1). Another difference that needed to be taken into account when computing
populations for the LISA detector, is the difference in the sensitive frequency range
among the two detectors. This difference implies that while SOBHB on the LIGO
detector frequency range only spend a few milliseconds before coalescing, on the LISA
frequency range they can in principle keep inspiraling for several millions of years.
Compared to the LIGO detector, the strain on the LISA detector will hence be com-
posed mainly of sources that are already inspiralling once the LISA detector will be
turned on, with only a few sources drifting in and out of its frequency range during
the mission time. In order to account for this factor, we hence replaced the detector
observation time in the equation describing the differential number of BBH events (see
eq. (4.2.1)) with a cutoff value for the maximum observed residual time to coalescence
by the LISA detector. The previously mentioned equation will then move from asking
"How many events can I observe drifting on my detector in x years of observation" to
"How many events that are closer than x years away from coalescence will be in my
detector frequency range". Events that will drift outside the LISA frequency range
during the mission time will be described by a residual time to coalescence smaller
than the assumed mission time. The events that will drift inside the LISA frequency
range during the assumed mission time, instead, can be ignored as long as the max-
imum value for the residual time to coalescence is high enough to take into account
all the events relevant for the observables we are interested in. After choosing cut-
off values for the maximum redshift and residual time to coalescence that were both
computationally efficient and exhaustive for the analysis, we computed the SGWB in
LISA using four different methods with increasing levels of complexity. We started
with a simple analytical evaluation, this method is indeed the fastest but doesn’t take
into account potential effects arising from the population realization errors or signal
processing on the detector strain. We then performed a semi-analytic calculation of
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the SGWB by replacing the integrals of the analytical evaluation with a summation
over the events coming from a synthesized population. Lastly, we analyzed the real
strain on the LISA detector generated by a synthesized population, and estimated the
SGWB by iteratively subtracting the resolvable sources. This method is indeed com-
putationally expensive, but allow us to both obtain the resolvable sources on LISA,
and analyze the effects on the SGWB shape due to event subtraction as a function of
the SNR threshold. We found that for SNR thresholds bigger than 8, all the methods
are well in agreement with each other. When not considering the possible effects of
archival searches on the detector strain (see refs. [216, 267]), we can hence use the ana-
lytical approximation to quickly estimate the SGWB without a large loss of precision.
The results obtained for the resolvable sources achieved by using the iterative subtrac-
tion method will also be used for a future companion paper that is going to appear
in the next months (see ref. [238]). By analyzing the detectability of the predicted
SGWRB level, we also hinted that due to the high level of precision that we will achieve
on its amplitude reconstruction, we can use this measure to break the degeneracy on
the Earth-based population parameters estimation. In particular, this result was then
used in the third paper presented in this document (see Chapter {5}) to study the BH
population outside the ground-based detectors observable range, and search for the
potential presence of PBH populations outside the detectors observed volume.

To conclude, in the third paper presented, we considered the possibility of differ-
ent BH formation channels [52, , , | on the detector strain. In particular,
we studied the case of a subpopulation coming from a primordial origin over a fiducial
astrophysical SOBBH population. This configuration was already deeply explored in
literature, e.g. ref. [323] searched for single detections outside the region where we
expect astrophysical events to be, refs. [52, | analyzed this assumption by looking
at features in the mass spectrum of the LVK fiducial model, ref. [271] instead used
the SGWB to assess for a PBH component in the high-redshift non-resolvable vol-
ume of our universe. Further analysis can also be found in refs. [134, | (see also
refs. [16, 308] for a detailed procedure on how to identify PBHB). The main motivation
that led us to perform this study, instead, resides in the difference in the high redshift
behavior between populations of astrophysical and primordial origin [3106, , |.
While we know that astrophysical BHs are supposed to follow the cosmic history of
our universe, and hence have a merger rate that closely follows the SFR (up to some
potential time delays) [56, 57, |, the PBH merger rate is expected to grow as a
function of redshift |16, , 294]. Due to this main difference among the two forma-
tion channels, we expect the SOBHB population to slowly die at redshift higher than
the peak of the SFR, while the PBHB population is supposed to dominate in the high
redshift regime. We hence decided to study the potential impact of PBHB subpopula-
tions over the astrophysical SOBHB population in said high redshift regime. To this
extent, again we assumed a fiducial population that follows the LVK GWTC-3 results
[16], and we extended its regime of validity by means of a phenomenological merger
rate in the form of refs. |50, , 182]. We then studied the impact of the PBHB sub-
populations by considering both the distribution of resolvable sources as a function of
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redshift, and the amplitude variation on the LISA SGWB. As we are mainly interested
in the high-redshift distribution of resolvable sources, which is hardly accessible by
our present-stage GW detectors, we forecasted our results in the next generation of
ground-based GW detectors 312, |. In particular, we computed our results both
for the AT LIGO [58] and ET [55, 361] detectors. The value of the SGWB on the LISA
detector was instead computed by following the analytical approach described in Chap-
ter {4}. We then presented our results for several different combinations of the PBH
merger rate and mass PDF| and we concluded that the three considered detectors work
synergistically when this type of study is performed. The amplitude of the SGWB, in
particular, always proved to be a useful complementary tool to the information that
may be obtained with the resolvable sources on ground-based detectors. This is well
expected knowing that by definition, the SGWB is the confusion noise generated by
the superposition of the signal of all the non-resolvable sources on the detector strain.
It has to be emphasized, however, that in order to compute our results we neglected
potential merger among BHs of the two considered channels, as well as the impact of
the current uncertainties on the GWTC-3 inferred parameters. The second assump-
tion, in particular, is motivated by the fact that the current uncertainties are so large
(~ 50%) that they would dominate our results when forecasted on the next generation
of GWs detectors, for which we expect these uncertainties to become much smaller
in the next years. While without taking care of the aforementioned assumptions our
results are merely indicative, the codes that we presented in our GitHub repository
[330] can easily be adapted to future LVK inference results. This study, which in the
presented paper can be taken as a proof of concept, can hence be easily performed
with the tools provided when the quality of our observations, and hence the errors on
the inference, will improve. We expect that the presented analysis, together with the
others discussed at the beginning of this paragraph, will improve our constraints on
the PBH component of our universe deeply when the next generation of detectors will
be running.
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