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A B S T R A C T   

Purpose: To explore Norwegian breast radiologists’ expectations of adding artificial intelligence (AI) in the 
interpretation procedure of screening mammograms. 
Methods: All breast radiologists involved in interpretation of screening mammograms in BreastScreen Norway 
during 2021 and 2022 (n = 98) were invited to take part in this anonymous cross-sectional survey about use of AI 
in mammographic screening. The questionnaire included background information of the respondents, their ex-
pectations, considerations of biases, and ethical and social implications of implementing AI in screen reading. 
Data was collected digitally and analyzed using descriptive statistics. 
Results: The response rate was 61% (60/98), and 67% (40/60) of the respondents were women. Sixty percent 
(36/60) reported ≥10 years’ experience in screen reading, while 82% (49/60) reported no or limited experience 
with AI in health care. Eighty-two percent of the respondents were positive to explore AI in the interpretation 
procedure in mammographic screening. When used as decision support, 68% (41/60) expected AI to increase the 
radiologists’ sensitivity for cancer detection. As potential challenges, 55% (33/60) reported lack of trust in the AI 
system and 45% (27/60) reported discrepancy between radiologists and AI systems as possible challenges. The 
risk of automation bias was considered high among 47% (28/60). Reduced time spent reading mammograms was 
rated as a potential benefit by 70% (42/60). 
Conclusion: The radiologists reported positive expectations of AI in the interpretation procedure of screening 
mammograms. Efforts to minimize the risk of automation bias and increase trust in the AI systems are important 
before and during future implementation of the tool.   

1. Introduction 

Mammographic screening is recommended by international health 
organizations to detect breast cancer at an early stage and thereby 
reduce morbidity and mortality of the disease [1-3]. High quality 
screening and diagnostic performance at acceptable costs are pre-
requisites for success [4]. Recently, studies have shown promising re-
sults when exploring artificial intelligence (AI) in the interpretation 

procedure of screening mammograms, and different workflow strategies 
have been suggested; replacing radiologists, triaging, and decision 
support [5,6]. 

Implementing AI in a screening setting is a challenging task and the 
true effect is yet unknown due to lack of prospective studies. More 
knowledge about legal and ethical aspects, cost-effectiveness, commu-
nication, and information, as well as technical aspects and choice of 
strategy need to be addressed before an evidence-based conclusion 
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about the benefits and harm can be drawn. Further, there are several 
questions related to acceptance of the use of AI by radiologists and by 
participants, in which their perspective is important to explore and 
understand [7-9]. 

A systematic review from 2022 including 19 studies, reported a 
positive attitude among radiologists towards use of AI in diagnostic 
imaging, but also concerns about ethical and legal implications in 
addition to a need of systematic education and training to achieve the 
full potential of the tool [10]. In a survey among mammography screen 
readers in the UK from 2022, the respondents supported introduction of 
AI as a partial replacement of human readers, but required further evi-
dence and national guidelines prior to an implementation [11]. A study 

from 2023 concluded that Swedish breast radiologists were largely 
positive towards integrating AI in mammographic screening, but high-
lighted uncertainties related to risks and responsibilities [12]. 

With the aim of filling some of the knowledge gaps related to radi-
ologists’ perspectives on adding AI in the interpretation procedure of 
screening mammograms, we performed a cross-sectional survey among 
breast radiologist involved in BreastScreen Norway. We investigated the 
radiologists’ expectations about how use of AI in different workflow 
strategies in the interpretation procedure might affect the screening 
outcome and workload. Further questions were related to their consid-
erations on AI and bias, acceptable precision levels, and potential ben-
efits and challenges of implementing AI in the interpretation procedure. 

Fig. 1. Different workflow strategies presented in the survey. In workflow strategy 1, AI interpreted the screening mammograms and replaced one of two radiol-
ogists. In workflow strategy 2, AI was used for triaging screening mammograms into low and medium/high risk. Low risk mammograms were not interpreted by any 
radiologists, while medium/high risk mammograms were interpreted by one or two radiologists. In workflow strategy 3, AI was used for decision support. In all three 
strategies AI scores and markings were available at consensus. 
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2. Material and methods 

We designed an anonymous electronic questionnaire. All radiologists 
working at breast centers in Norway during 2021 and 2022 (n = 98) 
were invited to participate in the survey by an e-mail with a link to the 
electronic questionnaire, sent May 6, 2022. The radiologists’ e-mail 
addresses were provided via the 17 breast centers in Norway [13]. The 
link was accessible until June 30, 2022. As there was no link between 
email addresses and responses, all radiologists received at least two re-
minders during the data collection period, independent of whether they 
had responded or not. Responses and data collections were handled 
digitally by nettskjema.no, a survey solution developed and hosted by 
the University of Oslo [14]. The survey solution ensured anonymity of 
the responder. Formal ethical approval was not required for the study, 
due to the design with fully anonymous responses [15]. The authors of 
this study did not participate in the survey. 

BreastScreen Norway is administered by the Cancer Registry of 
Norway. The program started in 1996 and invites all women aged 50–69 
to biennial two-view mammography. About 670 000 women are in the 
target group. Between 2017 and 2021, the average attendance rate was 
76%, recall rate 3% and the rate of screen-detected cancer 0.64% [16]. 
Standard interpretation procedure is independent double reading with 
consensus. Both radiologists give each breast a score from 1 (negative) to 
5 (highly suspicious of malignancy). If one or both radiologists have 
given a score of 2 or higher for one or both breasts, the case is discussed 
at consensus to decide whether to recall the woman for further assess-
ment. Consensus includes two or more radiologists, who may be the 
same or different from those who performed the initial interpretation. 

The questionnaire was developed by the authors, with support from 
radiologists working in the advisory group of BreastScreen Norway, and 
women in the target group of the screening program. The questions were 
based on descriptions and content in similar surveys [12,17-21]. We 
defined AI as computer programs trained to interpret mammograms 
based on deep learning. Sensitivity was defined as the probability of 
correctly identifying women with breast cancer, and specificity as the 
probability of correct interpretations of examinations as negative. We 
structured the questionnaire into four sections: i) background informa-
tion, ii) expectations, iii) considerations of biases and iv) ethical and 
legal implications. Most questions were multiple choices with ordinal 
variables. A 5-point Likert scale was used when appropriate (Appendix 
Table A-D). To make the results more accessible to readers, the five 
points were collapsed into three; 1 + 2, 3, and 4 + 5. There were no open 
questions to ensure anonymity and to avoid challenges with categori-
zation and standardization of responses and the introduction of bias. 

Section i), background information, included demographic infor-
mation, experience in screen-reading of mammograms, self-perceived 
knowledge, experience in AI, and attitudes towards future imple-
mentation of AI in the interpretation procedure in BreastScreen Norway. 
Age included five groups (<30, 31–40, 41–50, 51–60 and >60 years old) 
and years of experience four groups (<5, 5–10, 11–20 and >20 years). 
They were both collapsed into two; age <50 years and ≥50 years old, 
and experience of <10 years or ≥10 years, respectively. Experience in 
the use of AI in reading mammograms was collapsed to two groups; yes 
(tried it in research/received training/use it regularly) and no (not at 
all/seen it demonstrated). 

In section ii), expectations of future implementation of AI in the 
interpretation procedure in BreastScreen Norway regarding the radiol-
ogists’ sensitivity, specificity, and workload, was explored. Three 
different workflow strategies for the use of AI were visualized: AI 
replacing one of two radiologists, AI for triaging, and AI for decision 
support (Fig. 1). AI replacing one of two radiologists was not included in 
questions about AI’s influence on radiologists’ sensitivity and speci-
ficity, as radiologists would interpret the same selection of mammo-
grams as today, and we considered this strategy not affecting 
radiologists’ reading skills. 

Section iii) addressed considerations of bias due to the AI system 

itself and interaction between AI systems and the radiologists. We 
defined automation bias as the radiologists’ overreliance on the AI 
systems’ results [22]. 

The last section included acceptable levels of the AI systems’ sensi-
tivity and specificity, and potential challenges and benefits of imple-
menting AI in the interpretation procedure. Levels of AI performance 
included worse or equivalent to an average performing radiologist, su-
perior to an average performing radiologist and similar or superior to 
the best performing radiologists. We did not define “the best performing 
radiologists” further. 

The radiologists could mark up to three options in a list of nine po-
tential challenges and of seven potential benefits. Questions about 
acceptable performance of AI systems, potentially challenging and 
beneficial consequences were inspired by a study from Australia by 
Scheetz and Rothschild [17], while a Swedish study was basis for the 
questions about experience of AI and how AI would affect the radiolo-
gists’ workload [12]. 

After the closing date for data collection, descriptive statistics were 
used to analyze the data. Categorical variables were reported as fre-
quencies and percentages. Due to the sample size, we did not remove 
forms with missing values. Analyses were stratified by gender, years of 
experience (<10 years and ≥10 years) in screen reading of mammo-
grams in BreastScreen Norway, age (<50 years and ≥50 years old) 
andexperience in the use of AI (yes and no). No power calculation was 
performed since all radiologists registered with interpretations in 
BreastScreen Norway during 2021–2022 were invited to participate in 
the survey. All statistical analyses were performed with Stata 17.0 

Fig. 2. Study population and background information.  
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(StataCorp LLC, College Station, TX, USA). 

3. Results 

A total of 61% (60/98) of the invited radiologists responded to the 
questionnaire, 67% (40/60) were women and 60% (36/60) were 50 
years or older (Fig. 2). Only one of the questionnaires had one missing 
answer (Table 1). We found 82% (49/60) of the respondents reporting 
no or limited experience in using AI in radiology, while 23% (14/60) 
reported good knowledge of AI in general. The majority, 82% (49/60), 
reported a positive attitude towards adding AI in the interpretation 
procedure of mammographic screening in the future. Background in-
formation stratified did not show any differences in the attitude by 
gender (Appendix Figure A). 

3.1. Expectations 

Expectations about how AI may affect radiologists’ sensitivity and 
specificity were examined for AI as a triaging tool and as decision sup-
port (workflow strategy 2 and 3, Fig. 1). The response was given with 
standard interpretation procedure, independent double reading as the 
reference. If AI was used for triaging, 48% (29/60) expected an increase 
in sensitivity and 32% (19/60) expected an increase in specificity 
(Fig. 3A and Fig. 3B). The majority, 68% (41/60) of the respondents, 
expected increased sensitivity (Fig. 3A) and 48% (29/60) expected 
increased specificity (Fig. 3B) if AI was used for decision support. 

When stratified by experience (<10 years and ≥10 years), a greater 
proportion of radiologists with ≥10 years of experience expected the 
workload related to consensus and recalls to increase, and a greater 
proportion of those with less experience expected the workload to be 
reduced (Fig. 4). If AI was used as one of two readers, 58% (21/36) of the 

most experienced radiologists expected the workload to increase; both at 
consensus and recall, while among the less experienced, 8% (2/24) ex-
pected the same (Figure 4 A1 and B1). If AI was used for triaging, the 
workload related to consensus was expected to decrease among 79% 
(19/24) of the less experienced, and among 50% (18/36) of the more 
experienced radiologists (Figure 4 A2). When stratified by age (<50 
years old and ≥50 years old) we did not find such differences in the 
expectations about how AI may affect the workload (Appendix Table B). 
We did additional analysis stratified by experience in the use of AI (not 
at all/seen it demonstrated, n = 49 and tried it in research/received 
training/use it regularly, n = 11) and did not find statistically differ-
ences in any of the questions, with p-values ranging from 0.138 to 0.767 
(data not shown in tables or figures). 

3.2. Consideration of biases 

We asked the radiologists to what extent they considered the risk of 
bias occurring in four known potential sources of bias, including bias 
within the AI system (Fig. 5A-C) and the interaction between the AI 
system and the radiologists (Fig. 5D). The most prominent finding for 
these four questions was the large proportion of “do not know”-re-
sponses on all questions, ranging from 20% to 37%. About half of the 
respondents, 47% (28/60), expected the radiologists to become over- 
reliant on the AI systems, i.e. risk of automation-bias. 

3.3. Ethical and social implications 

Most respondents considered that AI performance should be at a 
higher level than an average radiologist. A large proportion (35–55%) 
considered a level similar, or superior to the best performing radiologists 
as acceptable, for the three workflow strategies (Table 1). Their 

Table 1 
The respondents’ consideration of acceptable level of performance by the AI systems related to sensitivity and specificity for three workflow strategies; AI as one of two 
readers, triaging and decision support.   

AI replacing one of two radiologists Triaging Decision support  

Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity 

Lower than or equivalent to an average performing radiologist (n, %) 16 (27%) 23 (38%) 12 (20%) 16 (27%) 15 (25%) 17 (28%) 
Superior to an average performing radiologist (n, %) 15 (25%) 15 (25%) 14 (23%) 16 (27%) 13 (22%) 13 (22%) 
Similar or superior to the best performing radiologists (n, %) 27 (45%) 21 (35%) 33 (55%) 25 (41%) 28 (46%) 26 (43%) 
Do not know (n, %) 2 (3%) 1 (2%) 1 (2%) 2(3%) 4 (7%) 4 (7%) 
Missing    1 (2%)    

Fig. 3. The respondents’ expectations of the influence AI may have on radiologists’ sensitivity (A) and specificity (B) when used for two workflow strategies: for 
triaging and for decision support. 
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acceptance was stricter for sensitivity versus specificity. 
The radiologists could mark up to three options of a list of potential 

challenges and potential benefits of introducing AI in the interpretation 
procedure of screening mammograms. We found 55% (33/60) of the 
respondents considered to trust the results of AI systems as a potential 
challenge (Fig. 6A). Discrepancy between the radiologists and AI sys-
tems was considered challenging among 45% (27/60), and 40% (23/60) 
rated the uncertainty about how AI might affect the quality of 
mammographic screening as challenging. Less time spent on screen- 
reading was considered a potential benefit for 70% (42/60) of the re-
spondents, while reduced workload was considered beneficial for 55% 

(33/60) and reduced response time to the screened women for 48% (29/ 
60) (Fig. 6B). 

4. Discussion 

This survey revealed positive expectations related to use of AI in the 
interpretation procedure of screening mammograms among Norwegian 
breast radiologists. They expected an increased sensitivity, and reduced 
time spent on screen reading. Almost half of the respondents considered 
the risk of automation bias to be high. Furthermore, they considered that 
AI performance should be at a higher level than an average radiologist 

Fig. 4. The respondents’ expectations of the influence AI may have on radiologists’ workload related to consensus (A) and recall (B) for three workflow strategies: AI 
replacing one of two radiologists (1), AI for triaging (2) and AI for decision support (3), stratified by experience (<10 years and ≥10 years of experience in 
mammographic screening) and all respondents combined. 
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and reported concerns about achieving trust in AI results and if 
discrepancy between the AI system and the radiologists’ interpretations. 

The positive attitude corresponded well to a study of mammography 
screen readers from the UK and a recently published Swedish study, 
where 63% and 80.8%, respectively, responded positively or strongly 
positively to the use of AI in screen reading [11,12]. The radiologists’ 
positive attitude in our study was present despite lack of self-perceived 
knowledge and experience in using AI in screen reading. One explana-
tion could be that many breast radiologists experience great work 
pressure with a feeling of being understaffed. Considering the promising 
results of using AI in the interpretation procedure, breast radiologists 
recognize the potential to improve efficiency and accuracy, which can 
lead to more time spent on clinical breast diagnostics and better patient 
outcomes. In addition, radiology has developed at a rapid pace in recent 
decades and radiologists are used to adapt new technological tools [23]. 

Our findings regarding expectations of increased sensitivity and 
reduced time spent interpreting screening mammograms by imple-
menting AI in the interpretation procedure are consistent with a study 
among French radiologists, who reported expectation of reduced image- 
related medical errors and lowering interpreting time [21]. When 
stratified by years of experience in mammographic screening, we found 
a greater proportion of the less experienced radiologists having expec-
tations of reduced workload regarding consensus and recall compared to 
the more experienced radiologists. We did not find the same differences 
when we stratified by age and experience in the use of AI in screen 
reading. However, the subgroups included a small number of 
radiologists. 

Most of the respondents considered that AI should perform better 
than an average performing radiologist, which is consistent with the 
findings by Scheetz [17]. This is important knowledge for determining 
cutoff values when using AI for triaging and for choosing workflow 
strategies. AI systems performing with high accuracy are still not per-
fect, and transparency and knowledge about AI systems’ strengths and 
weaknesses are important, both for radiologists’ trust in systems and for 
informing the women in the target group. 

Radiologists’ trust in the AI systems was considered a potential 
challenge among most of the radiologists and support results of a survey 
from 2021, of German radiologists, IT specialists and industry repre-
sentatives, reporting that only 25% of respondents would trust an AI 
result [18]. Trust in the AI systems is crucial for successful imple-
mentation, and lack of trust is considered one of the most important 
factors preventing faster adoption of AI within the healthcare system 
[24]. Trust and trustworthiness depend on many factors, including 
transparency and explainability. Exactly at what level the AI systems 
should be transparent and explainable is debatable. Too much infor-
mation about the AI systems can make the systems more vulnerable to 
cyber-attacks, while too little information can make it difficult to find 
the cause of errors, and thus difficult to prevent the same error from 
occurring again [25]. A low degree of transparency and explainability is 
an inherent feature of deep learning, whereby the decision process ap-
pears as a ’black box’ that is inaccessible to the human observer and 
refers to the AI systems making decisions that humans have trouble 
understanding. In addition, companies are often restrictive to share 
what they consider to be proprietary information [26]. 

Fig. 5. The respondents’ considerations of the risk of bias due to four possible sources.  
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Several respondents considered discrepancies in the interpretation 
among radiologists and the AI systems as a potential challenge. As long 
as one reader is involved, the responsibility related to missed cases and 
lawsuits is expected to follow the same procedures as for standard 
mammographic screening interpretation. However, complete replace-
ment of human readers by AI might represent a challenge. This might be 
an issue in the future and needs to be further investigated according to 
social, ethical, and legal aspects. 

The risk of automation bias was considered high among about half of 
the radiologists. Such bias occur when the radiologists trust AI more 
than their own perception and interpretation; they miss cases they 
normally would have interpreted positive because of a low AI-score 
(omission error), or they interpret findings they normally would have 
considered negative as suspicious because the AI-score was high (com-
mission error) [22]. The risk of automation bias may be higher for less 
experienced radiologists [27]. Inclusion of experienced breast radiolo-
gists in consensus might be a solution, to reduce the risk of automation 

bias. 
A strength of this study is inclusion of the respondents’ opinions of 

different factors that might be important to consider in future prospec-
tive studies and implementations of AI in the interpretation procedure in 
mammographic screening. Only a few studies have investigated breast 
radiologists’ perceptions of AI in the interpretation procedure of 
screening mammograms. Our results supported previous findings for 
overlapping items and added ethical aspects about trust in AI results and 
acceptable level of precision for an AI system, legal items as discrep-
ancies between radiologists and AI, as well as what expectations the 
radiologists have for screening outcomes and workload for different 
workflow strategies. We invited all active readers in a nationwide 
screening program, and the response rate was 61%, which we consid-
ered acceptable [28]. However, the respondents may have different 
views than the non-respondents, and we can assume a certain degree of 
selection bias with a more positive attitude towards AI among the re-
spondents. Our study included radiologist from only one country and 

Fig. 6. Potential challenges (A) and benefits (B) when introducing AI in mammographic screening. Percentages of 60 respondents with up to three answers 
per respondent. 
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may have limited generalizability to other countries due to differences in 
organization of the screening programs. However, our results corre-
sponded well with other surveys. 

5. Conclusion 

Norwegian breast radiologists revealed positive expectations 
regarding sensitivity and reduced time spent on screen-reading of 
mammograms. Many respondents reported the risk of automation bias 
to be high and the majority deemed acceptable performance of AI sys-
tems to be at a higher level than an average radiologist. Lack of trust in 
AI results and discrepancies between AI systems and radiologists were 
reported as the main potential challenges. Efforts to ensure and maintain 
the radiologists’ trust in AI systems, to minimize the risk of automation 
bias and clear legal frameworks seems to be important running pro-
spective studies, and when implementing the technology to reach its 
beneficial potential for the women, the radiologists, and the society. 
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