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ABSTRACT The Fifth Generation (5G) of mobile networks offers new and advanced services with stricter
requirements. Multi-access Edge Computing (MEC) is a key technology that enables these new services
by deploying multiple devices with computing and storage capabilities at the edge of the network, close to
end-users. MEC enhances network efficiency by reducing latency, enabling real-time awareness of the local
environment, allowing cloud offloading, and reducing traffic congestion. New mission-critical applications
require high security and dependability, which are rarely addressed alongside performance. This survey
paper fills this gap by presenting 5G MEC’s three aspects: security, dependability, and performance. The
paper provides an overview of MEC, introduces taxonomy, state-of-the-art, and challenges related to each
aspect. Finally, the paper presents the challenges of jointly addressing these three aspects.

INDEX TERMS 5G, MEC, security, dependability, performance.

I. INTRODUCTION
The Fifth Generation (5G) of mobile networks is currently
under deployment. The main innovation is the provision
of wireless connectivity for various usage scenarios [1]:
enhanced Mobile Broadband (eMBB), for services with very
high data rate requirements (up to 20Gb/s);massiveMachine-
Type Communication (mMTC), developed for connecting
a huge number of Internet-of-Things (IoT) devices (up to
one million devices/km2);Ultra-Reliable Low-Latency Com-
munication (URLLC), for services requiring high reliability
and very low latency (up to 1ms). eMBB allows improv-
ing the services provided by the Fourth Generation (4G)
of mobile networks. mMTC enhances the services that are
now provided by Low-Power Wide Area Networks, such
as Long-Term Evolution MTC (LTE-M) and Narrowband
IoT (NB-IoT). URLLC enables innovative advanced services,
such as mission-critical applications, industrial automation,
and enhancedVehicular to Everything (V2X) such as platoon-
ing or remote driving. eMBB services are under deployment,
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and 5G smartphones have already been produced and sold
by many manufacturers. Currently, mMTC is not under
deployment since many network operators have deployed
LTE-M and NB-IoT in relatively recent times. URRLC is
a usage scenario that is more immature and challenging,
and it is attracting a lot of attention from the research
community.

One of the technologies that enable 5G to provide URLLC
services is the Multi-Access Edge Computing (MEC). MEC
consists in the deployment of storage and computing plat-
forms at the edge of the (radio) access network. In this way,
MEC is enabling the delivery of services with low latency
but can also enable context awareness and task offloading.
Moreover, MEC is also the enabler of the edge intelligence,
which is anticipated to be one of the main innovations of the
Sixth Generation (6G) of mobile networks [2].

MEC is the name given by the European Telecommu-
nications Standards Institute (ETSI) which has an Industry
Specification Group (ISG) [3] that is standardizing MEC
since 2014. Before 2017, MEC was standing for ‘‘Mobile
Edge Computing’’, but ETSI decided to generalize the stan-
dard to other access technologies, not only 4G and 5G but also
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fixed-access networks and Wireless Local Area Networks
(WLAN).

ETSI MEC is not the only standardization effort on edge
computing. Fog computing and cloudlet are the two main
alternatives. The cloudlet was proposed in 2009 [4] and
can be considered the first effort on edge computing. The
cloudlet consists of a micro-cloud close to the mobile device.
Fog computing has been first proposed by Cisco in 2011.
Since 2015, fog computing is promoted and standardized
by the OpenFog consortium [5]. Fog computing has been
introduced as an extension of the cloud computing paradigm
from the core to the edge of the network. Fog Computing
consists of a three-layer architecture where clouds, fog nodes,
and IoT devices interact. There is also another technology
called Mobile Cloud Computing (MCC), but it is not edge
computing since it consists of offloading tasks from mobile
users to the cloud. This paper uses as a reference the ETSI
MEC, but many considerations can also be generalized for
the other edge computing solutions, and, in our study, works
on alternative edge computing are also included.

As already mentioned, URLLC is the most innovative
and challenging usage scenario for 5G and the one that
requires MEC. To support URLLC, MEC has to cope with
high requirements of ultra-reliability, which means security
and dependability, and low latency, which is a performance
indicator. This is one of the reasons for which security,
dependability, and performance are three critical aspects of
MEC.

While MEC security has been investigated to some extent
in recent years and several surveys are available, there are
fewer surveys available on performance and even less on
dependability. To the best knowledge of the authors, this is the
first work that jointly investigates the security, dependability,
and performance of 5G MEC.

This paper has the following contributions:

• State of the art and challenges on the security, depend-
ability, and performance of 5G MEC. Each aspect is
addressed individually by using a similar structure and
content organization. This organization helps to better
jointly investigate and compare the three aspects.

– First, the taxonomy of the investigated aspect is
introduced. In this way, experts on the other aspects
can better understand the investigated aspect.

– Second, the state of the art is presented. The state
of the art is divided into standardization efforts and
academic publications.

– Finally, the challenges are presented and organized
according to the ETSI MEC architecture.

• Challenges in jointly addressing security, dependabil-
ity, and performance in 5G MEC. The joint provision
of these three aspects and the related trade-offs are
analyzed and discussed by including also the future
perspective of 6G.

The paper flow is depicted in Figure 1. The next
section introduces the necessary background concepts and

FIGURE 1. Paper flow.

definitions of 5G MEC. Sections III, IV, and V present the
state of the art and the challenges of 5GMEC related to secu-
rity, dependability, and performance, respectively. Section VI
discusses the challenges and trade-offs of jointly address-
ing security, dependability, and performance aspects. Finally,
Section VII presents the conclusions.

II. BACKGROUND
In the ETSI specifications [6], MEC is defined as
‘‘system which provides an IT service environment and
cloud-computing capabilities at the edge of the access net-
work which contains one or more type of access technology,
and in close proximity to its users’’.

Before presenting the state of the art of MEC focusing on
the three different aspects, the fundamental concepts of MEC
and the related enabling technologies are presented.

Table 1 lists the main acronyms that will be used in the
rest of the paper. Most of the MEC acronyms are defined
in [6] and [7]. Note that what is currently defined as MEC
was previously defined as Mobile Edge. For example, MEO
was the acronym for Mobile Edge Orchestrator.

A. ETSI MEC ARCHITECTURE
A MEC system is defined as a collection of MEC Hosts
(MEHs) andMEC management necessary to run MEC appli-
cations [6]. Figure 2 illustrates the ETSI MEC general
reference architecture, divided into two levels: theMEC host
level and the MEC system level [7].

1) MEC HOST LEVEL
AMEH contains a virtualization infrastructure that provides
computation, storage, and networking resources to run MEC
applications (MECApps) and aMEC Platform (MEP). MEC
applications run as Virtual Machines (VMs) and can offer
and consume MEC services [7]. The MEP is a collection
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TABLE 1. List of acronyms.

FIGURE 2. ETSI MEC reference architecture [7].

of functionalities required to run the MEC applications. The
MEP can also host MEC services. More information onMEC
applications can be found in [8] (development) and in [9]
(enablement).

TheMEC host-level management is composed of theMEC
Platform Manager (MEPM) and the Virtualization Infras-
tructure Manager (VIM). The MEPM manages MEC appli-
cations’ life cycle, rules, and requirements (e.g., required
resources, latency), and provides element management func-
tions to the MEP. The VIM manages the allocation and
monitoring of the virtual resources and transmits faults and

performance reports to the MEPM. OpenStack is commonly
used to implement VIM [10].

2) MEC SYSTEM LEVEL
TheMEC system-level management is composed of theMEC
Orchestrator (MEO), the operator’sOperations Support Sys-
tem (OSS), and the user application Life-Cycle Management
(LCM) proxy [7].

The MEO is the core component that has an overview
of the complete MEC system. MEO on-boards the applica-
tion packages (performs integrity and authenticity checks,
as well as compliance with the operator policies), selects
the appropriate MEH(s) for MEC application instantiation
based on the related rules and requirements, and triggers the
MEC application instantiation, termination, and relocation (if
needed).

The operator’s OSS receives requests from the Customer-
Facing Service (CFS) portal or from the device applications,
via the user application LCM proxy. The CFS portal allows
operators’ third-party customers to select and order MEC
applications or receive service level information concerning
provisioned applications. A device application is an appli-
cation in a device that can interact with the MEC system.
In response to a user request via a device application, an user
application is instantiated in the MEC system. The user
application LCM proxy allows the device applications to
request the on-boarding, instantiation, and termination of user
applications in the MEC system. If the OSS decides to grant
a request it transmits it to the MEO for further processing.

3) MEC FEDERATION
The MEC architecture can be extended to allow inter-MEC
system communication. To this purpose, theMEC federation
is defined as ‘‘a federated model of MEC systems enabling
shared usage of MEC services and applications’’ [11].
The MEC architecture in Figure 2 can the extended by

adding a MEC Federator (MEF), which may be composed
of the functionalities of theMEC Federation Broker (MEFB)
and theMEC Federation Manager (MEFM). The MEF inter-
faces with other MEFs enabling the information exchange.
It also interfaces with at least one MEO (the one the MEF is
belonging to). A MEF may serve as a single point of contact
for multiple MEFs acting as a broker between MEFs [7].

Table 2 summarizes the functionalities of the main archi-
tectural elements, as explained in [7].

B. ETSI MEC-IN-NFV ARCHITECTURE
MEC uses a virtualization platform to run the MEC appli-
cation in the MEH. NFV is a virtualization platform where
the network functions are decoupled from the hardware by
using virtual hardware abstraction. It is, therefore, beneficial
to reuse the infrastructure and the infrastructure management
of NFV [12].

Figure 3 illustrates the ETSI NFV reference architec-
ture [13]. To provide network services, the NFV is composed
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TABLE 2. Key elements in the MEC architecture.

of Virtualized Network Functions (VNFs), an underlying
NFV Infrastructure (NFVI), and a NFV Management and
Orchestration (MANO).

FIGURE 3. ETSI NFV reference architectural framework [13].

AVNF is a software implementation of a network function,
which is decoupled from the hardware resources it uses.
The VNFs rely on the NFVI, where the needed virtualized
resources (computing, storage, and network) are obtained
from the hardware resources through the virtualization layer.
A VNF can be deployed, by case, over one or several
VMs [13], where VMs are partitioned on the resources of a
hardware host by software programs called hypervisors.
The NFV MANO is composed of three main compo-

nents: the NFV Orchestrator (NFVO), the VNF Manager
(VNFM), and the Virtualized Infrastructure Manager (VIM).
The NFVO is the highest hierarchical level of the NFV
MANO and is responsible for the creation and LCM of
network services. The VNFMs are instead responsible for
the LCM of the VNFs, which are locally managed by the
Element Management (EM) systems. A VNFM can serve one
or multiple VNFs. Finally, the VIM controls and manages the
NFVI resources (e.g., it is in charge of the inventory of soft-
ware, computing, storage, and network resources, increasing
resources for VMs, improving energy efficiency, collection
of infrastructure fault operations, capacity planning, and opti-
mization) [13].

An NFV-based network service is composed of an ordered
set of VNFs between two end-points, where the traffic
is steered through them. This composition to provide an
NFV-based network service is similar to the one specified by
the Service Function Chaining (SFC) [14].

Figure 4 illustrates the MEC architecture deployed by
using NFV [15]. For continuity and clarity, the architectural
changes are explained separately for each of the two layers.

1) MEC HOST LEVEL
On the host side, both the MEC applications and the
MEP are deployed as VNFs, while the virtual infrastruc-
ture is deployed as NFVI. The virtualization infrastructure,
as the NFVI, can be implemented with various virtualization
technologies, such as hypervisor-based or container-based
solutions, but also mixing or/and nesting virtualization tech-
nologies [16]. On the host management side, the MEPM
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FIGURE 4. MEC-in-NFV reference architecture [15].

FIGURE 5. Integrated MEC deployment in 5G network [18].

is substituted by the MEC Platform Manager - NFV
(MEPM-V) and a VNFM. The MEPM-V has the same
responsibilities as the MEPM. The VNFM is delegated the
management of the VNF life cycle [15]. The VIM maintains
similar functionalities.

2) MEC SYSTEM LEVEL
In the MEC-in-NFV architecture, the MEO is replaced by
the MEC Application Orchestrator (MEAO) and an NFVO.
The MEAO has the same responsibilities as the MEO. How-
ever, the MEAO delegates an NFVO to perform the resource
orchestration and the orchestration of the MEC applications
(as VNFs). The other elements remain unaffected [15].

More details about the MEC deployment in an NFV envi-
ronment can be found in [15].

C. 5G AND NETWORK SLICING
MEC is one of the key technologies of 5G, together with NFV
and Software-Defined Networking (SDN) [17]. In particular,
MEC provides 5G of contextual information and real-time
awareness of the local environment. In [18] and [19], ETSI
explains how to deploy and integrate MEC in the 5G system.

Figure 5 depicts the MEC architecture deployed in a 5G
network [18]. In the left part of the figure (in dark blue), there
is the 5G Service-Based Architecture (SBA), as described
by 3GPP in [20], which is composed of the following net-
work function of the 5G Core Network (CN): Network Slice
Selection Function (NSSF), Network Resource Function
(NRF), Unified Data Management (UDM), Policy Control

FIGURE 6. 5G-MEC deployment scenarios [18].

Function (PCF), Network Exposure Function (NEF), Appli-
cation Function (AF), Authentication Server Function
(AUSF), Access andMobility Management Function (AMF),
and Session Management Function (SMF). Moreover, the
5G SBA is also composed of User Equipment (UE), Radio
Access Network (RAN), User Plane Function (UPF), and
Data Network (DN). Each function can consume or produce
services.

In 5G SBA,MEC is seen as a set of AFs. TheMEO and the
MEP are acting as AFs. The MEH is instead often deployed
as DN.

The NRF contains the registered network functions and
their provided services. The services provided by the MEC
applications are instead in the service register in the MEP.

Some of the services are available only through the NEF,
which acts as a centralized point for service exposure. The
AUSF manages the authentication.

The PCF handles the policies and the rules. The MEP uses
the PCF services to impact the traffic steering rules.

The UDM is instead responsible for services related
to users and subscriptions. It generates authentication cre-
dentials, handles information related to user identification,
manages access authorization, and registers users on AMF
and SMF.

Finally, connected to the network slicing (which will be
presented more in detail later on), the NSSF manages the
selection of network slice instances and the allocation of the
necessary AMFs.

A key role in the integration of 5G and MEC is performed
by the UPF, which can be seen as a distributed and config-
urable data plane from the MEC.

In [18], four scenarios for the deployment of MEHs in a
5G network are presented (see also Figure 6):

1) MEH and the local UPF collocated with the Base Sta-
tion;

2) MEH collocated with a transmission node, possibly
with a local UPF;

3) MEH and the local UPF collocated with a Network
Aggregation Point (NAP);

4) MEH collocated with the CN functions (i.e. in the same
data centre).
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ETSI has also investigated the deployment of MEC in
other access technologies, such as 4G [21] and WLAN [22].
Moreover, ETSI has investigated the deployment in cloud
RAN [23].

Initially, the Radiocommunication sector of the Inter-
national Telecommunication Union (ITU-R) defined three
usage scenarios for 5G and beyond [1]: eMMB, mMTC,
and URLLC. The use scenarios have been already described
in the introduction In 3rd Generation Partnership Project
(3GPP), the use scenarios are called Slice/Service Types
(SSTs). As ITU-R, 3GPP SSTs include eMBB and URLLC,
but they do not include mMTC and there are instead Massive
Internet of Things (MIoT), Vehicle-to-everything (V2X) ser-
vice, and High-performance Machine-Type Communication
(HMTC) [20].

The ability of 5G to provide services in very different
use scenarios is enabled by network slicing. Network slicing
allows the flexible and efficient creation of specialized end-
to-end logical networks (network slices) on top of shared
network infrastructure. In order to properly operate, the net-
work slices have to be isolated. The network slice isolation
needs to be valid with respect to security, dependability, and
performance. More details on network slice isolation can be
found in [24]. In this paper, network slicing is not further
described. A more detailed description (together with a secu-
rity overview) can be found in [25]. In [26], ETSI has defined
how MEC supports network slicing.

D. 6G VISION
In the next generation of mobile networks, MEC will still be
one of the most important technologies. The key features of
6G will be connected intelligence, programmability, deter-
ministic end-to-end, integrated sensing and communication,
sustainability, trustworthiness, scalability, and affordabil-
ity [57]. As for the previous generations, 6G will introduce
improvements of the performance metrics of around one
order of magnitude with respect to 5G.

To obtain these enhancements, Artificial Intelligence (AI)
andMachine Learning (ML)will be used to enable the system
network architecture and control, the edge and ubiquitous
computing [58], the radio technology and signal process-
ing [59], the optical networks, the network and service
security, the non-terrestrial network communication, and the
special-purpose networks/sub-networks [57].

In conclusion, the main innovation of 6G can be sum-
marized as AI everywhere to enable the easy integration of
everything. In this context, MEC has an important role of
bringing AI, enabling distributed (micro)service-based archi-
tectures, and helping 6G to reach the ‘‘zero delay’’.

E. RELATED WORKS
In the previous subsections, we have extensively referred to
documents produced by the ETSI MEC group. Table 3 shows
the ETSI specifications, reports, and white papers that have
content in one of the three perspectives that are investigated.

Many surveys and reviews have been published in the
recent years. Many works focus on MEC (first mobile and
then multi-access), referring (at least partially) to the ETSI
architecture [60], [61], [62], [63], [64], [65], [66], [67], [68],
[69], [70], [71], [72], [73], [74], [75], [76], [77], [78], [79],
[80], [81], [82], [83], [84], [85]. Some works focus exclu-
sively or jointly on fog computing [63], [67], [68], [70], [71],
[73], [74], [75], [79], [81], [86], [87], [88], [89]. Several
works also consider cloudlets [63], [66], [68], [71], [73], [74],
[75], [79], [81], [90]. Other works do not focus on any partic-
ular architecture but consider generic edge computing [91],
[92], [93], [94], [95], [96], [97], [98], [99], [100], [101].

Several works are general surveys [60], [66], [68], [73],
[74], [75], [78], [79], [87], [88], [91], [100]. Some works are
focusing on specific perspectives: security [70], [76], [82],
[94], [98], security and resilience [67], security and effi-
ciency [95], trustworthiness [90], reliability and latency [97],
dependability [86], [89], [96]. Other works focus on specific
environments: vehicular networks [92], [99], IoT [71], [93],
[94], [95], industrial Internet [77]. Finally, other works focus
on specific tasks or parts: location trade-off [61], orchestra-
tion [62], capabilities on computing, caching, and communi-
cation [63], communication [64], computation offload [65],
service adoption and provision [69], infrastructure [72],
optimization [80], ML [101] tools and applications [81], inte-
gration with network slicing [83], resource allocation [85],
and implementations [84].

This work focuses on MEC considering as reference
the ETSI architecture, but it also considers research on
other architectures. It focuses on three perspectives (secu-
rity, dependability, and performance) individually and jointly.
This work is up to date and does not focus on any particu-
lar environment or task. All the content related to security,
dependability, and performance of the above works will
be commented in the following sections. The comparative
individual presentation of security, dependability, and perfor-
mance in 5G MEC and the discussion of jointly addressing
these three aspects in 5G MEC are new and will help the
researchers to better face the challenges of future 5G MEC
systems and beyond.

Several research projects focus directly or indirectly on
MEC, a good summary can be found in [71] and [102]. This
work is part of the 5G-MODaNeI1 project, which focuses on
dependability and security in 5G MEC.

III. SECURITY
The research community is active on the security of 5GMEC.
Many works highlight the challenges and try to improve
the security in 5G MEC. After a brief introduction of the
security taxonomy for the readers that are not experts on the
topic, we summarize the current research activity, focusing
on security-oriented surveys ofMEC, and discuss the security
challenges.

1https://5g-modanei.ux.uis.no
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TABLE 3. ETSI specifications, reports, and white papers.

A. TAXONOMY
Security targets some objectives, for homogeneity further
called security attributes (also known as security require-
ments or security properties) that are guarded against adver-
saries (or attackers). Adversaries are malicious parties that
intentionally mount attacks with the aim to break one or
more security attributes and thus gain illegitimate advantages.
Attacks are security issues that are possible because of vul-
nerabilities that reside in the system and can be mitigated or
defended against by enforcing a variety of countermeasures.
Figure 7 sketches the taxonomy related to security. For more
details, the National Institute of Standards and Technology
(NIST) glossary containing terms and definitions related to
cybersecurity is available at [103]. Similarly, for a more
in-depth description of related notions, the reader may refer
to [104].

1) ATTRIBUTES
Table 4 lists the commonly accepted security attributes,
as defined in [103], [104], and [105]. Confidentiality,
Integrity, and Availability, known as the CIA Triad, are
fundamental requirements. Confidentiality is related to pri-
vacy and, in this context, guarantees the privacy of personal
data. Privacy includes other aspects too, such as the pri-
vacy of identity (in relation to anonymity and unlinkability)
or the privacy of location. Data integrity can be perceived
as data authentication because it guarantees that the data
has not been altered in any way, so it is authentic. For the
purpose of this paper, both integrity (or authentication of
data) and authentication of entities are valuable requirements.
Moreover, mutual authentication is a strong form of entity
authentication that requests that all the communicating par-
ties authenticate to each other. Other traditional and generally
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FIGURE 7. Security taxonomy.

TABLE 4. Security attributes [103], [104], [105].

accepted requirements exist, such as non-repudiation, which
prevents the denial of previous actions. However, we leave
this outside of the very succinct taxonomy presented, as it is
not of particular interest to our work. For more discussion on
attributes, refer to [104] and [105]. These requirements are
enforced by security functions, such as e.g., access control
that protects access to resources against unauthorized parties
or authorization that officially grants to a party the right to
be or to do something. Based on previous work [106], [107],
Khan et al. accept visibility and centralized policy as two
additional security parameters [102]. We omit them here for
several reasons, one being that they are not directly related to
the security and privacy of the end beneficiaries, but they can
be seen more as functions that help to achieve these.

2) ISSUES
In essence, security issues are caused by adversaries that
mounts attacks. The attack surface is wide, and many clas-
sifications of adversaries and attacks exist in the literature,

based on different criteria. Table 5 defines the most common
types of adversaries and attacks that will be referred to in the
paper.

Concerning the position of the adversaries with respect to
the target, they can be classified into outsiders and insid-
ers. An internal adversary has a clear advantage over an
external adversary (e.g., has physical access to the network
or resources, is authorized to access some data, resources,
or services). This makes internal adversaries more powerful
than outsiders and insider attacks are usually easier to mount
than outsider attacks.

Further, attacks can be classified into passive and
active [104], [105]. Passive attacks are simpler to mount,
cheaper, and more efficient in resource consumption but less
powerful than active attacks. They are more difficult to detect
because the adversary does not actively interfere and thus
changes nothing. Passive attacks include eavesdropping and
traffic analysis. They directly threaten confidentiality but can
also precede active attacks by gathering the necessary infor-
mation to mount these. On the other hand, active attacks can
directly target any security property by modifying, deleting,
and injecting messages (or in general, data in any form:
storage, computation, or transmission) or altering in any way
the functionality of the target. Besides confidentiality, active
attacks can also directly damage integrity and authenticity
(e.g., replay attacks,Man-in-the Middle Attacks) or availabil-
ity (e.g., Denial of Service - DoS, Distributed DoS - DDoS).

With respect to the implications for the target, active
attacks can be roughly classified into three types: deterio-
rate - partially or fully damage the functionality of a target,
corrupt - take control over the functionality of a target by
either leaking sensitive information or behaving in a spe-
cific, desired way, or impersonate - fake an entity to gain
an advantage of its functionality in the system. The attacks
that deteriorate the good functionality usually aim to damage
the availability by consuming resources in excess, so they
are strongly related to performance and dependability too.
Of course, disruption can also be caused by corrupting a
target (by either resetting, stopping, or change its normal
functionality). Moreover, an adversary can mount complex
attacks that are combinations of several attacks (of different
types), and the adversary can be either a single entity or a
coalition of entities that collide to mount the attack together.

Of course, both adversaries and attacks can be referred
to in both classifications, so we can very well refer to
active/passive adversaries and insider/outsider attacks too
(e.g., an active adversary mounts an active attack, an insider
adversary mounts an insider attack). The reader that is unfa-
miliar with the attacks’ exemplification can further refer
to [103] and [104].

3) COUNTERMEASURES
The countermeasures, also known as safeguards [103], can
be reactive or proactive and come in a variety of means.
As traditionally categorized in the McCumber cube [108],
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TABLE 5. Main types of adversaries and attacks.

the safeguards can be enforced in technology, policies and
practices, and the human factor. Technology can be imple-
mented in either software or hardware, and can consist of
cryptographic primitives and protocols (e.g., encryption to
protect confidentiality), firewalls, Intrusion Detection Sys-
tems (IDS), isolation techniques, and many others. Policies
and practices consist of rules, regulations, and best prac-
tices that specify the expected behavior of involved entities.
Examples include authorization policies, incident response
procedures, and recovery procedures. Finally, the human fac-
tor includes education, training, and awareness of users to
obey the security policies and make use of technology mech-
anisms in correspondence to the security goals, make people
aware of possible consequences, and become responsible for
their acts [108].

B. STATE OF THE ART
1) STANDARDS, REGULATIONS, AND WHITE PAPERS
The ETSI specifications that refer to MEC security aspects
(listed in Table 3) are used as references for presenting
the state-of-the-art security requirements and regulations for
MEC, presented in Table 6. These include general require-
ments [12], API-related aspects [9], [28], [31], [32], [33],
[34], [35], [38], [39], [42], [44], network slicing [38], MEC
integration within 5G [19], end-to-end mobility aspects [45].
Note that N/A here does not mean that security require-
ments are out of scope or importance for the given element;
N/A means that no explicit requirements are listed in the
specifications.

White papers by ETSI (also listed in Table 3) but even other
organizations and industry companies [109], [110] refer to the
security aspects of MEC within 5G too.

2) ACADEMIC PUBLICATIONS
Table 7 lists recent surveys on security and privacy for MEC.
Papers that refer to general MEC security aspects are also

considered. The number of publications considering MEC
security and privacy is large, so the table does not intend to
be exhaustive. Not many papers are fully dedicated to MEC
but consider it together with other technologies such as cloud
or fog (sometimes only marginally such as in e.g., [75]).
As mentioned in some of these (e.g., [70], [102]), some spe-
cialized work on the security for MEC has been performed.
However, the number of papers referring to particular aspects
regarding general edge technologies (and, to some extent,
applicable to MEC too) or general security issues that are
not MEC specific is large and thus out of the goal of this
paper. For example, a large number of papers are dedicated to
defenses against (D)DoS in MEC (e.g., [123], [124], [125],
[126]) or usage of ML for MEC (e.g., [127], [128], [129]).
Security in 5G network slicing has been analyzed in [25],
and some aspects are relevant for isolation in MEC too.
Nevertheless, papers that survey aspects of MEC privacy
and security do exist, e.g., [122], a comprehensive study
performed in parallel and independent of our work, or [121]
a MEC security analysis for each of the twelve considered
vertical industries: (1) manufacturing industry, (2) financial
sector, (3) healthcare, (4) education, (5) telecommunication,
(6) authorities, (7) media and entertainment, (8) smart city,
(9) agriculture and food industry, (10) logistics, (11) educa-
tion, culture, and science, and critical infrastructure sectors.

C. CHALLENGES
In the following, we present security challenges for MEC by
categorizing them at the MEC host level, MEC system level,
and general challenges.

1) MEC HOST LEVEL
a: PHYSICAL SECURITY
The MEHs are located at the edge of the network, closer
to the user and in open environments. The physical location
of the MEHs becomes thus insecure [96], [102], host-level
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TABLE 6. Security requirements in the MEC architecture according to standardization documentation.
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TABLE 7. Academic surveys related to MEC security.

devices being even more vulnerable to physical attacks than
system-level equipment that is normally placed in a more
physically secured area. Moreover, the tendency to deploy

many MEHs to cover an area raises problems with respect
to a good physical security level [76]. This increases the
risk of unauthorized physical access and hence physical
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deterioration or corruption of the devices, with direct con-
sequences against the availability (e.g., DoS attacks) and
the confidentiality (e.g., data leakage by both passive and
active attacks) [109]. The equipment might lack the hard-
ware protection of commodity servers [70], but as a form
of protection, the MEC devices should implement anti-theft
and anti-damage measures [109]. Surely, tamper resistance is
a generally good security strategy to prevent the reading of
confidential data (e.g., cryptographic keys) and thus should
be adopted in the case of MEC equipment too [71], [96].
In this scenario, the well-known principle of the weakest
link holds: the security of the overall system is given by the
security of the weakest spot (the adversaries tend to attack
weak spots). TheMEHswith poor security can easily become
points of attacks [94].

b: LOCATION PRIVACY
Location tracking enabled by MEC can be seen as both a
feature and a risk. Unauthorized access to the Location Appli-
cation Programming Interface (API) for the MEC Location
Service can leak sensitive information about the localization
and tracking of users in time [32], similar to unauthorized
access to the Radio Network Information in mobile networks
(e.g., access to identifications, which might damage the pri-
vacy of the UE) [31]. MEHs (and, in consequence, end-users
too) are thus directly exposed to location privacy risks [95].
To mitigate such risks, an important role is in the security
of the APIs and the generated location reports or processed
data. On the other hand, the MEC localization service can
be beneficial when GPS coverage is unavailable or for emer-
gencies (e.g., for healthcare applications where monitoring
devices can send signals requiring assistance to the closest
MEC platform in case of emergency) [130].

c: LOCAL DEFENCES
Due to their local character, attacks at the host level influ-
ence a geographically limited area, in the proximity of end
users [70]. This gives MEC capabilities to enforce security
mechanisms and limit attacks in the local network seg-
ment [71]. MEC is suitable to deploy a defense perimeter, one
example being against (D)DoS attacks when the adversary
only targets a smaller volume of traffic, and the edge can alert
the core network about the source of danger, resulting in over-
all better availability [126]. The local character of MEC can
also enhance privacy protection by preventing data to arrive at
centralized servers, thus avoiding a centralized point of trust.
An example from [71] consists of the processing of images
with car plates at the edge and identification of the plate
number only to forward to central processing (this prevents,
for example, location leakage). At the same time, it is believed
that local data exchange (as contrary to e.g., sending the data
over the internet) reduces the exposure of data [95], but of
course can raise security risks when the number of nodes is
high, because of high traffic and positioning at the edge of

the network [78]. Reference [131] discusses some security
improvements that MEC can bring in the IoT scenario.

d: VIRTUALIZATION SECURITY
Malicious virtual machines can try to exploit their hosts [70].
Attacks such as VMs manipulation might include a malicious
insider with enough privileges to access and damage a VM or
a malicious VM with escalated privileges [70], [71], [132].
If a VM is running on multiple hosts, then a simple DoS
attack can damage all hosts simultaneously [132]. As a pro-
tection against the DoS attacks, the VMs should be limited in
resource consumption, and the resource consumption should
be balanced among hosts. With respect to the privacy of data,
the user data is stored at MEC host level, so it might get
leaked [76]. Moreover, possible alteration of data requires
adequate backup and recovery possibilities, in strong rela-
tion with dependability prevention. Virtualization attacks can
damage the orchestration at the host level, and a compromised
VIM can lead to the disruption of MEC services [76]. Service
manipulation is another example of corruption, with impor-
tant consequences such as DoS or data leakage attacks [70].
If a host is corrupted (not necessarily by virtualization attacks
but in general), the adversary might interfere at several levels
(e.g., apps, services, resource consumption) and run a wide
set of possible attacks.

e: CONSTRAINED RESOURCES
Computational expensive security mechanisms, including the
usage of heavy cryptography, can be a problem. For exam-
ple, the edge devices might have limited connectivity and
resources, which impose restrictions on the security pro-
tocols that can be deployed and facilitate attacks against
availability [110]. This might conclude in restrictions in
the deployment of highly secure protocols, for example
for authentication [70]. Usage of public-key cryptography
and Public-Key Infrastructure (PKI) in particular might be
an issue because of high computational costs and manage-
ment [96]. Lightweight cryptography should be considered.
Data deduplication mechanisms at the edge (in the sense of
detecting and discarding copies of data, or even preventing
re-computations) would increase the performance on lim-
ited devices. But realizing this while maintaining security
is normally possible via (Fully) Homomorphic Encryption
((F)HE), which by itself requires very high computational
costs [95]. The European Agency for Cybersecurity (ENISA)
itself identifies the complexity of the implementation of secu-
rity solutions in 5G (caused by mixing technologies such as
cloud, fog, and edge), as well as the efficient cryptography
solutions (because of nodes constrained in resources) to be
key topics in research and innovation of 5G security [133].

2) MEC SYSTEM LEVEL
a: GLOBAL DEFENCES
The management and orchestration of the diverse secu-
rity mechanisms is a complex issue, and enabling security
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mechanisms independently on multiple entities does not nec-
essarily mean that the complete system is secured [70], [78].
A balance between local (decentralized) and global (cen-
tralized) defense mechanisms, between responsibility and
autonomy has to be considered [70], [96]. A global monitor-
ing that allows an overview of the MEC system should be set
in place, and everything should be auditable [70]. To provide
privacy, end-to-end encryption becomes a necessity whenever
applicable [102].

b: MEO SECURITY
MEO is exposed to virtualization attacks [76]. A compro-
mised MEO could have a critical impact on the functionality
of the overall MEC system. Examples include the termina-
tion of MEC critical applications, on-boarding of malicious
application packages, an unbalanced usage of the MEHs
in terms of resources, and others. Hypervisor introspection
methods need to be applied, for Linux-based platforms, Secu-
rity Enhanced Linux (SELinux) might be of use [76]. More
on virtualization defenses will be discussed in III-C3, the
subsection dedicated to general challenges. However, in the
rapidity of change in technology and attacks nowadays, it is
considered suitable to approach by software programmable
solutions than rigid hardware (to allow updates, moving
targets, dynamic attacks, etc.) [126]. Security and privacy
challenges in softwarization and virtualization are not spe-
cific to MEC, as flexible solutions are required to secure 5G
in general [102]. Solutions to prevent virtualization problems
and security frameworks within the MEC-in-NFV architec-
ture have been considered [76], [134]. These include Trusted
Platform Manager (TPM) to attest and validate MEC Apps
andVNFs, as well as requests from the CFS portal [76]. Auto-
configurable security mechanisms are proposed, as well as
methods to secure VNF in NFV environments [76], [135].
Ideally, the idea of a security orchestrator based on soft-
warization (SDN / VNF) would replace the need for manual
configuration that is no longer feasible under the current
circumstances [102]. But how such a security orchestrator
should be built and integrated with the architecture of MEC
is still an open question.

c: INTERCONNECTION SECURITY
At the MEC system level, OSS is exposed to threats outside
the MEC system through the communication with the CSF
Portal and device applications via the LCM proxy. This opens
up for security risks, for example, the CSF Portal is prone to
(D)DoS attacks [76]. OSS can be subject to masquerading
for adversaries that pretend to have legitimate access [76].
A significant number of requests from the OSS to the MEO
might (in the absence of proper securitymechanisms) damage
the functionality of the MEO.

3) GENERAL CHALLENGES
a: TRUST MODELS AND RELATIONS
Contrary to other technologies at the edge (e.g., edge cloud,
fog), in MEC there is a lower number of owners that need

to cooperate [70]. However, it is of critical importance to
clarify the trust models and relations between the entities
involved (users, platforms, slices, apps, etc.) [109]. In par-
ticular, trust needs to be considered in relation to mobility
and network functions performed in the MEC and inte-
gration to the 5G standard too [109]. Trust models have
been considered for different edge technologies [70], [136].
A flexible trust manager has been proposed as a solution
to incorporate within MEC [71]. Other trust schemes have
been proposed for MEC (e.g., [137]). Nevertheless, general
protection mechanisms such as mutual authentication and
access control mechanisms at all levels should be set in
place. A good prevention is to minimize the data transmitted
and stored on low reputation entities [70]. The ownership of
personal data must be assigned and clearly decided between
different roles (e.g., stakeholders, MNO, third parties) [102].
To protect end users’ data, techniques such as watermarking,
visual cryptography, and biometrics were considered in the
literature [102].

Nevertheless, security models (not only trust models) in
accordance with the MEC requirements need to be developed
and applied for security analysis.

b: NETWORK SECURITY
The heterogeneous nature of edge and its dynamic character
introduces risks [74], [78], [102], [110]. Security is prone to
risks at the interconnection with other technologies, mostly
within the 5G context. In particular, MEC should access the
internet and establish connectivity to other MEC domains via
the internet [76]. Naturally, security should be considered for
data in all forms (storage, computation, and transmission)
and approached by appropriate cryptographical primitives
and security technologies (including general approaches such
as VPN communication, access control functions and poli-
cies, firewalls [76]). Lightweight encryption can be used
for performance enhancements whenever convenient [76].
However, there is still a place for improvement with respect
to lightweight cryptography needed for solutions such as
MEC. MEC is exposed to attacks on the communication
channels, mostly on the wireless channels close to the end-
user [76]. A specific risk lies in the communication between
the edge and the core [102], [110]. Data has to be encrypted
in transit (e.g., IPSec, TLS) [109], and end-to-end encryption
is a way to prevent data leakage [95]. Adaptive security
protocols could be used to enhance the security of com-
munication channels [76]. Software-Defined Virtual Private
Local Area Networks (Soft-VPLS) can help in securing the
communication between MEC components [76]. Soft-VPLS
allows different traffic categories (e.g.,MEC service requests,
user data, control statistics) to be routed via distinct tunnels,
aiming to enhance both end-to-end security and overall com-
munication performance [76]. Proper isolation of network
traffic, data, services, slices, etc. is required [70], [109].
The use of gateways at strategic points in the network is
considered a good practice [112], and firewalls are now
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implemented as NFs [130]. Techniques to provide physical
layer security might turn out beneficial because of perfor-
mance aspects [78], [138], [139]. More on communication
security is discussed in [102].

c: MONITORING AND DETECTION
Mitigation techniques in network security include monitoring
and logging, abnormal traffic analysis, malware and intrusion
detection. In MEC, this should be performed at all levels.
The collaboration between the edge nodes can be useful in
this respect [109]. Some work on access control and Intru-
sion Detection Systems (IDS) for MEC has been pointed
out before [70], [140]. This can prevent or mitigate attacks
such as DoS, malicious actions, and rogue entities [70]. AI,
in particular ML, could be successfully applied for intru-
sion and anomaly detection [76], [130]. Deep Learning (DL)
was specifically considered for the detection of attacks, and
Reinforcement Learning (RL) was proposed for edge caching
security [78], [127], [128]. Federated Learning (FL) suits
MEC because it allows the training data to be kept locally and
privately among collaborating nodes. Thus, advances in using
FL for constraint devices might be useful [78], [141], [142].
More references about ML in IDS and against DDoS attacks
can be found in [102], also in correlation with SDN solutions.
The study of ML (and AI in general) for MEC security is a
valid research direction [71].

d: VIRTUALIZATION SECURITY
General virtualization and softwarization issues need to be
considered in MEC too. This includes security issues of both
SDN and NVF [70], and in particular security aspects related
to network slicing [25], [102]. SDN/NFV-based frameworks
or approaches to provide security in relation to MEC and
IoT have been considered [71], [134]. Software-Defined
Privacy (SDP), a solution currently in place for enforcing
the security of Internet as a Service(IaaS) cloud customers,
might be extended to provide privacy protection in MEC
too [71]. Virtual Machine Introspection (VMI) and hyper-
visor machine introspection should monitor the activities in
terms of resource utilization to prevent deprivation and DoS
attacks [76]. These should be run at both host and system
level [76]. Examples of VMI include LibVMI [76], [143].
Artificial intelligence can be used to achieve better VMI
solutions [76], [144].

e: STANDARDIZATION AND AWARENESS
The necessity for standardized or universal security mea-
sures to ensure the security of the overall MEC system is
considered to be an open problem [71]. At the same time,
the human factor remains a risk, so it is important to raise
awareness of the users that need to understand and apply
security policies [70]. A significant category is given by the
application developers [71], and special focus should be put
on the integration mechanisms.

f: OTHER SECURITY CHALLENGES
Many other security challenges exist in MEC (e.g., see [102]
for some specific Backhaul threats). We next refer briefly to
some of these.

Privacy of identity is known to be a challenge in mobile
networks (including 5G), and it remains a challenge in MEC
too [102], [145]. More on Personally Identifier Information
(PII) protection in the general context of General Data Pro-
tection Regulation (GDPR) can be found in [146].

Usage of the appropriate technologies and primitives for
security is always a challenge. For example, solutions nowa-
days tend to adopt blockchain-based technology, including in
MEC [147], [148]. However, many times the blockchain tech-
nology is in fact not needed [149] and more suitable solutions
(e.g., which introduce less complexity) are available. While
ETSI has a dedicated group on Permissioned Distributed
Ledgers (PDL) [150], it remains open if blockchain is indeed
a useful technology for MEC. Quantum security mechanisms
have to be considered [102]. Cryptographical primitives cur-
rently used in 5G and MEC (mainly public-key primitives)
are known to be vulnerable to quantum attacks. Although
nowadays quantum attacks are still in their infancy, quantum-
resistant cryptography is an active research field that aims to
provide security against quantum adversaries.

Mobility-related security challenges are of importance in
MEC too. More about these will be discussed together with
other aspects, in Section VI.

IV. DEPENDABILITY
If security is a well-known term, dependability is a less com-
mon term, whose meaning is sometimes ignored or confused.
In this paper, we define dependability as in [151]. Depend-
ability is the ability to deliver a service that can justifiably be
trusted.

A. TAXONOMY
Figure 8 represents the taxonomy related to dependability.
The attributes are the various ways to evaluate the depend-
ability of a system. The issues are the causes that may lead to
a lack of dependability. The countermeasures are the methods
to enhance the dependability of a system.

Alternative definitions and taxonomies can be found in
literature [152], [153], where the term threat is used instead
of issue and the term mean is used instead of countermea-
sure. Moreover, some works define a joint dependability
and security taxonomy [151], [153]. Instead, performance,
or performability, is sometimes seen as one of the attributes of
dependability [153]. For the sake of clarity, we keep separate
security, dependability, and performance, and we will jointly
discuss them in Section VI.

1) ATTRIBUTES
The attributes consist in metrics that are able to characterize
and measure specific properties of a system. The attributes
can be applied to theMEC as a system, but also toMEC-based

VOLUME 11, 2023 63509



G. Nencioni et al.: 5G MEC: A Survey on Security, Dependability, and Performance

FIGURE 8. Dependability taxonomy.

TABLE 8. Dependability attributes.

services. The main attributes are listed in Table 8. The
description of the attributes is based on previous defini-
tions [151], [153]. The most known attributes are availability
and reliability. A system is available when it is ready to
deliver a service that complies with the service specifications.
The simplest way to compute the availability of a system
is the ratio between the expected uptime of the system and
the aggregate time (sum of expected values of up and down
times). A system is reliable when it is able to continuously
deliver a service that complies with the service specifications.
The reliability can be computed based on the mean time to
failure or the mean time between failures. The survivability
and safety are sometimes not listed among the attributes. The
maintainability is associated with recovery mechanisms and
can be measured as the mean time to repair.

2) ISSUES
The dependability issues, fault and failure as listed in
Figure 8, in the daily language are used interchangeably and
mean that something that is not working. In dependability
taxonomy, they are not only independent causes of lack of
dependability, but they represent a cause-effect sequence and
they can be defined as follows [151]:

TABLE 9. Main types of faults and failures.

• Fault is the adjudged or hypothesized cause of an error;
• Error is part of the system state that is liable to lead to a
failure;

• Failure is the deviation of the delivered service from the
correct service (i.e., the service is no longer compliant
with the specification).

An example of the cause-effect sequence is the following:
an external fault flips a bit in the memory causing an error
that manifests as a failure when that partition of the mem-
ory is accessed. Table 9 lists the main types of faults and
failures [151].

3) COUNTERMEASURES
In order to improve the dependability of a system, various
categories of methods are used [151]:

• Fault prevention uses development methodologies, for
both software and hardware, in order to reduce the num-
ber of faults;

• Fault tolerance is carried out via error detection and
system recovery in order to avoid failures;

• Fault removal can be performed during the system
development (via verification, validation, and testing)
and during the system use (via corrective or preventive
maintenance);

• Fault forecasting is conducted by evaluating the system
behavior (it can be both qualitative and quantitative).

B. STATE OF THE ART
1) STANDARDS, REGULATIONS, AND WHITE PAPERS
The ETSI specifications that refer to MEC dependability
aspects (listed in Table 3) are used as references for presenting
the state-of-the-art dependability requirements and regula-
tions for MEC, listed in Table 10. Note that N/A here (as in
Table 6 for the security) does not mean that dependability
requirements are out of scope or importance for the given
element; N/A means that no explicit requirements are listed
in the specifications.
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Availability and reliability arementioned as non-functional
metrics in [27]. Resiliency and high availability is mentioned
in the white paper [8].

In many ETSI specifications, service availability is men-
tioned but not always with the same meaning in the
dependability: availability tracking API in [30]; together
with application availability in [9]; testing the related query
in [47]; testing API query in [40] and [41]; together with
5G [19]; in connection with the coordination of inter-MEC
systems and MEC-cloud systems [11].

The service continuity in mobility is extensively addressed
in [45] and [46]. It is also mentioned in [11], [35], and [41]
and in several white papers [18], [21], [50], [53].

The fault management is briefly addressed in [7] and more
in detail in [29]. Fault management in NFV implementation
is addressed in [15]. Testing of MEH fault management is
presented in [47]. API test for MEH fault management is
discussed in [40]. Fault management is also addressed in the
white papers [51] and [52].

The network dependability is addressed in [34] and also in
the white papers [10], [50].

Several specifications refer toURLLC and mission-critical
application, for example in [26] and [45] and the white
papers [18], [21]. The specifications highlight the importance
of MEC in mission-critical low-latency applications, such
as Industrial IoT and Self-Driving Cars. These applications
require communication with very high reliability and avail-
ability, as well as very low end-to-end latency going down to
a millisecond level.
V2X communication is maybe the most relevant use case

in MEC. It is initially mentioned in [12], then more in detail
in [46]. V2X communication is important because it has
strict requirements in all three aspects. In particular, the ETSI
specifications mention the reliability and availability (from
both security and dependability perspectives) together with
latency and throughput. Given the high mobility of the V2X
users, one of the main topics to investigate is the handover
between the MEHs, which has an impact on both service
continuity and service availability [12]. Specifically, the pre-
dictive handover is investigated to meet the dependability and
performance requirements [46]. In [39], service continuity is
mentioned in the context of having multiple operators. The
white paper [154] highlights the high reliability and security
requirements in the V2X communication in 5G-MEC.

2) ACADEMIC PUBLICATIONS
Table 11 lists recent surveys that address dependability
aspects in MEC. As for security, not many papers are fully
dedicated to MEC but consider it together with other tech-
nologies such as cloud or fog. A survey on dependability on
MEC does not exist. A few papers are mainly focused on
dependability aspects [86], [89], [96] and others have parts
dedicated to dependability aspects [74], [75], [77] or shared
with other aspects [64], [68], [88], [97]. The other papers just
mention it or use it as a requirement [64], [77], property [66],
benefit [79], or challenge [74], [78].

C. CHALLENGES
In the following, we present dependability challenges for
MEC by categorizing them on the MEC host level, MEC
system level, and general challenges.

1) MEC HOST LEVEL
a: PHYSICAL DEPENDABILITY
The MEH is practically consisting of a computer or a small
server. For this reason, traditional techniques for making
dependable a computer or server can be considered. These
techniques would act on both hardware and software.

Given the distributed nature of the MEC system, which is
composed of multiple MEHs, the alternative is to consider
a MEH expendable and provide fault tolerance by migrating
to a new MEH in case of failure [86]. In this case, careful
deployment of MEHs and efficient failover mechanisms are
needed. Deployment and failover mechanisms will be pre-
sented more in detail later.

b: VIRTUALIZATION DEPENDABILITY
An important characteristic of a MEH is virtualization.
A MEH uses virtualization technologies, such as containers
or VMs, which are managed by a VIM, such as Kubernetes
or Openstack [16]. Moreover, as alreadymentioned, theMEC
architecture can be integrated with a virtualization architec-
ture such as NFV [15].

The virtualization in the MEH needs to be considered in
order to have a dependable MEC. For example, the live VM
migration in Openstack while injecting network failures and
increasing the system pressure can be investigated [157].
Note that the VM can be migrated to a different host or
within the same host. Regarding NFV, a problem that can be
addressed is the VNF placement in aMEC-NFV environment
in order to maximize the availability [158]. The most critical
part of this work is to identify and include in the evaluation
the necessary kinds of failures, e.g., the failures of the net-
work, VMs, or physical machines. Moreover, considering 5G
network slicing, the protection of the network slices can be
considered in the VNF placement [159].

2) MEC SYSTEM LEVEL
a: DEPLOYMENT AND FAILOVER MECHANISMS
As already mentioned, a manner to make a MEC system
resilient to the failure of MEH is to use failover mechanisms.
Failover mechanisms that need a proper deployment of the
MEHs, i.e., the MEHs need to be close enough in order for a
user to be able to reach multiple MEHs [86].

For this reason, the deployment ofMEHs can be performed
by maximizing the failover capability [160] or by considering
a 1+1 protection, where the users are able to connect to two
MEHs (one is active and the other one is for backup) [161].

Proactive failover mechanisms can be considered in order
to reduce the impact of the failure [162]. In case a user is not
able to reach anotherMEHs, other users can be used as a relay
in order to reach active MEHs [163].
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TABLE 10. Dependability requirements in the MEC architecture according to standardization documentation.

b: RESOURCE ALLOCATION
Another manner to improve the dependability of MEC is
by a proper allocation of resources, usually computing and
storage, in the different MEHs. There are already several
works that address this aspect [164], [165], [166], [167],
[168], [169], [170], [171]. Many of these works refer to the
term task and they are talking about offloading. The term
task is used to refer to an application or procedure, instead
offloading refers to the migration of the execution of a task
from the mobile device to a MEH.

Most of the current works have as target energy efficiency
and consider the dependability metrics as requirements. The
main difference between current works is the dependabil-
ity metrics they are considering. Some works consider the
failure probability of MEHs to develop k-out-of-n allocation

schemes, where the tasks are distributed among several MEH
and the task is correctly executed if at least k out of n MEHs
are not failed [164], [165]. One work considers as reliability
the probability of the delay bound violation, which is actually
more similar to the performability [166]. Another work con-
siders an offloading failure probability, which is connected to
the error probability in the transmission between the user and
the access where the MEH is located [171]. Another work
considers also the execution reliability [167]. Finally, some
works model the MEC system with queues and define the
reliability as outage probability. There is an outage when a
queue length exceeds a predefined threshold [168], [169],
[170].

Furthermore, there are works that address the task allo-
cation together with the user-host association [170] or
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TABLE 11. Academic surveys related to MEC dependability.

consider that different users may have different dependability
requirements [172].

c: MEO DEPENDABILITY
The MEO is a critical element because it is a single point of
failure of the MEC system. A dependable MEO is important
because if it fails the wholeMEC system became unavailable.

Moreover, the MEO is also important to manage failure of
the other MEC elements, in order to have a fault-tolerant
MEC system. For this reason, the design of the MEO and its
functionality must be addressed carefully by considering the
state-of-the-art technology [51] and techniques of Artificial
Intelligence [52]. The challenges for the MEO are similar to
the challenges for the NFVO, the same best practice should be
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followed [173]. For eliminating the single point of failure, the
MEO can be designed as logically centralized but physically
distributed, as for the SDN controllers [174]. In this case, the
coordination among the different MEOs becomes critical.

d: CONSISTENCY
Consistency is defined as the property of multiple elements to
have the same information and vision of the system. The lack
of consistency is a problem for a distributed implementation
of the MEO, but also for naturally distributed elements as the
MEH. For example, the consistency regarding the agreement
in the event of a failure needs to be addressed [175].

3) GENERAL CHALLENGES
a: DEPENDABILITY MODELLING
A first way of evaluating the dependability of a new system is
to realize dependability models. For example, this approach
has been used to evaluate the availability of SDN [176] and
NFV [177]. A dependability model can allow to evaluate the
impact of the elements composing the MEC system and iden-
tify the critical issues. Advanced models can also consider
the dependability correlation bet. The more common models
techniques are derived by the Petri Nets, such as the Stochas-
tic Activity Networks and Stochastic Rewards Nets (SRN),
and can be implemented by using tools such as Möbius2

or SHARPE.3 Some works have addressed the modeling of
reliability and availability in edge computing [178], [179].
For example, SRN has been used to model the availability of
an edge system [180], a semi-Markov model has been used
to evaluate the impact of VNF aging in MEC [181], and a
two-level model has been used to evaluate the availability of
a MEC system [182].

b: NETWORK DEPENDABILITY
The network connectivity is an important element in theMEC
system [34]. It includes the access network to which the users
are connected, the connection between the access and the
MEHs, the connections between the MEHs, and the connec-
tion between the MEHs and the MEO. Unreliable network
connectivity can have a huge impact on the dependability
of the MEC system [10], [50]. Reliable network connectiv-
ity can be provided via physical redundancy and dedicated
protocols.

c: SERVICE CONTINUITY AND USER MOBILITY
One property that is carefully addressed in the ETSI specifi-
cation is the service continuity [45], [46]. The importance is
also due to the nature of MEC, or more precisely MEC with
mobile access networks.

ETSI defines the service continuity as ‘‘the perception of
the out-of-service time and can be measured by the latency
between the terminated instance and the resumed instance
of the same service, maintaining the instance state’’ [45].

2https://www.mobius.illinois.edu/
3https://sharpe.pratt.duke.edu/

The causes of a lack of continuity are application software
failure, malfunction of MEC system, loss of connectivity due
to network failure, and user’s voluntary or involuntary action.

Depending on the scenario and the application, ETSI
defines different levels of service continuity: no continuity,
low continuity, soft continuity, and hard continuity [45].

d: FAILURE MANAGEMENT
MECmight introducemore complex failuremodes [89], [96].
This situation is a common problem in modern complex ICT
systems [183]. Moreover, faults and failures in MEC (as
generally in computing platforms) are hard to detect [86].

The fault management is diffusely addressed in the ETSI
specifications [29]. Anyway, there are aspects that need to be
properly addressed: uncontrolled error propagation by defin-
ing error-containment regions; recovery of faulty components
[89], [184]; extreme event control [97].

e: DEPENDABLE ARCHITECTURE
Beyond the ETSI architecture, alternative edge comput-
ing architectures have been proposed in order to improve
dependability. One architecture aims to deliver failure resis-
tant and efficient applications [185]. Another work proposes
a dependable edge computing architecture customized for
smart construction [186].

V. PERFORMANCE
The performance is usually the main target of a new technol-
ogy, where security and dependability are aspects that need
to be guaranteed. For this reason, the research community
has focused on the performance of MEC and many works
are on the topic although the number of surveys on MEC
performance is limited.

A. TAXONOMY
Given the wide nature of the performance, this subsection
presents the performance taxonomy specific to MEC.

Figure 9 represents the taxonomy related to the perfor-
mance. The attributes are the various metrics to evaluate the
performance of a system. The issues are the causes that may
lead to a lack of performance. The countermeasures are the
methods to address the performance issues.

The attributes are presented first from a general perspec-
tive, then according to what has been defined by ETSI [27].
The issues and the countermeasures are related to a network-
ing and computing context (which MEC belongs to) because
having a general perspective would have resulted in a too
broad introduction.

1) ATTRIBUTES
The performance of a system can be evaluated by means of
metrics. There are different well-known metrics that can be
divided into two classes. A first class contains general metrics
focused on only one aspect, such as data transport service.
The following well-known metrics belong to this class:
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FIGURE 9. Performance taxonomy.

• Throughput is the number of bits or messages success-
fully delivered per unit of time.

• Latency is the delay introduced for completing a service,
e.g., delivering a block of data between two points of the
system.

• Jitter allows quantifying the latency variation.
• Loss rate refers to the number of bits or messages per
unit of time that are lost during the service.

All these metrics can be measured at different layers of the
protocol stack, depending on the particular service consid-
ered in the performance evaluation. For example, measuring
the latency at the network layer allows us to quantify the
delay introduced only by the network. This kind of metric
is not sufficient to quantify the performance of a Voice-over-
IP (VoIP) service because it does not take into account the
latency added by the application during the elaboration of
the received bits [187]. The second class is composed of
metrics that aim to summarize in a value the performance
of a complex service that requires the interaction of a set
of components. Most of the metrics belonging to this class
are related to the concept of Quality of Service (QoS) or
Quality of Experience (QoE). These metrics can be classified
as follows [187]:

• Subjective metrics, which require the involvement of
humans for quantifying the experimented performance
of the service. The quantification is performed using
some reference scale, such as that defined in the
Mean-Opinion-Score (MOS) procedure and its evolu-
tion [188].

• Objective metrics, which allow quantifying the perfor-
mance by using machine-executable algorithms, such as
PSNR (Peak Signal-to-Noise Ratio used for quantifying
the video signal quality).

Starting from this general definition, the ETSI docu-
ment [27] has defined a set of metrics specifically designed
for the MEC systems. Given the high flexibility of MEC

FIGURE 10. Functional metrics.

FIGURE 11. Non-Functional metrics.

architecture, the MEC metrics have been defined with the
following two goals:

• Evaluate the performance increase given by a MEC
solution with respect to a non-MEC one;

• Compare the performance of different MEH locations
within the network in order to select the most suitable
MEH for the considered use case.

Taking into account these goals, ETSI defined two
classes [27], which we will further present by summering the
content of the ETSI document:

• Functional metrics: they quantify MEC performance
impacting on user perception (often called Key Perfor-
mance Indicators, KPIs). The set of KPIs is shown in
Figure 10.

• Non-functional metrics: they are related to the perfor-
mance of the service in terms of deployment and man-
agement. Figure 11 describes the set of non-functional
metrics.
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As shown in Figure 10, the functional metrics consider the
performance by both taking into account single aspects of the
service (i.e., latency, jitter, loss rate, throughput, and energy
efficiency) and referring to metrics that summarize the inter-
action of multiple components forming a complex service
(i.e., all the metrics under the umbrella indicated as quality).
The non-functional metrics in Figure 11 are strictly related to
the aspects that are important for the network operator, i.e.,
deployment and management aspects. In some cases, these
aspects are not related to the performance perceived by the
users, such as non-user data volume exchange or energy effi-
ciency at network side. Indeed, these performance parameters
impact the costs necessary for the network operator tomanage
the service. On the other hand, some metrics, such as delay
to process API request and number of failed API requests,
negatively impact the user experience. Indeed, a high delay in
processing API requests can increase the set-up time of a new
service request and/or the service processing time. For both
classes, the metrics need to be adapted to the particular MEC
use case. In particular, the actual assessment of these metrics
can depend on the particular service and/or application. For
example, the latency in localization (time to fix the position)
is different from the latency in content delivery. In both cases,
one could measure all the statistics over the above metrics.
In fact, all metrics are in principle time-variable and could
be measured in a defined time interval and described by
a profile over time or summarized through the following
values: maximum value, mean and minimum value, standard
deviation, and value of a given percentile.

2) ISSUES
Poor system design is one of the most important performance
issues. The system design deals with the definition of the
resources (and their location) necessary for supporting the
user services. For example, if there are no (or insufficient)
resources in the area where the user requires URLLC ser-
vices, the service may need to be supported on a remote
server, where the propagation delay is higher than the maxi-
mum accepted delay. The remoteness of resource location for
video-on-demand services implies the involvement of many
network resources with consequently a consumption increase
of communication resources and energy.
Resources congestion can impact the different performance

parameters, depending on the kind of congested resources.
For example, the congestion of communication resources
increases the latency for data transferring, the lack of storage
resources can add data loss, whereas insufficient computation
resource adds delay in processing data.
Service deployment can manifest problems at the network

layer and service layer due to configuration errors or bad
architecture (hardware and software) choices, which have a
deep impact on performance.
User mobility adds variability to the features of the con-

nection with the resources providing the service. The user
movement can degrade the data rate available at the access
network and increase the latency for achieving the service

location. In some cases, in the new user location, there are
no resources to support the service, leading to service inter-
ruption.

3) COUNTERMEASURES
To solve the presented issues, there are some general
approaches. Poor system design issues can be coped with
a preventive analysis of the amount of services and related
features, in terms of offered load and service requirements.
This information is then used as input in models developed
for system design. The models differ from the main target
of the design. The most common target is to reduce the
capital expenditures (CAPEX) and the operating expenses
(OPEX) by maximizing the number of services with satisfied
requirements. Recently, some models aim to reduce energy
consumption.

To cope with the resources congestion issues, there are two
big classes of congestion control approaches: reactive and
proactive. The TCP congestion control is an example of a
reactive approach, whereas admission control of new service
requests is an example of proactive congestion control. This
control consists in rejecting new service requests when their
admission degrades the performance of the already accepted
services. The congestion is prevented by analyzing the avail-
able resources and estimating the required ones by the newly
requested service.

The usage of management and monitoring tools at differ-
ent layers represents an important countermeasure against
service deployment problems. They help to detect and solve
issues related to device, network, and service configuration.
The analysis of alternative hardware and software architec-
tures is necessary to prevent performance issues related to
bad choices on deployment aspects, such as service imple-
mentation in dedicated hardware, the connection among the
different components of a complex service, and virtualization
technology used for service (or of one component) implemen-
tation in a central or distributed cloud.

The issues related to user mobility are well-known in
mobile networks, where different techniques have been
designed to maintain the network performance during user
movements. Similar issues need to be considered at the ser-
vice layer in the case of critical services, where the time
necessary to achieve the resources offering the services is
higher than the minimum latency requirements. In this case,
the service migration is necessary. In all cases, forecasting the
user movements can allow for proactively reserving resources
and starting all operations related to the connection handover
and/or service migration, reducing the issues related to user
mobility.

A summary of performance issues and countermeasures is
shown in Table 12.

B. STATE OF THE ART
1) STANDARDS, REGULATIONS, AND WHITE PAPERS
Table 13 shows the ETSI specifications that represent the
state-of-the-art of performance requirements and regulations
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TABLE 12. Summary of performance issues and countermeasures.

for MEC. This list has been obtained by analyzing the docu-
ments shown in Table 3). Note that N/A here (as in Table 6
for the security and Table 10 for dependability) does not
mean that performance requirements are out of scope or
importance for the given element; N/A means that no explicit
requirements are listed in the specifications.

Several API-focused standards [34], [36] describe some
performance requirements to implement in some MEC ele-
ments. The standards that define the performance metrics
is [27]. A lot of use cases with related performance require-
ments are described in [12]. Whereas studies for the MEC
support of some important services and technical aspects,
such as network slicing [26], NFV [15], mobility [45],
and alternative virtualization technologies [16], indicate the
performance required to the MEC elements. An important
document describes the MEC 5G integration [19].

The white papers listed in Table 3 mainly discuss the
problems and solutions related to the MEC deployment with
4G, 5G, and cloud RAN (CRAN) [18], [21] [23]. In these
documents, some performance issues are presented, but no
explicit performance requirements are clearly defined for the
MEC elements. The enhanced DNS can have a key role in the

performance of MEC services because it enriches the list of
deployment options suitable to support the distributed MEC
environment, in terms of providing the connectivity between
devices and application instances [54].

2) ACADEMIC PUBLICATIONS
We can find the discussion of performance issues (and,
in some cases, related solutions) ofMEC deployment inmany
of the technical surveys dedicated to MEC. Among these,
in Table 14, we summarize the most updated and important
from the performance perspective.

C. CHALLENGES
In the following, we present performance challenges forMEC
by categorizing them on MEC host level, MEC system level,
and general challenges.

1) MEC HOST LEVEL
a: VIRTUALIZATION PERFORMANCE
The MEC architecture allows not only to improve the per-
formance of network functions implemented in the form of
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TABLE 13. Performance requirements in the MEC architecture according to standardization documentation.
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TABLE 14. Academic surveys related to MEC performance.

VNF, close to the users, but also to be prepared to host third-
party services, creating a new market for the operator [192].
The virtualization technologies can deeply impact the perfor-
mance of the MEC system, as shown by some works (such
as the most recent [193], [194], [195] and reference therein),
which presented an experimental comparison of virtualiza-
tion technologies for implementing VNF and edge services.
This well-known result spurs the study of new virtualization
technologies and deployment paradigms in order to improve
performance and resource efficiency. From container-based
virtualization to micro virtual machines, new virtualization

solutions claim to offer performance close to bare metal, with
quick deployment and startup times.

Recent works analyzed the performance of multiple vir-
tualization technologies, including VMs, containers, uniker-
nels, and Kata Containers [193]. VMs have traditionally
been the primary technology for VNF deployment, creating
an isolated and secure environment with high associated
overhead. To reduce the memory clutter of VMs, containers
represent an interesting alternative solution, as they pack the
application and its dependencies into a light and agile entity
that can be run on any platform [196]. However, due to the
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underlying shared kernel, containers face security problems
in a multi-tenant environment [197]. To address the security
issues related to the shared container kernel, Kata Containers
have recently been proposed. Kata Containers act and per-
form like classic containers but provide stronger workload
isolation by using hardware virtualization technology as a
second layer of defense [198]. Unikernels are lightweight
machine images that enclose the application and require only
OS libraries and dependencies. It works in a single address
space and has amuch smaller attack surface due to itsminimal
nature. Each of these technologies faces a trade-off between
isolation and agility. The studies presented in [193], [194],
and [199] show the performance in terms of the following
parameters:

• Image size of the service, which impacts the amount of
storage required to host the application;

• CPU and memory utilization of the service, which has
a great impact on the number of services that a physical
server can run simultaneously;

• Throughput of service requests;
• Delay in responding to user requests, which can drasti-
cally degrade the user’s satisfaction with the service (a
website in the experimental analysis).

For example, the results of [193] show a boot time of the
container (0.623 s) lower than that of VM (32 s), whereas
the service throughput of the implementation of a HTTP
server with VM (130 req./s) is higher than that of Container
(143.4 req./s)

Kata Containers and unikernels are in their development
phase, but they provide serious competition to the ecosystem
of containers and VMs. Indeed, they offer a lightweight solu-
tion for the deployment and migration of virtualized services,
improving the performance in terms of latency, throughput,
and quality. These improvements aremore evident in the pres-
ence of user mobility, where the agility and the lightweight
of the virtualized services are key factors. However, Kata
Containers are not mature yet for using them in production
environments managing data-intensive workloads, as shown
by the experimental results presented in [194]. Indeed, this
paper confirms the results shown in [193]: Kata Containers
are not really efficient in terms of memory consumption and
speed, while still being a good deployment choice in security-
sensitive multi-tenant environments.

b: PERFORMANCE ISOLATION
As shown in [200] performance isolation can be a very critical
issue to take into account when VM shares the physical
resources. With some initial experiments to understand the
co-existential or neighbor-dependent behavior of VMs, the
authors inferred that the problem of performance isolation
can be improved by reducing the resource contention amongst
theVMs on the same physical host. Performance isolation can
be drawn to the lowest level abstraction of shared resources,
like CPU, memory, network, and disk. For example, the disk
is continuously being used by multiple processes waiting in
the I/O queue. Thus, the I/O scheduler will play a vital role in

resource contention, as studied in [201] and [202]. In [203],
the authors present a systematic overview of existing isolation
techniques in nodes and networks, especially in RAN and CN
of 5G systems.

2) MEC SYSTEM LEVEL
a: MEC DEPLOYMENT
The network operator selects the number of MEHs and their
location analyzing different technical and business parame-
ters, such as available site facilities, supported applications
and their requirements, measured or estimated user load, etc.
As shown in Figure 6, the network operator has four different
deployment options.

MEHs can be deployed in different network locations:
from near the gNB to a remote data network. Although run-
ning MEHs far from the edge can be useful in scenarios in
which compute power requirements are stricter than latency
ones, the most interesting scenario is represented by locating
MEHs close to the user (e.g., at the gNBs of a 5G system).
This scenario adds two very important features for enabling
new services:

• the reduction to low values of the delay between the
end-user device and the MEH hosting the application,
which enables low-latency services;

• the access to user context, such as the user chan-
nel quality conditions or user location, which enables
context-aware services, e.g. services adaptive to network
conditions.

The design of MEHs location and the instantiation of
MEC services require the analysis of multiple trade-offs for
efficient usage of physical and virtualized resources. Depend-
ing on the use case, the processing power demands and the
latency requirements can be very heterogeneous. Other than
the QoE of the users, the location of MEHs must consider the
Total Cost of Ownership (TCO). On one hand, the centralized
cloud decreases the TCO. On the other hand, the centralized
cloud fails to address the low latency requirements. A good
trade-off can be achieved by utilizing existing infrastructures
such as Telco towers, central offices, and other Telco real
estates. In the case of a mobile network, MEHs can be
located in various parts of the network architecture, ranging
from uCPEs (mainly at customer premises) to RAN-edge
(co-located with base stations), Smart Central Offices (where
theMEH could be hosted co-located with CRAN aggregation
points), or edge data centers at the local/regional level.

The deployment problem has been analyzed by considering
different optimization approaches and performance param-
eters. For example, using Shanghai Telecom’s base station
dataset, some works consider the MEH placement problem
with the goal of minimizing the energy consumption [204]
or balancing the workloads of MEHs while minimizing
the access delay between the mobile user and MEH [205],
[206]. Other recent works aim to minimize the cost of
service providers while guaranteeing the completion time
of services [207] or to minimize the number of MEHs
while ensuring some QoS requirements [208]. In general,
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the deployment of MEHs requires defining multi-objective
problems, such as i) finding a Pareto front optimizing the
time cost of IoT applications, load balance, and energy con-
sumption of MEHs [205], ii) optimizing the response time
taking into account heterogeneity of MEC/cloud systems
and the response time fairness of base stations, which may
significantly degrade the system quality of services to mobile
users [209], iii) finding an optimized trade-off between
response delay and energy consumption [210]. An interesting
issue is the update of the MEC infrastructure. As an example,
in [211] the authors consider the problem of scaling up an
edge computing deployment by selecting the optimal number
of new MEHs and their placement and re-allocating access
points optimally to the old and new MEHs. In this case,
the considered performance is the Quality of Experience of
users and the QoS of the network operator. As concerning
the integration MEC-5G, an interesting problem is the deter-
mination of the MEH and UPFs optimal number and loca-
tions to minimize overall costs while satisfying the service
requirements [212].

b: RESOURCE ALLOCATION
Taking into account the available resources, the network oper-
ator can solve the service placement problem. Placing MEC
services over a number of MEHs can prove to be critical for
the user QoE and should take into account gravity points,
e.g., shoppingmalls, which attract a plethora of users. Indeed,
a bad design of the service placement can lead to the satura-
tion of the available resources with the consequent rejection
of service requests or a worsening of the user experience. The
flexible availability of resources plays a crucial role in the
performance of a service. For example, wireless bandwidth
and computing resources can be dynamically assigned to a
service for achieving optimal benefits from MEC system.
Orchestrating a MEC system in terms of resource allocation
and service placement is critical for assuring efficient net-
work resource utilization, QoE, and reliability.

A set of works considers the data caching problem in
the edge computing environment, proposing schemes that
maximize the data caching revenue of the operator [213],
or that improve content delivery speeds, network traffic
congestion, cache resource utilization efficiency, and users’
quality of experience in highly populated cities [214]. Refer-
ring to the VNF architecture, the SFC and VNF placement
can be performed by reducing the execution time and the
resource utilization [215], taking into account both service
requirements and the resource capacity in the edge [216],
maximizing revenue at the network level while matching
demand [217], minimizing both energy consumption and
resource utilization [218], or maximizing the number of user
request admissions while minimizing their admission cost
(i.e., computing cost on instantiations of requested VNF
instances and the data packet traffic processing of requests in
their VNF instances, and the communication cost of routing
data packet traffic of requests between users and the MEH
hosting their requested VNF instances) [219].

c: USER ASSOCIATION
The most simple strategy for the user-MEH association is to
allocate the nearest MEH that offers the requested service.
Indeed, this approach agrees on the proximity strategy that
is desired from the performance perspective, e.g. latency and
energy consumption. However, this simple strategy can lead
to performance degradation when other aspects, such as the
load of theMEHs, the available transmission capacity, and the
users’ mobility are not considered. For example, an increase
in requests for MEC services in a given area can lead to
an overload of MEC resources, generating performance bot-
tlenecks. To avoid this problem, the user-MEH association
strategy needs to take into account the load status of the
MEC infrastructure. Different works propose optimization
solutions for some metrics, such as latency and QoE, that
simultaneously distribute the load between different servers,
e.g. [220]. Furthermore, in the case of mobile users, the
selection of the edge cloud becomes crucial due to the uncer-
tainty of movement and wireless conditions. In this scenario,
other than the MEC resources, the user mobility impacts also
the available network capacity, given the uncertainty of the
number of users sharing the resources and, in the case of the
wireless access network, of the wireless channel that impacts
the radio resource efficiency.

The user-MEH association problem can consider different
aspects, such as i) the enhancement of the user allocation
rate, server hiring cost, and energy consumption by means
of an association scheme able to consider that edge users’
resource demands arrive and depart dynamically [221], ii) the
dynamic balancing of the computation load for neighboring
MEHs [222]. Other approaches jointly consider the MEH
placement and association problem with the goal of minimiz-
ing the deployment cost [223] or number ofMEH [224] while
guaranteeing certain end-to-end service latency.

3) GENERAL CHALLENGES
a: SERVICE CONTINUITY AND USER MOBILITY
Service mobility is a key aspect that can impact MAC per-
formance in a mobile network scenario. Indeed, to maintain
a high QoE it is of primary importance not only to establish a
connection between the end user and MEC resources but also
to maintain it throughout all the necessary stages. Optimal
end-to-end session connectivity needs to be maintained for
the entire course of service usage. To achieve this goal, the
MEC services should be able tomigrate quickly depending on
user movements. The user movements can frequently change
the anchor points of MEC services (e.g., from one MEH
to another). In this scenario, ensuring optimum QoE for a
delivered MEC service becomes challenging, especially for
delay-sensitive applications. At the IP level, the Distributed
Mobility Management (DMM) [225] represents a notable
solution towards managing user mobility, overcoming also
the scalability and reliability drawbacks of centralized mobil-
ity schemes. At the service level, the management of IP
mobility is not sufficient to avoid quality degradation due
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to the redirection of MEC service requests of the mobile
user to a distant edge hosting the service. The MEC archi-
tecture aims for a single-hop connectivity to the service.
When the user is moving away from the MEH serving its
request, the MEC service should migrate from the old to a
new MEH closer to the new user location for maintaining
the same performance. Procedures for service migration take
time, especially when these require moving large amounts of
data. The user can experience a degradation of application
performance, and in some cases, the service continuity cannot
be guaranteed. Numerous studies have addressed the problem
of VMmigration, but new technical challenges have emerged
from the analysis of the problem from a service point perspec-
tive [226]. In particular, the time it takes to prepare a VM for
the target MEH, transfer it over the network, and finally deal
with the problem of changing the IP address after relocating
the VM, makes it difficult to achieve service continuity. The
analysis of this problem starts with the study of the features
of different virtualization technologies. Other than presenting
remarkable overhead in terms of both processing and stor-
age capabilities, hypervisor-based virtualization techniques
show high latency for start-up activation and migration pro-
cedures. Container-based virtualization enables high-density
deployment of services, and has limited features to sup-
port stateful service migration between different host MEHs.
In both classes, the main drawbacks derive from the stateful
nature of the application, which implies that the state of the
application and the network stack must be preserved in the
case of migration or failure. To alleviate these drawbacks,
the stateful ‘‘Follow me Cloud’’ paradigm has been pro-
posed [227]. Based on this new paradigm, some recent works
propose mechanisms for fast container-based live migration,
such as [228] and [229]. In [230], the authors present a survey
on the techniques for service migration at the edge of the
network. The development of stateless applications relies on
user inputs or distributed shared storage, avoiding the storage
of internal states. This feature allows a stateless application
to be replicated on different MEHs. Based on the specific
offloading request and current connectivity quality, the most
appropriate instance could be selected. Examples of studies
on the performance of stateless migration are [231] and [232].

VI. MULTI-ASPECT CHALLENGES
Dependability, security, and performance are all three impor-
tant aspects in 5G MEC. These aspects are usually addressed
individually but they are not independent and they can be
actually conflicting (i.e., a solution for improving one aspect
may impact the others).

Three examples of conflicts are shown in Figure 12. Read-
ing the figure clockwise, the examples are the following: the
usage of encryption to gain security (more precise, confi-
dentiality) causes a delay and therefore a reduction of the
performance; the reduction of the energy consumption can
be achieved by consolidation (i.e., reduction of the active
elements), but the consolidation can create a single point
of failure and therefore a reduction of the dependability;

FIGURE 12. Examples of conflicts.

the dependability can be achieved by redundancy (i.e.,
deployment of multiple elements that perform the same func-
tionality), the redundancy can increase the exposure risk since
more elements can be attacked.

All potential conflicts will need to be studied in the design
and operations of future 5G-MEC systems. In this section,
we present the challenges when these three aspects are con-
sidered together. The presented challenges are summarized in
Table 15.

A. MEC HOST LEVEL
1) PHYSICAL DEVICE
Section IV-C has introduced that physical dependability can
be achieved by using redundant hardware and software within
a MEH. Similarly, Section III-C has introduced the chal-
lenges related to physical security at the MEH level. The
redundancy can have an impact on performance and security.
For example, adding redundant physical devices increases
the vulnerability related to direct physical access (e.g., the
attacker can perform physical modifications on the device
or on the communication link). The countermeasures against
these threats increase costs and can impact performance.
On the other hand, it was already mentioned that possi-
ble alteration or deletion of data (as a consequence of an
attack) requires adequate backup and recovery techniques,
which are feasible by means of dependability. Crypto-
graphic primitives such as secret sharing schemes can be
useful to allow recovery capabilities with lower duplication
rates. Moreover, physical security mechanisms are normally
beneficial for performance, as they usually introduce less
latency [70], [78], [138].

2) VIRTUALIZATION TECHNOLOGY
In the previous sections, the importance of virtualization for
each aspect has been introduced.

From a dependability perspective, the live VMmigration in
OpenStack [157] and VNF placement in a MEC-NFV envi-
ronment [158], [159] have been introduced in Section IV-C.
In both cases, dependability is investigated together with the
performance. In [157], the authors analyze the impact of the
system pressures and network failures on the performance
of VM live migration by considering the migration time.
In [158], the authors address the problem of VNF placement
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TABLE 15. Summary of the multi-aspect challenges.
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by considering two conflicting objectives, namely minimiz-
ing the access latency andmaximizing the service availability.

The MEC scenario can be characterized by lower
computations and storage resources with respect to the
cloud scenario. The hypervisor-based virtualization becomes
unsuitable given that the image files of VMs are large and
its overhead is non-negligible. Furthermore, when MEC is
integrated with 5G, user mobility adds new requirements
to the virtualization techniques. In particular, the service
continuity and the fast migration of service between MEHs
extend the popularity of container-based technology, which
allows to easily build, run, manage, migrate, and remove
containerized applications. The different container solutions
(e.g. LXC, LXD, Singularity, Docker, Kata Containers, etc.)
offer diverse performance in terms of CPU and memory load,
security, networking bandwidth, and disk I/O, and configu-
ration options that can further improve the performance in
some specific scenarios [233]. The isolation mechanism of
existing container-based technologies is weak, due to the
sharing of one kernel among multiple isolated environments.
This feature adds four types of problems to consider for con-
tainer security: (i) protecting a container from applications
inside it, (ii) inter-container protection, (iii) protecting the
host from containers, and (iv) protecting containers from a
malicious or semi-honest host. A big challenge is to explore
new methods (e.g., using trusted images, managing container
secret, securing the runtime environment, and vulnerability
scanning), which can secure the container-based virtualiza-
tion without degrading the performance in terms of agility,
resource consumption, and computation delay. Alternatively,
the unikernel technology guarantees security by the isolation
provided by the underlying operating system or hypervisor.
Unikernel is more secure than the container. However, from
the performance perspective, unikernel presents low usability
given that it does not have a shell and does not support online
debugging, online upgrades and updates either. In the case of
failure of a unikernel application, only the reboot solves the
problem. Application and/or configuration updates require
recompiling the source code to produce a new unikernel and
deploy a new version. This action can be very costly and
sometimes prohibitive. This weak point of unikernel technol-
ogy represents a big challenge that needs to be considered
in order to evaluate the most suitable virtualization tech-
nologies for MEC, able to achieve a good tradeoff between
performance, dependability, and security. This evaluation can
converge to a single new virtualization technology or a set of
them, each one achieving the best tradeoff in some specific
use cases.

B. MEC SYSTEM LEVEL
1) DEPLOYMENT AND DESIGN
The problem of the deployment of MEHs in a particular area
is commonly addressed with the aim of improving perfor-
mance. Many existing studies focus on different goals, for
example, to minimize the overall latency of mobile users,

to maximize the overall throughput of the MEH network,
etc. [204], [206], [209]. Many of these studies assume that
the MEHs are free of failures. However, in a dynamic and
volatile network scenario, MEHs are subject to runtime errors
caused by various events, such as software exceptions, hard-
ware errors, cyber attacks, etc., similar to what occurs in
cloud servers [234]. When these failure events happen, the
design objectives and corresponding constraints can easily
be violated. The quality of experience will decrease immedi-
ately and significantly, especially those of latency-sensitive
applications. During a failure event, mobile users can be
disconnected from the MEC infrastructure and the related
services are unavailable. This scenario can have a disrup-
tive impact on the perceived quality of the offered services
particularly in areas with a high density of users. Given
the negative effects of the MEH failures, the design of the
MEC infrastructure must consider the reliability aspects of
the system. The robustness of theMEC infrastructure requires
coverage of a specific area with a number of MEHs greater
than strictly necessary to guarantee performance in ideal
situations. Making a MEC design considering only the per-
formance, without taking into account the robustness of the
infrastructure, leads to localizing the MEHs, minimizing the
overlap of the coverage of each of them. Simply maximizing
the collective coverage of the MEC infrastructure could lead
to situations where no MEH can take control of mobile users
disconnected from failed MEHs. Such a MEC infrastructure
is highly vulnerable to runtime errors.

As already presented in Section IV-C, to alleviate this
problem, recent studies [160], [161] investigate the depend-
ability in the deployment of the MEHs because of its impact
on the effectiveness of the failover mechanisms. Of course,
considering only the dependability target is also not correct.
The dependability should be jointly considered with the per-
formance. For example, if both dependability and latency
prefer a denser deployment of MEHs, energy consumption,
and economic costs push for a less dense deployment. For
this reason, the deployment strategies will aim to find the best
trade-off in the given scenario.

Moreover, the failover mechanisms themselves should
consider performance but also security aspects. For example,
the failover mechanisms should be fast (for example, it can
be proactive [162]) in order to reduce the delay. Moreover,
using other users to rely on to reach distantMEHs [163]might
introduce severe security threats.

2) RESOURCE ALLOCATION
As we have already mentioned in previous sections, another
challenge addressed by current studies is the allocation of
resources, usually computing and storage, in the different
MEHs. Asmentioned in Section IV-C, the resource allocation
in MEC is often called task allocation, since an application or
procedure (task) is moved (offloaded) from the local execu-
tion in the mobile device to a remote execution on a MEH.
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Most of the current works have as a target the energy
efficiency. As mentioned in Section IV-C, several works also
consider the dependability metrics as requirements [164],
[165], [235]. Other works implicitly consider reliability and
latency by focusing on the queue length [168], [169], [170].
Some works consider both reliability and latency as con-
straints [166], [167], [236] or as targets [171].

To the best of the authors’ knowledge, no work con-
siders security aspects in depth. The importance must be
better investigated. For example, the task can have different
security requirements, and the MEHs have different secu-
rity guarantees. A general good practice is the adding of a
threshold for resource consumption and guarantee of some
resource availability for security functionalities [25]. Oth-
erwise, for example, by compromising the user apps an
adversary can use too many resources and thus affect per-
formance. More specific approaches consider for example
the usage of a low resource Intrusion Detection System
(IDS) [76] or lightweight cryptography, as already discussed
in Section III-C. A first work that tries to address all three
aspects (security, dependability, and performance) together
is [237].

3) USER ASSOCIATION
As mentioned in Section IV-C, some works address the task
allocation together with the user-host association [170]. For
some critical applications requiring low latency and high reli-
ability, such as in some V2X and Industrial IoT scenarios, the
design of user association algorithms jointly considering the
three aspects is of paramount importance. Multi-constrained
optimal path computation algorithms have been proposed
for solving routing problems [238]. Some of these can be
extended to solve the user association problem. Other than
performance-related metrics, new metrics summarizing the
security and the reliability level of a link and a node need
to be studied and jointly considered in the path computa-
tion towards alternative MEHs. Through these tools, path
computation solutions towards different MEHs can be then
compared to select the MEH satisfying the user requirements
on the three different aspects. To reduce the complexity added
by the path computation problem, similar metrics can be
defined only for the MEH to develop a user association
algorithm aimed at finding the best trade-off among the three
aspects.

Concerning security and performance, whenever possible,
perform user security services locally, with no need for cen-
tralization (e.g., identification and authentication [70]).

4) MEO
The MEO is an important element of the MEC architecture.
It is a logically centralized element that is the main respon-
sible for the system-level management of MEC. The ETSI
MEC architecture [7] specifies that the MEC applications
have a certain number of resource requirements, and these
requirements are validated by the MEO.

As introduced in Section IV-C, the MEO is crucial for
the availability and reliability of the MEC system because it
orchestrates the creation of a MEC and the fault management
of the other MEC elements. The solutions aimed to have
a dependable MEO, such as physical distributed MEO, can
generate challenges from a security perspective given the
increment of the exposure risk. As discussed in Section III-C,
special attention must be given to the virtualization security.

5) CONSISTENCY
In Section IV, consistency has been presented as a property
needed when we use redundant elements for improving the
dependability of a system. This is valid for the MEO but
also for the MEHs (during the handover). Consistency is also
important in the case of distributed systems, which aim, not
only to increase dependability but also to increase scalability.
For achieving consistency, the redundant and/or distributed
elements need to exchange information about their states in
order to have a consistent global view of the system. This
information exchange can have an impact on the security
and performance of the system and can be a source of risks
that a potential attacker may exploit (i.e., an active attacker
might aim to break the consistency of the system). Moreover,
the information exchange can use resources and impact the
performance of the system.

C. MEC FEDERATION LEVEL
1) HETEROGENEOUS SCENARIO
TheMEC federation will operate in a heterogeneous scenario
where the MEC systems are geographically distributed and
focused to different use cases. This scenario brings new chal-
lenges, for example the interconnection between the MEC
systems should guarantee proper levels of security, depend-
ability and performance, which can be different from use case
to use case. Therefore, the interconnectivity should provide
different guarantees and isolation among the flow.

2) MULTIPLE OPERATORS
One of the possible business cases of the MEC federation
considers MEC systems belonging to multiple operators [56].
This scenario implies many challenges in managing the MEC
federation in all aspects including privacy concerns, end-to-
end performance guarantees, security exposure, end-to-end
dependability, compatibility issues, and waste of resources.

3) MULTI-DOMAIN ORCHESTRATION
Moreover, the MEC federation can be over multiple domains
(edge and cloud). This scenario requires a multi-domain
orchestration [56]. One of the possible orchestration meth-
ods can be the Infrastructure-as-Code, which works as a
common tool that allows abstracting diverse provisioning
methods (API, CLI, etc.) used in the individual domains and
activate infrastructure components by using a high-level lan-
guage [56]. Infrastructure-as-Code can be used to implement
a combined MEO/MEPM/VIM, as deployed in the Linux
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Foundation Edge (LFE) Akraino Public Cloud Edge Interface
(PCEI) blueprint.4

D. GENERAL CHALLENGES
1) MODELLING
A joint evaluation and analysis of the security, performance,
and dependability of 5G-MEC is needed. In the litera-
ture, there are several works that focus on joint modeling:
performance and dependability [239]; security and depend-
ability [153], [240]. There are also tools that aim to jointly
evaluate these aspects, such as Möbius [241]. To the best
of the authors’ knowledge, there is no current work that
jointly evaluates the three aspects of MEC. Work focuses on
dependability and security in a medical IoT context [242].

2) NETWORK CONNECTIVITY
The network is a key part of a MEC system. It includes the
network access to reach the user, and the edge network to
interconnect the MEHs and other MEC elements. The net-
work has an impact on performance (lack of requirements),
dependability (lack or degraded connectivity), and security
(the MEC system is exposed via the network).

Recently, new studies are focused on the definition of
newwireless communications systems, such as mmWave and
TeraHertz. This trend is spurred by the need of having a very
high data rate, necessary for reducing the delay related to
task offloading of applications. However, these new com-
munication systems are vulnerable to blocking events due
to obstacles or beam collisions, which can interrupt the data
exchange. As a concern, this trend, one set of challenges is
related to the study of new beamforming techniques based
on antenna arrays both at the transmitter and at the receiver
side, and to the usage of multi-link communications. Another
set of challenges is related to the simultaneous study of the
performance and the reliability of the network connectivity
with the goal of improving some performance parameters,
such as latency, energy consumption, and deployment costs
while achieving the reliability requirements. As an example,
the reliability can be improved allowing the UE to send
information to different MEHs, via different mmWave beams
and over all the available UE-MEHs links simultaneously.
More effort is necessary to define strategies, such as the
Parallel Redundancy Protocol (PRP), in order to find an
acceptable trade-off between network resource consumption
and achieved reliability.

For mMTC and some URLLC use cases, the Non-
Orthogonal Multiple Access (NOMA) represents a key
technology of 5G for improving the system capacity and the
connection density [243]. The key idea of NOMA is to share
a given resource slot (e.g., time/frequency) among multiple
users, and apply Successive Interference Cancellation (SIC)
to decode the transmitted information. NOMA allows grant-
free transmission. This feature is particularly important for

4https://www.lfedge.org/projects/akraino/release-4-2/public-cloud-edge-
interface-pcei/

the uplink transmission of small data blocks, such as in the
IoT scenarios. In this case, the control signaling overhead is
reduced, as well as the transmission latency and the power
consumption of the terminal device. However, NOMA adds
some security issues that need to be carefully studied. In the
case the NOMA connection is used by two users for offload-
ing tasks to a MEH at the same time when SIC is performed,
one user can decode the other user’s message. During this
period, an eavesdropper or an attacker may attempt to decode
the mobile user’s message. To cope with this problem, the
key challenges are to combine physical-layer security and
NOMA-MEC in order to find solutions that can achieve a
good trade-off between security and performance. Given the
NOMA features, the performance is related to the latency,
system capacity, and energy consumption on the user side.

Concerning both security and performance, Soft-VPLS
(discussed in Section III-C) allows different traffic categories
(e.g., MEC service requests, user data, control statistics) to be
routed via distinct tunnels, aiming to enhance both end-to-end
security and overall communication performance [76].

3) SERVICE CONTINUITY AND USER MOBILITY
The service continuity has been defined in Section IV and
is critical even because the user(s) might be mobile. A lack
of service continuity has a huge impact on both performance
and dependability. However, it is often not easy to implement
securely while satisfying performance needs.

Solutions to improve the service continuity can lead to a
conflict between performance and dependability. In MEC-
host-assisted proactive state relocation for UE in connected
mode [45], the improved latency is accomplished at the
price of relocation success, because failed handover opera-
tion may nullify the state transition preparation made by the
MEHs. Therefore, a trade-off between latency and reliability
is needed.

Similarly, solutions to achieve secure user mobility can
lead to a conflict between security and performance. Special
security protocols need to be set in place to allow secure
mobility of users (e.g., from moving from one MEH to
another) so that this process does not expose sensible data
(e.g., identifiers, keys, sensible data). Forward and backward
security play an important role in these scenarios (e.g., com-
promising a key shared between the user and a MEH should
not expose previous or further keys shared by the user with
past or future MEHs). Protocols such as key update or setting
up a new security context (if needed) introduce some latency
that, if not properly adopted, might affect performance.

4) MONITORING AND DETECTION
As presented in Section III-C, monitoring and detection
are key elements for the security in 5G MEC, but they
are also important for fault and performance management.
The monitoring and detection for security, dependability,
and performance should be addressed jointly in order to
exploit the cross information and provide advanced features.
As already mentioned for security, AI-based techniques can
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be developed to provide advanced monitoring and detection
functionalities [52].Moreover, VirtualMachine Introspection
(VMI), and hypervisor machine introspection should monitor
the activities in terms of resource utilization to prevent per-
formance issues and DoS attacks [76]. As already discussed
in Section III-C, a good tradeoff between local and global
monitoring techniques would be beneficial for security in
relation to performance.

5) UBIQUITOUS PERVASIVE INTELLIGENCE
As introduced in Section II, the main innovation of 6G is
the ubiquitous and pervasive use of intelligence. MEC will
help the achievement of such intelligence [2]. MEC will
provide the computing resources close to the end users that
will be used to provide the intelligence. MEC will use intel-
ligence to manage and orchestrate its resources. In using
and proving intelligence, there is the need to take care of
security, dependability, and performance. The 6G require-
ments show extreme performances and 7-nine values of
availability and reliability. These performance and depend-
ability targets need to be jointly addressed in order to provide
new specific use cases that are the ‘‘extreme’’ combination
of the 5G use cases [244]. Security will need to be also
considered because trustworthiness is one of the main 6G
features. The 6G security will be enabled by trust founda-
tions, privacy-enhancing technologies, AI/ML assurance and
defense, distributed ledger technologies, quantum security,
and physical-layer security [245].

6) JOINT KPIs
New KPIs can be defined to jointly consider all the three
aspects: security, dependability, and performance. Given the
Tables 4 and 8, both security and dependability have avail-
ability as an attribute, even if its definition in the two contexts
is different. Availability can be jointly defined as the readi-
ness to access a correct service by legitimate parties. A correct
service must also meet the performance requirements (which
can be related to the metrics defined in Figure 10), and the
causes of failing the performance requirements can be both
failures and attacks, not only load dynamics.

VII. DISCUSSION AND CONCLUSION
In this survey, the state of the art and the challenges of the
5G MEC have been studied with respect to three aspects:
security, performance, and dependability.

First, the ETSI MEC architecture has been introduced
including the NFV-based version and the integration with 5G.

Second, for each aspect, the taxonomy, the state of the art,
and the challenges have been presented.

The taxonomy has given a general introduction to the
aspects to the readers that are only experts in the other
aspects. Comparing the taxonomy of the three aspects, we can
notice differences - especially for the issues and the coun-
termeasures, but also similarities - such as the presence of
availability as an attribute for both security and dependability.

The state of the art has introduced the standards and the
current surveys that address the investigated aspect of 5G
MEC. It resulted that security is the most studied aspect
of 5G-MEC systems, while dependability is the least stud-
ied. The requirements for each element of the ETSI MEC
architecture have also been highlighted, as indicated in the
specifications. It was discovered that ETSI does not specify
yet the requirements for important elements, such as the
virtualization infrastructure, the user app LCM proxy, and the
MEF.

The challenges of the investigated aspect of 5G MEC have
been presented by categorizing them in MEC host level,
MEC system level, and general challenges. This study has
shown that, although the main target of 5G-MEC systems
is to improve the performance of network services, many
works have addressed the security and strict security require-
ments have been specified. Fewer works have addressed the
dependability of 5G MEC, even though URRLC services
and mission-critical applications have strict requirements on
dependability. Moreover, several challenges, such as deploy-
ment, resource allocation, virtualization, service continuity,
and MEO, are common to multiple aspects, but they are not
jointly addressed yet.

Finally, the challenges of jointly addressing security,
dependability, and performance have been investigated by
using the same categorization (MEC host level, MEC sys-
tem level, and general challenges) plus the MEC federation
level. The investigation has shown the importance of jointly
addressing the three aspects and how focusing on only one
aspect can cause the failure of meeting the requirements on
the other aspects. The new concept of MEC federation makes
the integration of the three aspects even more important.
The orchestration of heterogeneous resources and services
at all levels becomes enormously complex, which may be
efficiently managed by advanced AI techniques. In this con-
text, the MEO becomes a critical element, especially from
the security and dependability points of view. In the future
perspective, the ubiquitous pervasive intelligence will help
to manage the complexity of the 5G-MEC systems towards
the 6G.
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