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ABSTRACT Multi-access Edge Computing (MEC) allows a mobile user to access a service on a
computing device called MEC Host (MEH), enabling lower latency by running the service closer to the
users. When the user moves away from the serving MEH, the latency increases, which may cause a
disruption of the user experience and of the service continuity. Moreover, the serving MEH may also fail,
making the service unavailable. We propose a solution to a service migration problem that maximizes
the MEC service availability by jointly deciding (i) migration timing and (ii) target MEH based on
latency constraint, resource constraint, and availability status of a MEH. We solve the problem by using
Deep Reinforcement Learning (DRL). The experiment shows that our proposed solution can successfully
maintain a high service availability (more than 94%) in the presence of different failure probabilities,
while another algorithm gives unstable service availability.

INDEX TERMS Edge computing, 5G, service migration, reinforcement learning.

I. INTRODUCTION

MULTI-ACCESS Edge Computing (MEC) is a technol-
ogy that provides computing and storage resources

close to the users. When integrated with the fifth generation
(5G) of mobile networks, MEC enables the delivery of Ultra-
Reliable Low-Latency Communication (URLLC) services.
The integration presents two advantages: (i) Users can access
greater computing power than their limited User Equipment
(UE), while (ii) they experience reduced end-to-end latency
compared to cloud-based services. One of the use cases that
benefit from MEC is the Intelligent Transportation Systems
(ITS). Some examples of ITS application are: video analytics
for traffic management [1], autonomous driving [2], and
smart ambulance [3].

A MEC system includes multiple computing platforms
at the network edge known as MEC Hosts (MEHs), which
provide computing, storage, and network resources to run
services [4], [5]. A service is a MEC application instance
hosted by a MEH in response to a request from a UE [4].
Unlike cloud systems that rely on centralized data centers,
MEHs are geographically distributed to reduce service
response times by being closer to the UEs [6]. A MEC
also includes a MEC Orchestrator (MEO), which manages
the overall MEC system, including deciding which MEH

should provide a service to a UE. In the 5G-MEC context,
a UE requests a service with specific requirements, such
as maximum latency or required resources [4]. Intuitively,
a UE’s service should be allocated to the nearest MEH, as
described in [7]. The nearest MEH is usually chosen due to
the following reasons. When the UE moves away from the
Serving-MEH (S-MEH), the service may become unavailable
because the increased end-to-end latency may violate the
latency requirement. To ensure service continuity, it is
crucial to migrate the service to an appropriate MEH at the
right moment. This decision is influenced by UE mobility,
which may impact, together with other causes, the service
performance. An appropriate MEH means a MEH that can
fulfil the latency requirement and resource requirements of
the requested service. During MEH operation, a MEH can
experience failures due to different causes, such as hardware
failures, security attacks, and system overload. When the
MEH that is serving a UE fails, the UE’s service may
become unavailable. Given that typical MEC applications are
latency sensitive, we assume that the failure of the S-MEH
leads in service unavailability, as the MEH failure would
surely lead to the violation of the latency constraints. In
summary, service is down due to the violation of service
requirements, mainly caused by UE mobility or MEH failure.
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In this context, the MEO is responsible for maintaining
service continuity by deciding (i) the best time to migrate
the service and (ii) the MEH where the service should be
migrated. To make these decisions, the MEO monitors the
end-to-end latency between the UE and the S-MEH, the
spare resources capacity of each MEH, and the MEH status
(up or down) [4], [8].
Current works on the migration of a MEC service

have very different assumptions, different objectives, and
take different decisions [9], [10], [11], [12]. For example,
some works focus on deciding the Target-MEH (T-MEH)
selection [9], while others focus on deciding the migration
time, i.e., when to migrate [11]. Both works assume that
the other decision is taken using a simple strategy, e.g.,
location-aware threshold-based policy. Moreover, the various
works consider only network resources (such as latency) [13]
or computing resources (such as processing capacity and
storage) [14]. Finally, only a few works have a target for
the maximization of service availability, often expressed as
minimization of service downtime [15]. Many of these works
have a simple definition of service downtime and a very
simple model of the MEH failure.
This work addresses the problem of service migration in

a 5G-MEC system. We formulate a problem that jointly
decides the time to perform the migration and the T-MEH,
and this decision is based on the information the MEO has
according to ETSI on the network computing resources and
MEH status. We aim to minimize service downtime, defined
as when the service requirements of MEC service are not
satisfied.
To address this problem, we use Reinforcement Learning

(RL) due to its capability to handle dynamic scenarios, which
are characterized by informational uncertainty. We propose
the Availability-aware Service Migration (ASM) algorithm
based on Deep Reinforcement Learning (DRL), specifically
Deep Q-learning. In contrast to the previous approaches [11],
we define the attributes of the Deep Q-learning to analyze the
service unavailability, which may be caused by the latency
requirement violation or the MEH failure. We have selected
Deep Q-Learning for its reduced complexity, simplicity, and
ease of implementation relative to actor-critic models. In
evaluating our proposed algorithm, we incorporate a model
for MEH failure, where the probability of failure depends
on the usage of MEH over time.
In summary, we aim to minimize the long-term average

service downtime, subject to the service requirements and
capacity constraints. Compared to recent studies, our contri-
butions are as follows.

1) We formulate a service migration problem that:

a) jointly decides migration timing and T-MEH
based on the service performance monitored by
the MEO;

b) maximizes the service availability by minimizing
the service downtime, which is caused by a ser-
vice requirement violation under the uncertainty

FIGURE 1. Example of MEC service migration problem.

of the UE mobility, network condition, and MEH
status.

2) We propose ASM, a DRL-based algorithm, to solve
the problem.

3) We provide an extensive evaluation of the proposed
solution.

The paper is organized as follows. We describe the
addressed problem and the underlying assumptions in
Section II. This is followed by presenting the related works
in Section III. Then, we present the actual formulation
of the problem in Section IV. Next, we introduce our
proposed solution to the problem in Section V. The system
model for the simulation setting is described in Section VI.
We then outline the evaluation scenario and discuss the
results in Section VII. Finally, we draw our conclusions in
Section VIII.

II. PROBLEM DESCRIPTION
Fig. 1 illustrates an example of a service migration problem
in an integrated 5G and MEC system. We consider that
the UE is connected to a gNodeB (gNB) and requests
a service that runs on a MEH. A MEO manages the
overall MEC system and makes two decisions: (1) when
to migrate the service and (2) which T-MEH should
be selected. The decisions are based on the observed
parameters, such as end-to-end latency and MEH failure
status.

A. 5G NETWORK & MEC SYSTEM
In ETSI MEC, the MEO can access all the information
on the MEC system, including the MEH status (up or
down), resources capacity, workload, running services and
network performance of connectivity between MEHs [4].
The information is securely exchanged between the MEO
and MEHs [16]. The MEH can be down when one or some
of the MEH components fail, or when the MEH is attacked
by adversaries [17], [4]. A discrete timestep scenario is
considered, meaning that the MEO observes and decides
only on each timestep.
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1) MEH RESOURCES

A MEH has computing power (Unit of Measure - UoM:
virtual Core Processor Unit, vCPU) and memory (UoM:
Gigabyte, GB) to serve the service request. We focus
only on computing power and memory because they are
the main attributes considered in the application descriptor
from ETSI [18]. Each MEH has a fixed capacity for each
resource throughout the entire period. Nevertheless, the
actual available resources can fluctuate over time because
the MEH resources are also utilized by other services. We
call the available resources as remaining processing capacity
and remaining memory capacity.

2) TRANSPORT AND ACCESS NETWORK

The MEO and MEHs are interconnected via the transport
network. A path in the transport network has a certain data
rate. Each MEH is co-located with a 5G gNB [19]. In a
5G-MEC system, two events may occur and are usually
caused by the UE mobility and the variability of the network
conditions: handover and service migration. The handover
means that a UE changes the gNB to which it is connected.
The service migration means that the service requested by a
UE is transferred from the S-MEH to the T-MEH. We assume
that a UE is always connected to the nearest gNB. The MEO
does not decide the handover between gNBs, as the handover
is usually taken care of by the 5G system. We assume that
the MEC system has the intra-operator MEC application
mobility support, where a user can move to another gNB
that is not co-located with the S-MEH but still is served by
the S-MEH [8].

3) END-TO-END LATENCY

The end-to-end latency (UoM: ms) refers to the total
latency a UE perceives when accessing a service hosted
on the S-MEH. The end-to-end latency is composed of the
following three types of delay:

• Network delay: Amount of time needed to send a certain
packet from the source to the destination in the access
and transport network.

• Computing delay: Time needed to run a service request
on a computing platform, i.e., MEH. The computing
delay includes processing delay and queue delay. The
processing delay is the time needed to execute a service,
whereas the queue delay is the time between the service
arriving at MEH and the service being processed by the
MEH.

• Migration delay: Time needed to migrate a service from
S-MEH to T-MEH. This component is present only in
case of migration.

B. SERVICE REQUIREMENTS
A service can be hosted on a MEH in response to a user
request [8]. Since we are focusing on the service migration,
we assume the service has already been initially deployed.
When scheduling a service, a MEO must guarantee to fulfil

the service requirements over the service period to maintain
the service continuity. The service requirements comprise:

• End-to-end latency
• Computing power
• Memory

We assume that each UE has a dedicated service instance;
thus, the total number of UEs equals the total number
of service instances. In the rest of the paper, we use the
term service also when referring to a service instance for
simplicity and brevity.

C. SERVICE AND MEH AVAILABILITY
The major challenge for a MEC service is to maintain
the service continuity under uncertain behavior of UE,
network condition, and MEC system condition. A service
is considered down when it does not meet the service
requirements. The violation of the service requirements may
have multiple causes.
First, when a UE moves from location-1 to location-2 (see

Fig. 1), the UE may perceive a higher end-to-end latency
because the path between the UE and the S-MEH is getting
longer, and this may increase the network delay. Second,
the transport network is commonly shared with other traffic
and is used to deliver other services. Therefore, the traffic
and the latency on each link cannot be predicted. When a
packet has been sent through a network path, one of the
links may be congested, increasing the end-to-end latency.
In both cases, the increased latency may violate the service
latency requirement, resulting in the service being down.
Third, the S-MEH or the selected T-MEH can fail. In these
cases, the failed MEH cannot serve the service, and the
service needs to be migrated to another MEH. This migration
process increases the end-to-end latency, which may violate
the service latency requirement. In this case, the service is
down in the timesteps when the UE is assigned to a failed
MEH and the successive timestep(s) where the migration
may cause a violation of the latency requirement.
In summary, the MEO is responsible for deciding when to

migrate a service and to which MEH the service needs to be
migrated under the presence of uncertainty of UE mobility,
network condition, and MEH status. The objective of our
problem is to minimize the long-term service downtime
subjected to capacity constraints.
Remarks: In this work, we focus on a single user,

as we aim to investigate the service availability and the
adaptive migration strategy under user mobility and the
MEH failure. This approach has been taken in [15] to
focus on understanding the impact of MEH failure from
a user perspective. Concentrating on a single user enables
a detailed analysis of the adaptive migration process and
its effectiveness in maintaining service availability during
MEH disruptions, providing precise insights without the
added complexity of multiple users. This controlled scenario
ensures that the fundamental mechanisms and challenges
are well understood, forming a solid foundation for future
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research. Furthermore, a migration downtime of a single
service has been tested in [20], demonstrating the critical
importance of minimizing service disruption to maintain user
satisfaction and service continuity. In future work, we will
consider the multi-user setting scenario to investigate the
impact on the whole 5G-MEC system.

III. RELATED WORKS
Efficient service migration is crucial for sustaining ser-
vice performance within the MEC system, particularly
considering mobile users, while ensuring low latency and
highly reliable connectivity, as in URLLC services. This
section emphasizes the current landscape of service migra-
tion challenges and the approaches that researchers adopt,
especially in considering the service availability [11], [13],
[14], [21], [22] and in using RL to solve the service migration
problem [11], [15], [23], [24], [25].

A. RESOURCES
As the migration decision maker, a MEO must be aware of
the important attributes of the MEC system that affect the
service migration strategy. Some of the migration problems
consider only the computing resources of MEHs [11]. Still,
most studies consider computing and network resources
(e.g., latency, data-rate) [9], [10]. As discussed in the
previous studies, MEO must consider computing and
network resources when deciding on a service migration
process. Our paper considers both resources as attributes for
making the service migration decision.

B. SERVICE AVAILABILITY
In addition to the type of the resource, focusing on the
service availability during the migration process is important.
Service availability is influenced by factors such as the
latency requirement violation [13], [21], unmet resource
demands [14], or the unavailability of a MEH [11], [22]. In
URLLC services, it is crucial that messages are delivered
correctly and within an acceptable time to ensure minimum
delay or loss. The MEC systems have improved the service
availability of URLLC services, compared to only using
cloud systems, as demonstrated in [26]. Studies in paper [13]
and paper [21] model service reliability, which is computed
as the likelihood that messages are delivered within a specific
delay bound. If the overall time required to complete the
offloading service exceeds a prescribed value, the service
has failed. Paper [14] investigates how unmet requirements
of resources, like computation and data rate, can lead
to service unavailability in the MEC system. Meanwhile,
paper [22] focuses on maximizing the service availability by
considering failures in both physical and virtual machines.
The paper [11] states that a MEH can become unavailable if
its computing capacity overloads, leading to a failure of the
MEH These studies highlight the prominent role of the MEO
as the main controller of the MEC system to ensure service
availability by overseeing the maximum latency requirement,

the resource demand fulfilment, and the MEH availability.
Papers [13], [21] only focus on considering the latency
violation but not considering the MEH failures. Paper [14]
takes latency and resource constraints as a consideration, but
not MEH unavailability. Paper [22] considers MEH failure
but not latency and resource requirements. Paper [11] con-
siders all latency, resource demand, and MEH unavailability.
However, the paper assumes that the unavailability of MEH
is due to the exceeding capacity limits. Such failure should
not have happened within the presence of MEOs that have
a holistic view of the MEC system. Although MEO has
the overview of the system, MEH can still be failed due
to unobservable reasons such as (1) component faults or
(2) security threats [17], [27]. In [15], the authors study
a failure-aware migration in a MEC system by assuming
a service migration to the failed MEHs as a rare event.
However, the authors model the failure as a static failure
probability without any causality relation. In practice, the
failure rate may also depend on the usage period [28], [29].
The usage period indicates that the longer the MEH is
utilized for processing services, the more the probability of
failure increases, similar to the wear-out phase concept in
the bathtub failure model or Weibull distribution [30]. In this
paper, we address service unavailability caused by latency
violation, insufficient resources, and MEH failures dependent
on the usage period of service allocated to the MEH.
Among those previously discussed papers, only some

papers [9], [10], [11] explicitly mentioned the service migra-
tion process, while other papers [13], [14], [21], [22] consider
a dynamic service placement scenario. Dynamic service
placement and service migration are closely intertwined in
the context of the MEC services. However, the difference
between dynamic service placement and service migration
is the consideration of migration triggers and the migration
process. The goal of dynamic service placement is usually
to have a balance load and resource usage [22], [26], [27],
while the service migration problem focused on maximizing
service quality [11], [12]. In the service migration context,
MEO needs to take two distinct decisions: (i) migration
trigger and (ii) T-MEH selection [12]. The migration trigger
involves determining the appropriate time for a service
migration and the circumstances under which migration
should occur. In a mobile UE scenario, most studies consider
the migration timing based on the threshold or change
of gNB. Threshold-based decisions for migration timing
can give a ping-pong effect, meaning that the service can
be migrated back and forth between S-MEH and T-MEH.
This condition degrades the user experience and wastes
resources [8]. In [11], the authors trigger the migration
request based on the cell ID change, meaning that the
MEO starts the migration procedure whenever the UE moves
out from the S-MEH coverage. However, deciding when to
migrate based only on the location may not be efficient,
as it may not reflect the service performance where the
MEH and network status changes dynamically [31]. Next,
selecting an appropriate T-MEH to improve the service
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performance is important. Many works focus on T-MEH
selection [9], [11] with few papers deciding both migra-
tion timing and T-MEH selection [31], [32]. Our problem
decides the migration timing based on the observed service
performance that is dynamically changing. We decide both
(1) the migration timing and (2) T-MEH selection. Compared
to [31], [32] where the authors make the migration timing
decision solely based on the latency requirement, we take a
more holistic service performance, i.e., latency, computing
resource fulfilment, and the MEH availability.
The service availability during the service migration faces

specific challenges such as the service migration down-
time [9]. Service migration downtime is the time interval
when a service is unavailable to users while migrating from
S-MEH to T-MEH. Recent studies [9], [32], [33] consider
the service migration downtime as an additional delay.
In [9], the downtime is assumed as a constant value to see
how different strategies will be impacted if the downtime
changes. In [33], the downtime is composed of the time of
migrating service from S-MEH to T-MEH and the synchro-
nization time on T-MEH. In [32], the authors formulate a
service migration problem that targets minimizing service
migration downtime. However, the downtime in [32] is
due to the time spent deploying a new container on the
T-MEH.
Compared to the related works in the service migration

problem [9], [10], [11], [27], which mainly focus on
minimizing the latency, maximizing throughput, or load
balancing, we focus on maximizing service availability while
relaxing the service latency as the service requirement. As
long as the latency and resource requirements are met, we
will have more T-MEH options to select. As our current
findings, none of the related works focus on maximizing
service availability as they consider availability a constraint.
Our paper aims to maximize the service availability directly
by putting the minimization of service downtime in the
objective.

C. MEH FAILURE
Few papers study a migration strategy considering the
presence of MEH failure [15], [22]. Authors of [22] model
by using a random probability for physical host and virtual
host failures. Authors of [15] study a failure-aware migration
in a MEC system by assuming a service migration to the
failed MEHs as a rare event. However, both papers model the
failure using a static probability representing the likelihood
of a failure occurring at any given time, independent of
environmental conditions or previous states. In fact, the
failure rate may also depend on the usage period [28], [29].
The usage period indicates that the longer the MEH is
utilized for processing services, the more the probability of
failure increases, similar to the wear-out phase concept in
the bathtub failure model or Weibull distribution [30]. In our
problem, we are using a more holistic approach in modeling
the service availability, which is comprised of both latency
violations and the unavailability of MEH.

D. RL IN MEC
RL and Artificial Intelligence (AI) are envisioned to be an
integral part of the 5G and Beyond (5GB) and the sixth
generation (6G) of mobile networks [34]. One of the roles
of AI is data-driven resource optimization, known as AI for
Edge. Several studies show the benefit of using Machine
Learning (ML) and RL for the resource optimization, e.g.,
optimizing radio resource management [35] and controlling
the overall MEC system, which includes the service migra-
tion [11], [15], [23], [24], [25].
Paper [23] uses RL to solve a service allocation problem

that aims to minimize both service delay and energy
consumption. Paper [35] maximizes service throughput for
massive-IoT use cases by using RL, constrained to latency
and resource requirements. A classical RL algorithm needs
the whole state-action computation in a dynamic environment
with many interacting parameters requiring high memory
and computation resources. A Deep Neural Network (DNN)
helps reinforce learning strategies to approximate state-action
values and predict optimal policies. The combination of DNN
and RL is called DRL [36]. Authors of [11] use DRL to
minimize service latency under the presence of network and
MEH failures due to overcapacity. Paper [15] investigates
a single-user service availability under the occurrence of
MEH failure as a rare event. Paper [24], [25] uses RL to
develop a cost-aware migration policy in order to minimize
generic cost (latency and service deployment). These papers
demonstrate the use of RL as a novel solution in resource
optimization on a MEC system.
There are various versions of RL or DRL such as

Q-learning [24], Deep Q-learning [10], [11], [23], [25],
or actor-critic [10], [15], [35]. We present ASM, a novel
solution based on Deep Q-learning. While existing research
primarily targets enhancing latency, user experience, or
general costs to incentivize RL agents [10], [11], [15],
[24], [37], our approach diverges by defining specific
attributes within DRL framework to monitor changes in
service availability. These changes could result from latency
violations or MEH unavailability, thus rewarding agents
based on their effectiveness in minimizing service downtime.
We opted for Deep Q-Learning due to its simpler complexity,
straightforwardness, and ease of implementation compared
to actor-critic models. Many improvements from the classic
Deep Q-learning have also been proposed, such as a dynamic
exploration rate [23] or a dynamic learning rate [11].
However, we use a static rate for exploration and learning
rates to understand more the impact of MEH failure on
service availability. As a MEH failure is an event that rarely
occur so, might be insignificant to have an adaptive rate or
not.

E. NOVELTIES
In summary, we are considering both network and data
resources to jointly decide the migration timing and the
T-MEH. While recent works focus on minimizing service
latency in the migration problem, we focus on minimizing
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TABLE 1. Parameter definition.

service downtime, which is comprised of latency violations
and insufficient resources due to MEH unavailability. To the
best of our knowledge, this is the first paper to focus on
maximizing the service availability, which jointly considers
the service latency and the presence of MEH failures. While
DQN has been widely implemented to solve similar service
migration problems, which is demonstrated in [11], our work
is the first paper that uses DQN to be aware of service
availability that is affected by both the user mobility and
MEH availability status.

IV. PROBLEM FORMULATION
In this section, we introduce the problem formulation and
the assumptions taken in our work.
Table 1 depicts all the variables that are used in the

problem formulation. We consider that the UE connects to
a gNB and requests a service that runs on a MEH d ∈ D.
The service has three requirements: (1) maximum latency δ

(ms), (2) processing power π (vCPUs), and (3) memory θ

(GB). Each MEH has a remaining computing power capacity
mPd (n) and remaining memory capacity mQd (n) to serve the
service request, which may change at each timestep n ∈ N .
The end-to-end latency ζd(n) between UE and the S-MEH

may also change at each timestep n ∈ N . The migration
delay occurs if the service is migrated from the S-MEH
to a T-MEH. Lastly, the computing delay depends on two
factors: the CPU requirement π and the remaining computing
capacity of each MEH mPd (n).

Over the period, a UE may request a service at different
time with different duration. We use the given variable
β(n) ∈ {0, 1} to denote whether the service is needed on
timestep n (β(n) = 1) or not. Moreover, the status of MEHs
changes. We use the given variable ξd(n) ∈ {0, 1} to denote
whether the MEH is up (ξd(n) = 1) or down. When the MEO
decides to migrate a service, the migration does not instantly
happen. At the beginning of the timestep n − 1, the MEO
observes all the necessary parameters to take the migration
decision and T-MEH selection [4], [38]. During the timestep
n− 1, the migration decision and the T-MEH selection are
made. In timestep n, the migration happens. To make a
decision, a MEO observes: the end-to-end latency ζd(n− 1)

between UE and each MEH d, the expected migration delay
ζ̂MIG
d,d′ (n) between the S-MEH d′ and each different MEH d,
and the status of each MEH ξd(n−1). In the formulation, the
unknown variable xd(n) ∈ {0, 1} is equal to 1 if the service
is allocated in the MEH d at the timestep n. The service is
migrated if xd(n) �= xd(n − 1) for any MEH d (in case of
migration this condition would be true for both S-MEH and
T-MEH). Another unknown variable y(n) ∈ {0, 1} is equal
to 1 if the service is down at the timestep n.
The objective is to minimize the long-term service

downtime, as follows.

min
∑

n∈N
y(n) · β(n) (1)

subject to:
∑

d∈D
xd(n) = β(n) ∀n ∈ N (2)

xd(n) ≤ ξd(n− 1) ∀d ∈ D,∀n ∈ N (3)

y(n) =
⎧
⎨

⎩

1, if xd(n) = 1 & ξd(n) = 0
1, if xd(n) = 1 & ζd(n) > δ ∀n ∈ N
0, otherwise

(4)

δ ≥
⎧
⎨

⎩

ζd(n− 1)+ ζ̂MIG
d,d′ (n), if d �= d′ & xd(n) = 1 &

xd′(n− 1) = 1
ζd(n− 1), if xd(n) = xd(n− 1) = 1

∀d, d′ ∈ D,∀n ∈ N (5)

π · xd(n) ≤ mPd (n) · ξd(n− 1) ∀d ∈ D,∀n ∈ N (6)

θ · xd(n) ≤ mQd (n) · ξd(n− 1) ∀d ∈ D,∀n ∈ N (7)

Eq. (2) to Eq. (4) are the conditional assumptions that
must be met in each step n. Eq. (2) describes that a service
must be allocated in one MEH when the service is needed,
i.e., β(n) = 1. Eq. (3) describes that the service can only
be allocated to a MEH d ∈ D that has a status up at
the previous step n − 1 (information known by the MEO).
Eq. (4) defines the condition of the service unavailability.
The service is not available, i.e., y(n) = 1, when the selected
MEH, i.e., xd(n) = 1, is down. Regardless Eq. (3), this
happens since the MEO observes the MEH status in step
n − 1, an up MEH may be down in the next step as the
status is uncertain. Moreover, the service is down if the
latency between the UE and the selected MEH does not
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fulfill the service requirement. Eq. (5) to Eq. (7) are the
constraints related to the resource requirements. Eq. (5)
describes the latency constraint. The first condition applies
when a migration occurs. If MEH d is selected as T-MEH
(xd(n) = 1), the observed latency at step n−1, ζd(n−1), plus
the expected migration delay from the S-MEH d′, ζ̂MIG

d,d′ (n),
must be less than or equal to the required latency δ. The
second condition applies when no migration occurs. For both
conditions, the latency considered is an estimation based on
the value at the previous timestep. The actual end-to-end
latency might be higher and may not meet the requirement.
Eq. (6) and Eq. (7) describe the constraints related to the
processing and memory capacities, respectively. The selected
MEH (xd(n) = 1) must have remaining processing capacity
of MEH mPd (n) and remaining memory capacity mQd (n) that
are greater or equal to the capacity and memory demand,
respectively. Note that if a MEH was down in the previous
timestep (ξd(n− 1) = 0), we consider that the MEH has no
capacity left.

V. PROPOSED SOLUTION
This section presents the proposed method to solve our ser-
vice migration problem. We first explain the RL technique,
the problem representation in the Markov decision process
model, and our detailed algorithm.

A. DRL
In the service migration problem, the decision at any given
timestep depends on the current state of the network,
which includes factors such as latency, available resources
and MEH status. These factors can change rapidly and
unpredictably, making the environment highly dynamic.
Consequently, this idealized problem cannot be addressed
purely by optimization techniques. Classical mathematical
optimization techniques are typically designed to handle
static problems where all variables and constraints are known
in advance and remain fixed over time. These methods need
a complete and fixed model of the problem, making them
unsuitable for dynamic environments where the conditions
change and the decisions must be adapted in real-time.
In contrast, RL is well-suited for sequential decision-

making problems with changing conditions. RL learns to
make decisions through interaction with the environment,
adapting to new information and changing conditions in real-
time [39]. To solve the problem by using an RL approach, the
system must be modelled as a Markov Decision Processes
(MDP) [10], [15], [37].
MDP model consists of a set of possible states S,

a set of actions A, a reward function R(S,A), and a
transition probability that describes the environment, i.e., a
probability associated to the transition between one state s
to the next state s′, given an action a. The state transition
must satisfy the Markov property, meaning that it depends
only on that state and not on the sequence of events
that preceded it. The property can be formally written as

P(st+1|st, at, st−1, at−1, . . . , s0, a0) = P(st+1|st, at), mean-
ing that the state transition probabilities are determined solely
by the present state and action, making the process memory-
less. To further simplify the mathematical expressions, we
define s and a as the current state and action, s′ and a′ as
the state and action of the next timestep.
A Q-learning algorithm is a classic RL algorithm that

allows an agent to learn and find an optimal policy π based
on the Q-values Q(s, a) by interacting with an environment.
A policy π is a strategy the agent follows to decide which
action to take in each state, e.g., the Q-values. The Q-value
Q(s, a) is a state-action value that represents how good an
action is, given a particular state. The optimal Q-values
Q∗(s, a) can be defined as the expected reward when taking
an action a in a state s (see Eq. (8))

Q∗(s, a) = Es,a[R] (8)

Q-learning algorithm is an off-policy algorithm that learns
the optimal Q-values by interacting on with the environment,
without the need to initially follow an optimal policy. The
Q-value Q∗(s, a) denotes the expected return (total reward),
starting from state s, taking action a, which follows the
optimal policy π∗. In the Q-learning context, optimal policy
π∗ maximize the expected cumulative reward from any state,
formally depicted in Eq. (9).

π∗(s) = arg max
a

Q∗(s, a) (9)

Based on the Bellman Optimality Equation, the Q∗(s, a)
can be computed as expressed in Eq. (10) [39], where R′ is
the immediate reward after taking action a in state s, s′ is
the next state, and γ is the discount factor.

Q∗(s, a) = E
[
R′ + γ ·max

a
Q∗

(
s′, a′

)]
(10)

Eq. (10) can be further derived as in Eq. (11).

Q∗(s, a) =
∑

s′
P
(
s′|s, a) · (E[

R′|s, a, s′]

+ γ ·max
a
Q∗

(
s′, a′

))
(11)

P(s′|s, a) is the probability of transition from the state s to
the next state s′ given the action a. The term E[Rt+1|s, a, s′]
represents the expected immediate reward when an action a
is taken in state s and leads to the next state s′. Explicitly,
the expected immediate reward can be written as r(s, a, s′),
and consequently the Q-value can be computed as depicted
in Eq. (12).

Q∗(s, a) =
∑

s′
P
(
s′|s, a) · (r(s, a, s′)+ γ ·max

a
Q∗

(
s′, a′

))

(12)

In the following, we refer to the immediate reward
r(s, a, s′) as r for simplicity. In the Q-learning algorithm,
the transition probabilities are taken care of by the sampling
process, meaning that over many interactions between the
agent and the environment, the sampled transition (s, a, r, s′)
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will reflect the underlying transition probabilities. The
Q-learning update rule is based on the temporal-difference
(TD) learning method, meaning the Q-value is updated using
the TD error. The TD error is defined as in Eq. (13) [39].
Given the TD error equation, the update rule of Q(s, a) can
be derived as shown in Eq. (14). The learning rate α from
Eq. (13) determines how aggressively the current Q-value
is adjusted towards the new estimate derived from the new
observation.

TD = r + γ · arg max
a′

Q
(
s′, a′

)− Q(s, a) (13)

Q(s, a)← Q(s, a)+ α · TD
∴ Q(s, a)← Q(s, a)+ α · (r + γ ·max

a
Q

(
s′, a′

)− Q(s, a))

(14)

A specific implementation of DRL is deep Q-learning,
which uses a neural network to approximate the Q-value
function Q(s, a;φ), where φ are the network weights. Deep
Q-learning incorporates experience replay and the target
network. The experience replay stores the agent experiences
(s, a, r, s′) in a replay buffer. This experience is randomly
sampled during the training to update the network. Using
a replay buffer prevents the network from only learning
from immediate actions, which can reduce the correlations
between each transition. A target network φT is used to
compute the target Q-values and is periodically updated with
the weights of the main network φ. During the training
process, a target Q-value z is computed as in Eq. (15). Then,
the target Q-value is used to calculate the loss function
L(φ) (as shown in Eq. (16)). The expectation operator in
Eq. (16) means that we are averaging over a distribution of
experiences (s, a, r, s′), which are sampled from the replay
buffer. The loss function is further derived as the quadratic
loss function, i.e., mean squared Bellman residual, as in
Eq. (17).

z = r + γ ·maxQ
(
s, a|φT

)
(15)

L(φ) = E(s,a,r,s′)
[
(z− Q(s, a|φ))2

]
(16)

L(φ) = 1

2
· ( r + γ ·max

a
Q

(
s′, a|φ)

︸ ︷︷ ︸
target

−Q(s, a|φ)︸ ︷︷ ︸
actual

)2 (17)

The loss function L(φ) is then used to perform gradient
descent to update the parameter φ of the main network.
Given the learning rate α from the Q-learning algorithm, the
weight of the neural network from the gradient descent is
updated using Eq. (18).

φ = φ − α · γ · L(φ) (18)

B. PROBLEM REPRESENTATION
The state, action and the reward models of the service
migration problem are represented as follows:

1) State: The state represents the current condition of the
environment, capturing the relevant information that

affects the decision-making process. The states change
at every timestep n. In our case, the state includes
the end-to-end latency ζd(n − 1), the MEH selection
xd(n − 1), MEH availability status ξd(n − 1), service
downtime status y(n − 1), and service request status
β(n). Note that the first three parameters are for each
MEH d ∈ D, and the first four parameters are obtained
from the previous timestep n−1. The state is therefore
characterized by 3 · |D| + 2 elements.

s(n) = {{ζd(n− 1), xd(n− 1), ξd(n− 1)}
∀d ∈ D, y(n− 1), β(n)

}
(19)

2) Action: The action defines the set of possible decisions
that the DRL agent can make to transition from one
state to another. At each timestep n, the agent evaluates
the state condition to decide which MEH should be
selected to allocate the service. If the agent selects the
same MEH as the previous timestep (xd(n) = xd(n−
1) ∀d ∈ D), no migration occurs. If the agent selects a
different MEH (xd(n) �= xd(n−1)), this triggers service
migration. Given that the service can be allocated only
on one MEH (see Eq. (2)), there are |D| possible
actions when the service is requested by the UE (i.e.,
β(n) = 1). Of course, if the service is not requested,
no action needs to be taken (xd(n) = 0 ∀d ∈ D).
Based on the taken action, the state changes (s→ s′).
The set of actions A consists solely of actions that
satisfy the capacity constraints outlined in Eq. (6) and
Eq. (7)). This means that each action a ∈ A meets the
required capacity requirements.

a(n) = {xd(n) ∀d ∈ D} (20)

3) Reward: The reward can be considered as feedback
on the immediate benefit of an action taken by the
agent. The goal of the DRL agent is to maximize the
cumulative reward over time. The immediate reward
in our problem is depicted in Eq. (21). The function
f (·) depicts how favorable the situation is and depends
on the service status on the current timestep y(n), the
service status on the previous timestep y(n − 1), and
the MEH status ξd(n). Table 2 shows the non-Boolean
output of the function f (·) given the various Boolean
inputs. The function f (·) gives different rewards to
the learning agent, with the highest reward given
when the service remains continuously operational.
The most significant penalty occurs when a service
fails due to MEH unavailability, as this reflects a
failure in the MEO to oversee the MEC system.
The output values of f (·) were chosen based on
empirical studies from simulations, where different
values were tested and adjusted to find the most
effective setting, i.e., the setting that enables the agent
to learn properly. Eq. (21) also include a factor that
exhibits an exponential relationship with respect to
the end-to-end latency ζd(n), which allows us to
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TABLE 2. Definition of the f (·) function.

capture the significant impact and amplification of end-
to-end latency ζd(n) on the resulting rewards. This
exponential relationship contributes to the effectiveness
of the learning algorithm to make significant reward
differences between one condition to another, enabling
it to focus on important regions at the state space and
to adapt accordingly [11]. During the design phase,
a linear relationship was initially considered for the
reward equation but proved inadequate in providing
a suitable reward structure for the agent to learn
effectively.

r(n) = f (y(n), y(n− 1), ξd(n)) · 0.8ζd(n) (21)

Constructing the states, actions, and rewards of a Markov
decision process provides clarity regarding the dynamic of
the problem and the potential impacts of different decisions.
This problem representation forms a basis for using RL
techniques to determine the optimal strategies.

C. AVAILABILITY-AWARE SERVICE MIGRATION (ASM)
We propose an algorithm called ASM to solve the formulated
service migration problem. The pseudocode of ASM is shown
in Algorithm 1. First, all the parameters and hyper-parameters
are initialized. As previously described in Section V-A,
DQN uses two networks: one for determining actions (policy
network, Qπ ) and another for evaluating Q-values (target
network, QT) The policy network Qπ determines the actions,
and the target network QT evaluates the Q-value. The replay
memory size M determines the maximum number of stored
experiences, affecting the diversity and richness of training
data. The target update period NT is the time interval between
two consecutive updates of the target network QT to match
the policy networkQπ . The mini-batch size B determines how
many experiences are used per update, affecting the stability
and efficiency of training.
For each episode, the algorithm is run on a consistent

scenario, e.g., the same number of MEHs, a user moves
following a specific mobility pattern and periodically visits
different MEHs at designated timesteps. At each timestep,
an action is taken based on the ε-greedy approach. The ε is
a small value determining the trade-off between exploitation
and exploration. The agent selects the action with the highest
state-action value based on the current policy with probability
1− ε and selects a random action with probability ε. Next,

Algorithm 1 ASM Algorithm
1: Parameters and initialization:
2: φ - weights for the policy network Qφ

3: φT - weights for target network QT

4: M - replay memory size
5: NT - period of target updates
6: B - mini-batch size
7: for each episode do
8: reset the environment
9: for each n ∈ N do
10: Choose the action based on ε-greedy approach
11: Execute action in simulator
12: Observe reward rn
13: Store the transition (sn, an, rn, sn+1) in M
14: Sample a random mini-batch of transitions {(sj, aj, rj, sj+1) ∀j ∈

B} from the memory M:
15: for each j ∈ B do

16: Set zj =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

rj, if episode terminates
at step j+ 1

rj + γ maxa′ otherwise
Q(sj+1, a′|φT ),

17: Calculate the loss (perform a gradient descent)
18: L(φ) = E(s,a,r,s′)[zj − Q(sj, aj|φ)]2

19: Update the NN parameters:
20: φ = φ − α · γ · L(φ)

21: if n mod NT = 0 then
22: Update the target network:
23: φT ← φ

the agent receives the reward rn and moves to the next
state sn+1. For clarity and brevity in the pseudocode, we
use different notations for timesteps compared to the rest of
the paper. For instance, rn is used instead r(n). Then we
store each transition as a tuple (sn, an, rn, sn+1) in replay
memory M. Within the replay memory, we sample a random
subset of transitions (sj, aj, rj, sj+1), where j is an index in a
mini-batch of transitions. The Q-values and target values are
computed, and the temporal difference error or loss L(φ) is
calculated by comparing the predicted Q-values to the target
values by using the mean squared error. The neural network
parameters are updated through gradient descent to minimize
the loss. Additionally, the weights of target network πT are
periodically refreshed with the weights of policy network
π to improve stability. This iterative process continues over
multiple episodes, enabling the policy network to learn and
enhance its decision-making capabilities over time.

VI. SYSTEM MODEL
This section describes the system model, including the end-
to-end latency model and MEH failure model, that will be
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FIGURE 2. Scenario with mobility support enabled, where (a) is the initial condition,
(b) is when the service is migrated and T-MEH is available, and (c) is when the service
is not migrated due to the T-MEH cannot be used [8].

used in the evaluation. The system model- explained in this
section is not used by the ASM. The system model creates an
accurate simulation scenario that closely mirrors real-world
conditions.

A. END-TO-END LATENCY
We assume that each MEH and local User Plane Function
(UPF) of the 5G core is physically co-located with the
gNBs [19]. The 5G UPF manages user plane operations
such as packet routing and connectivity to MEHs and other
data network. As illustrated in Fig. 2(a), a service initially
runs on a S-MEH with traffic routed through the Serving-
UPF (S-UPF) to gNB and finally the UE. In case of a
handover, the gNB and, consequently, the UPF are changed.
In such a case, the MEO should ideally transfer the service to
the T-MEH that is co-located with the Target-UPF (T-UPF)
(see Fig. 2(b)). However, the service transfer may not occur
under two conditions: the T-MEH is unavailable, and the
service instance on the S-MEH can still satisfy the delay
requirement. When the service is not transferred, the service
data is routed through the T-UPF, the S-UPF, and the S-MEH,
as shown in Fig. 2(c).

The end-to-end latency on each timestep, ζd(n), comprises
of network delay (which is composed of the access network
delay between UE and the serving gNB g ∈ G, ηRADg (n), and
transport network delay between the selected MEH d and

the serving gNB g, ηTNPg,d (n)), migration delay from MEH
d′ selected at the previous timestep to the selected MEH d
(only id d′ �= d), ηMIG

d,d′ (n), and the computing delay at the
selected MEH, ηCOMP

d (n).

ζd(n) = ηRADg (n)+ ηTNPg,d (n)+ ηMIG
d,d′ (n)+ ηCOMP

d (n) (22)

In an actual scenario, the end-to-end latency would
measured by network monitoring tools used by the MEO.
In our simulation, the various delays composing the end-
to-end latency are computed using approximation equations
from the literature. This simulation-based approach allows
us to evaluate the impact of these factors under controlled
conditions systematically. The access network delay ηRADg (n)
is primarily influenced by the radio transmission delay. This
delay is calculated by dividing the service payload μPL by
the radio transmission rate ωRAD

g between UE and serving
gNB g, as detailed in Eq. (23). The service payload μPL

refers to the data volume exchanged in accessing a service
(UoM: KB). The radio transmission rate ωRAD is the data rate
at which data can be transmitted over a radio communication
channel or link (UoM: KB/s). The radio transmission rate
ωRAD depends on the number of Physical Resource Blocks
(n_PRB), the bandwidth size of each PRB (PRB_bw), and
the Signal-to-Noise Ratio (SNR), as in Eq. (24). The radio
transmission rate calculation in the practical 5G channel is
complex [40], [41]. We simplify the calculation and make
it depend only on the variation of the number of PRB and
SNR. A higher number of PRBs means more radio resources
are allocated, and a higher SNR means better radio channel
quality. Thus, a higher number of PRBs and a higher SNR
mean a higher transmission rate.
The SNR can be calculated in (Eq. (25)). The signal is

the sum of transmit power (Tx), transmitter and receiver
antenna gain (Gt,Gr), and path loss between user and gNB
g, Pg(n) (UoM: dB). The noise is the sum of thermal noise
Tm and additional losses from components of gNB, UE,
and cables LADD. The thermal noise is uniformly distributed
Tm ∼ U(0, 4). The pathloss Pg(n) between UE and serving
gNB g in Eq. (26) is derived from WINNER+ (C2 Urban
LOS) [42]. The pathloss Pg(n) depends on the distance
between UE and serving gNB distg(n) (UoM: m), and
frequency carrier f (UoM: GHz).

ηRADg (n) = μPL

ωRAD
g (n)

(23)

ωRAD
g = (n_PRB · PRB_bw) · log2

(
1+ SNRg(n)

)
(24)

SNRdBg =
(
Tx+ Gt + Gr − PdBg (n)

)
−

(
Tm+ LADD

)
(25)

PdBg (n) = A · log10
(
distg(n)

)+ B+ C · log10

(
f

5.0

)

A = 26,B = 41,C = 20 (26)

We assume that the MEC system has the intra-operator
MEC application mobility support, where a user can move
to another gNB that is not co-located with the S-MEH but
still served by the S-MEH [8]. Therefore, an additional
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transport network delay is calculated to accommodate the
link connection between T-UPF and S-UPF. The transport
network delay ηTNPg,d (n) can be computed as a transmission
delay by using Eq. (27) and Eq. (28) (derived from [43]) that
models the delay on a path between S-MEH and the serving
gNB that actually includes the queuing and propagation
delay on the path. The transport network delay depends
on the service payload μpl and transport transmission rate
ωTNP
g,d (n), as in Eq. (27). If the MEH d is co-located with

the serving gNB g, the transport network delay is assumed
to be negligible. The model includes a maximum transport
transmission rate ωMaxTNP, which depicts a theoretical link
transmission rate where there is no other traffic. The
transmission rate between gNB g and MEH d, ωTNP

g,d ,
degrades when the distance between gNB g and MEH d
increases. The model assumes a higher distance leads to a
higher probability of network congestion and packet loss,
consequently leading to a higher network delay [43].

ηTNPg,d (n) = μPL

ωTNP
g,d (n)

(27)

ωTNP
g,d (n) = ωMaxTNP ·

(
1−

(
0.8 · distg,d(n)

max(distg,d(n))

))
(28)

The computing delay depends on the service requirement
on the computing power π and the remaining computing
capacity of the selected MEH mPd (n), as shown in Eq. (29).
We assume a maximum processing latency denoted as h
(measured in ms) to simplify matters. We treat h as a
static value that accounts for the varying computing power
resulting from different CPU frequencies. In our scenario,
we set h as 2 ms. Eq. (29) is derived from [10], [44], [45],
[46], which describes the dependency of computing delay
on CPU frequency and server resource usage.

ηCOMP
d (n) = h · π

mPd (n)
(29)

The migration delay occurs if the service is migrated
from the S-MEH d′ to a T-MEH d. The migration delay
depends on the service instance size μSI , and the transport
transmission rate between the two MEHs [10], [46]. The
ωTNP is decreased to the distance between S-MEH and T-
MEH.

ηMIG
d′,d (n) = μSI

ηTNPg,d (n)
(30)

B. MEH FAILURE MODEL
A usage-dependent failure model has a similar concept to
the initial wear-out phase in the Weibull distribution [30].
We consider that the failure rate is increasing exponentially
depending on the MEH usage:

λ(n) = λ0 · eb·U(n), (31)

where λ(n) is the failure rate at the timestep n, U(n) is the
recorded usage at timestep n, λ0 is the baseline failure rate,

FIGURE 3. Usage-dependant failure model with different b.

and b is the coefficient for the exponential increase in failure
rate with usage.
The probability of a server failure then can be calculated

as follows:

P(MEH failure) = e−λ(n) (32)

When a MEH is often to be selected, that MEH is more
likely to fail sooner. The MEH availability of different b is
shown in Fig. 3. The increase of b means that the impact of
usage is more severe, e.g., the MEH becomes more prone to
failure. When a MEH fails at timestep n, we assume a static
recovery time of five timesteps, meaning that the particular
MEH will fully recover at timestep n+ 5.

VII. EVALUATION
In this section, we describe the simulation scenario to eval-
uate our solution. Then, we discuss the result, implications,
and limitations of our solution.

A. EVALUATION SCENARIO
The simulation considered a dense urban area that is
modelled as a grid 600 x 600m area, with a number of
MEHs |D| equal to 9 and an inter-site distance of 100m
horizontally, 141m diagonally (see Fig. 4). The mobility
pattern mimics the road in a city, thus following a specific
grid road path. The MEHs are co-located with the gNBs [19].
For the sake of simplicity, we assume a single-user, and all
the MEHs have the same remaining computing and memory
capacities, which do not change in time, i.e., they are the
same for all the timesteps. However, MEO must incorporate
all its users in a practical, actual condition. While our
simulation accurately models the availability dynamics and
responsiveness from the perspective of a single user, real-
world scenarios often involve multiple users concurrently
accessing and interacting with services.
Table 3 shows the parameters associated with the method,

where the values are set based on references and empirical
studies. The values for the MEC system are taken from the
capacities of Intel NUC models, which are a solution for
edge servers [47]. We consider a single user that needs one
service in all timesteps and moves on the road. The service
has a similar characteristic of an advanced driving application
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FIGURE 4. MEH-gNB location and UE trajectory.

TABLE 3. Simulation setting.

that requires a strict low latency and a medium amount
of computing capability [48], [49]. The required latency is
10 ms [48], and the computing and memory requirements are
4 vCPUs and 4 GB, respectively [49]. The service payload
μPL for transmitting and receiving the service is 32 KB [48].
The service instance size μSI is 40 MB, based on the size
of the VideoLAN Client (VLC) application [50] studied in
service migration experiment as a representation of a V2X
application [51].

We assume that the gNBs operate on the 5.9 GHz
spectrum, as the 5G Automotive Association (5GAA) expects
it would be the standard for C-V2X direct radios in global
advanced-driving scenario [52]. There is one agent which
learns to maximize the service availability of a user and has
the learning rate α = 0.001 and the discount factor γ = 0.9.
We use a replay experience with a memory size of 10000.
We consider a NN with three layers and 128 nodes per layer.
We use an Adaptive Moment Estimation (Adam) algorithm
to optimize the NN weights and the Rectified Linear Unit
(ReLU) for the activation function of a particular input. The
evaluation was conducted using a laptop with 8 vCPUs, a
2.8 GHz processor, and 32 GB RAM. We use Python 3.9,
TensorFlow v2.12.0, and Spyder 5.2.2. We consider 350
timesteps, 500 episodes, and 5 simulations per scenario.
We perform a simulative evaluation of ASM by comparing

it with the Distance Focused Service Migration (DFSM)

algorithm, which was previously proposed in [11]. DFSM is
a state-of-the-art solution to the service migration problem
with the presence of failures. DFSM aims to minimize
the number of migration failures by measuring the user
experience, which degrades to the distance between a user
and a MEH. DFSM stands out due to its ability to adapt
its learning rate depending on the presence of node or link
failures. However, there is a lack of information provided in
the paper about the deep learning optimizer implementation
and how the learning rate is affected. To establish a fair
comparison, we adopt an Adam optimizer algorithm for both
ASM and DFSM that adaptively adjusts the learning rate
based on changes in NN weight gradients, whether in the
presence of failures or not [53]. Among all the investigated
DRL settings for DFSM, we have chosen the one that leads
to the highest availability.
Compared with DFSM, ASM enhances problem represen-

tation by defining states and rewards that incorporate service
availability into the agent’s learning process. This enables the
ASM agent to improve service availability directly, unlike
the DFSM agent, which rewards based on the distance
between the UE and the S-MEH. The DFSM’s attributes are
primarily based on the number of hops, disregarding other
factors that may influence latency. Overall, our approach
presents an innovative problem representation that aids in
maximizing service availability, especially in the presence
of MEH failures, compared to the DFSM approach.

B. RESULTS AND DISCUSSION
Fig. 5 shows the average service availability (expressed as
the percentage of time that the service is up with respect to
the total simulation time) at each episode. Each subfigure
has a different b value. Given the same usage, a higher b
implies a higher failure probability. When b = 0.05, there
are only two to four MEH failures over an episode. When
b = 0.1, six to eight MEH failures occur; when b = 0.2,
ten to twelve failures occur. The figure shows that the ASM
agent learns how to act to improve service availability over
the episodes. ASM and DFSM have the same learning rate
α, discount factor γ , same NN parameters (hidden layer,
size) and replay memory size M. The findings of this study
can be described as follows.

1) FAST CONVERGENCE

ASM learns faster than DFSM. In all scenarios, the ASM
agent converges after 50 episodes, while the DFSM agent
converges after 200 to 300 episodes. The ASM agent
considers the service availability in the reward function
and state features, allowing the agent to take an action
that maximizes its return and improves the average service
availability over the episodes. Fig. 6 depicts the average
return per episode, showing that the agent takes the right
action to improve its return and converges. Instead, the
DFSM agent takes actions to minimize the end-to-end
latency by minimizing the distance. With the presence of
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FIGURE 5. Service availability by using ASM and DFSM with different MEH failure probabilities.

FIGURE 6. Average reward of ASM with different b.

MEH failure, it is more difficult for DFSM to converge in
the early stage.

2) ALWAYS MORE THAN 94% SERVICE AVAILABILITY

ASM provides stable average service availability. Fig. 5(a)
shows the average service availability when the MEH rarely
fails. ASM gives 96% average service availability when
the MEH fails more often (Fig. 5(b) and Fig. 5(c)), the
average service availability slightly decreases to 95% and
94% because more MEHs are unavailable to serve the
user. Observing the average service availability of DFSM is
difficult as convergence cannot be guaranteed in the early
phase. After 100 episodes, DFSM provides around 75% to
90% service availability. However, ASM is slightly more
computationally intensive, having a higher execution time
than DFSM. The ASM needs approximately 27ms to take
decisions, while the DFSM takes approximately 22ms.

3) LESS MIGRATION LEADS TO BETTER SERVICE
AVAILABILITY

Fig. 7 shows the average migration frequency of all time
steps on each episode. The ASM agent migrates the user less
often than the DFSM agent. In the learning phase, the ASM
agent migrates less frequently and achieves the convergence
where the service is migrated 66.3 times on average over an
episode. On the other hand, the DFSM agent migrates the
service around 83.7 times. Thus, having a smaller number of
migrations can lead to a stable and higher service availability.

FIGURE 7. Number of migrations in each episode.

TABLE 4. Reasons of service unavailability.

4) LINEAR CORRELATION BETWEEN MEH AVAILABILITY
AND SERVICE AVAILABILITY

We divide the causes of service failure into two categories:
latency violation and unavailability of the selected MEH.
Table 4 provides an overview of the causes of service
unavailability, indicating that most service unavailability is
due to latency violations (90.7% of service unavailability).
However, as the MEH failures increase, the number of
service unavailabilities caused by MEH unavailability also
increases (specifically, from 9.3% to 38.7%). In contrast,
DFSM shows almost similar behaviour, where most of the
service failures are due to latency violations and a small
percentage are due to MEH unavailability.

VIII. CONCLUSION
This paper formulates a service migration problem that aims
to maximize service availability considering user mobility,
resource constraints, service requirements, and MEH avail-
ability. Two decisions must be made: the migration timing
and the T-MEH selection. This paper proposes ASM, a
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DQN-based algorithm, to solve the formulated problem.
The evaluation shows that the ASM maintains a higher
and more stable service availability (94% to 96%) under
the presence of different MEH failure rates, than DFSM, a
reference solution. ASM maintains a high service availability
by having fewer migrations than DFSM. Further refinements
can be made to improve the ASM algorithm. In future, we
will address scenarios where several users request different
services that run in more complex and diverse environments.
We can design a cooperative multi-agent RL that learns
to coordinate the actions to maximize the overall service
availability.
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